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RESUMO

Dados sobre os mais variados aspectos das mais diferentes afec¢des que acometem
o ser humano estdo se amontoando, em vertiginosa velocidade, em todos os pafses do
mundo. A tecnologia moderna, que culmina com a democratizagio universal do
conhecimento, permite transparente e relativamente facil acesso a esses dados. Como
expoente dessa tecnologia, cita-se a Internet, que popularizou o acesso a informagdes
antes restritas a especialistas. Contudo, face ao proteiforme aspecto dos multiplos sinais e
sintomas das diversas doengas que acometem o Homem, a retirada de conhecimento
estratégico desses Bancos de Dados € tarefa drdua, mesmo com o uso dos mais avangados
computadores atualmente disponiveis. Gragas contudo, a processos de Inteligéncia
Artificial (IA) pode-se, mesmo usando-se computadores de baixa performance, adquirir-se
conhecimento a partir desses dados o que ja foi demonstrado em véarios ramos do dominio
médico. Esta Dissertacdo apresenta método de obtengdo de modelo de auxilio ao
diagnéstico dos tumores do Angulo Ponto-Cerebelar (APC), utilizando-se técnica de IA
Obteve-se, a partir da casuistica que alimentou o sistema, um modelo que apresenta boa
acurécia (88,4%), onde permite-se uma certeza diagndstica entre tumor do APC (TAPC)
versus doencas otorrinolaringolégicas (DORL), sem utilizacdo de quaisquer métodos
imagenolégicos, nem procedimentos invasivos. A possibilidade de diferir-se entre TAPC
e DORL, sem a utilizagdo de caros e refinados exames complementares
neuroradiol6gicos, poderd, por um lado, diminuir acentuadamente os custos para
consecussdo dos diagndsticos acima referidos. Por outro lado abreviard o tempo que um
paciente geralmente leva para obter uma certeza diagnéstica entre TAPC e DORL. Além
do mais, cria-se a possibilidade da formulacdo de normas para solicitagdo de Ressonéncia
Nuclear Magnética e Tomografia Computadorizada em casos suspeitos da existéncia de
TAPC, permitindo-se uma drenagem mais racional de pacientes de um centro menos
desenvolvido para o que possua esses sofisticados métodos de exames complementares.
Ha, consequentemente, uma grande significacdo sécio-econdmica nesse trabalho.
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1 INTRODUCAO

A presente Dissertagdo implica num trabalho retrospectivo
multidisciplinar. Nela investiga-se a obtencdo de um recurso auxiliar ao
diagnéstico dos tumores localizados na fossa posterior, mais
precisamente na regido conhecida como do Angulo Ponto-Cerebelar
(APC), utilizando-se técnicas de aquisi¢cdo de conhecimento extraido de
Bancos de Dados, por processo de Inteligéncia Artificial (IA).

Contribui-se, assim, para a tomada de decisdes no tratamento de

pacientes portadores de processos expansivos no APC.

1.1 Caracterizacao do APC

Sabe-se que a medida que o conhecimento humano cresce
exageradamente num determinado assunto, paralelamente cria-se uma
terminologia que, se por um lado facilita a discussdo interpares, por
outro lado dificulta o entendimento dos que conhecem pouco aquele
assunto. Assim, impoe-se, para entendimento melhor das idéias que aqui
serdo apresentadas, que se teca algumas consideracdes fundamentais

sobre o que € o APC e o que sdo técnicas de IA.

A regido conhecida por APC, comportando também como
Vernécﬁlo escorreito a denominacdo de dngulo pontino-cerebelar é, na
maioria das vezes mal definida. DAVID (1961) descreve-a,
simplesmente, como sendo o espago compreendido entre a protuberancia
e o cerebelo. Anatomista nacional (MACHADO, 1974), simplesmente,

identifica-a como a regido entre a emergéncia do VII nervo craniano e

-10-



fléculo do cerebelo. Mesmo microanatomistas (GOULART, 1999)
referem-se superficialmente ao APC. Um pouco mais proximo de uma
descricao mais clara encontra-se MANTER (1960), que o define como
“o espago triangular, formado pelo bordo inferior dos pedinculos
cerebelares, pela parte contigua ao cerebelo e pela parte superior do
bulbo”. Em excelente e recente compéndio de técnica neurocirtirgica
LANG (1991) descreve o APC, sem o cuidado de localiza-lo dentro de
limites precisos como regido circundada pelas cisternas do cerebelo e
pelo clivo e a face posterior do osso petroso, ventralmente.
Inegavelmente, deve-se a RHOTON (1986) os melhores estudos

microneuroanatomicos do APC. Descreve o mesmo o APC como a:

“regido da fossa posterior, em forma de V, com seu dngulo
agudo voltado para o lado e sua abertura voltada para a linha
média, tendo como assoalho o pediunculo cerebelar médio.
Como limite superior tem-se a fissura cerebelo-pontina (brago
superior) e, como limite inferior, o braco inferior da mesma

fissura, bem como a fissura cerebelo-medular”.

Encontram-se nessa regido: um tufo de plexo coroide exteriorizando-se
pelo forame de Luschka, o fléculo que continuando-se com o vermis
cerebelar constitue o 1ébulo floéculo-nodular, os nervos facial e
vestibulococlear (VII e VIII) préximos a por¢do término-lateral do sulco
ponto-medular; o nervo trigémeo (V), préximo ao limite superior do
braco superior da fissura cerebelo-pontina; o nervo abducente (VI)
paramedianamente situado no sulco ponto-medular; os nervos glosso-
faringeo, vago e accessorio, (IX, X, XI) dispostos numa linha vertical

posterior a oliva, a 2-3mm do nervo facial e o hipoglosso (XII) que nasce

-11-



anteriormente a oliva. Além de estruturas neurais a regido do APC
comporta ainda estruturas vasculares. Dentre as artérias encontram-se a
cerebelosa superior, a cerebelosa antero-inferior e a cerebelosa postero-
inferior. As duas tltimas conhecidas, respectivamente pelas siglas
americanas “AICA” e “PICA”. Ja dentre as veias mais importantes
encontram-se a petrosa superior ou veia de Dandy, a veia da fissura
cerebelo-pontina, a veia da fissura cerebelo-medular e a veia do

pedinculo cerebelar médio (RHOTON, 1984).

1.2 Afeccoes do APC

1.2.1. Tumores

Na regido acima descrita o neurinoma do acustico (ITO et
al.,1977, KUO et al., 1997, MONSEL, et al., 1997, NOGUCHI et al.,
1977, MATTHIES et al., 1997) e o meningeoma (BAGULEY et al.,,
1997, WEISSMAN, 1997, ZEITUONI et al., 1997) sao tumores por
demais comuns nas casuisticas dos diversos servigos de todo o mundo.
Entretanto, com menos freqii€ncia, outros tumores assentam-se no APC,
dentre os quais: o lipoma (BEHAR et al., 1998), o meduloblastoma
(MEHTA & SHARR, 1998), o adenoma do saco endolinfitico
(FOLKER et al., 1997), o carcinoma de células basais (GALL et al.,
1997), o cisto aracnoideo (JALLO et al.,, 1997), o epiderméide, o
neurinoma do facial, o papiloma do plexo coroide, a metdstase de
neuroblastoma, o colesteatoma, o angioleiomioma, o hemangioma
venoso, o angioma cavernoso (COMEY et al., 1997), a neurilemomatose

(SHISHIBA, 1997), o glioma pontino (KOHAN, 1997), o neurinoma dos

-12-



nervos glossofaringeo, vago e accessorio (KRAUSS, 1997), o
ependimoma (SANFORD et al., 1997), e o0 melanoma (SHINOGAMI et
al., 1996).

1.2.2 Doenca Parasitaria

Apesar da grande incidéncia de doencgas parasitarias,
principalmente da neuroschistossomose e da neurocisticercose, em nosso
meio, ndo hi relato, no Ceard de caso de neurocisticercose simulando
tumor no APC. Contudo, além dos tumores acima citados, o cisto
cisticercotico também pode comprometer o APC, simulando tumor.

(DEL BRUTTO, 1997).

1.2.3 Doenca Vascular

Artérias, normalmente encontradas no APC, como as artérias
cerebelosa antero-inferior € a cerebelosa pdstero-inferior, podem,
apresentando-se com defeito na sua forma (ddlicoartéria) ou no seu
posicionamento anatémico, comprometerem nervos, determinando
alteracbes patoldgicas. E o caso do tique espasmédico facial, bem como
do tique doloroso (BEHAR et al., 1998). Assim, a presenca de vasos
an6malos, como no caso de alga vascular (HERZOG, 1997), simulando

tumor do APC, embora raramente, € também afeccdo encontrada no

APC.

-13-



1.2.4 Processos Infecciosos

Embora raramente encontrados no APC, os empiemas sdo
complicacdes de infeccdes otoldgicas, especialmente o colesteatoma. Seu
diagnéstico € frequentemente retardado, sendo algumas vezes confundido
com processo meningitico, donde sua gravidade e progndstico reservado.
O fato é que processos infecciosos como o empiema (NATHOO et al.,
1997) sao descritos na literatura fazendo parte da coorte de doenca que se

localizam no APC.

Muito embora o neurinoma do acustico represente até 90% dos
tumores do APC (KOHAN et al, 1997), os meningeomas 3 a 5%
(ASAWAVICHIANGINDA, 1997), a existéncia de uma tdo grande
variedade de afeccOes nessa regido, indiscutivelmente dificulta o
diagnéstico. Apesar das exiguas dimensdes da area do APC o grande
nimero de estruturas tanto neurais como vasculares que podem ser
comprometidas, dé& origem a uma série de sinais e sintomas conhecidos
como Sindrome do Angulo Ponto-Cerebelar, (CAMBIER, 1988). Tal
comprometimento, nos casos de tumores do APC, depende da rapidez de
crescimento do tumor, de sua localizacdo, de sua histologia, entre outros.
Por outro lado, referidos sinais e sintomas ndao sao patognomonicos de
tumores do APC. Para dificultar o diagnéstico de uma lesdo do APC
sabe-se que uma paralisia do IX nervo craniano, tanto poderia ser
decorréncia da existéncia de processo expansivo no APC, como
simplesmente um processo degenerativo (e.g. esclerose em placa) ou
mesmo um processo toxico-infeccioso agudo (e.g. difteria). Além do
mais, como em muitos outros 6rgdos e sistemas da complexa anatomia

humana, a certeza diagndstica perseguida pelo médico, jamais ¢é
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alcancada, mormente quando da impossibilidade do uso de métodos
auxiliares sofisticados e de alto custo (e.g. TC e RNM). Diz-se mesmo
'que a diferenciac@o diagnéstica entre tumor do APC e doenga otoldgica é
impossivel, a base tdo somente do exame clinico, sem a complementagéo
de exames radiolégicos. Finalmente para tornar mais dificil ainda o
diagnéstico de tumores do APC, alguns sintomas associados aos mesmos
sdo comuns a vdérias especialidades, de forma mais enfatica a Neurologia,

a Neurocirurgia e a Otorrinolaringologia (ORL).

1.3 Introducao a Inteligéncia Artificial

Assim como descreveu-se o APC, convém, igualmente, tecer-se
alguns comentdrios sobre o que vem a ser IA, para que se possa entender,
mais claramente porque foi escolhida para o presente estudo a IA na ajuda
ao diagnéstico diferencial entre uma doenca neurocirdrgica, qual seja o

tumor situado no APC e doenca otorrinolaringolégica.

Uma demonstracdo inequivoca de que o bem maior do Homem
€ sua inteligéncia € que o mesmo se autodenominou, sem pejo, de “Homo

Sapiens”.

Miuiltiplas sao as defini¢des atribuidas ao verbete “inteligéncia”.

. . , .1 ; . . ¢ AW
A riqueza da sinonimia’ bem atesta a dificuldade de definir-se inteligéncia
uma vez que a mesma envolve conceitos incompletamente

compreendidos, tais como a criatividade, a curiosidade, o aprendizado, o

' O Diciondrio da Lingua Portuguesa Aurélio Burarque de Holanda define inteligéncia como:
1.Faculdade de aprender, de apreender ou compreender; percep¢do, apreensdo, intelecto,
intelectualidade.2. Qualidade ou capacidade de compreender e adaptar-se facilmente; capacidade,
penetracdo, agudeza, perspicdcia. 3. Maneira de entender ou interpretar, interpretacdo.4. Acordo,
harmonia, entendimento reciproco. 5.Relacoes ou entendimentos secretos; conluio, maquinagéo, trama. 6.
Destreza mental, habilidade.7. Capacidade de resolver situacdes problemdticas novas mediante
reestruturacdo dos dados perceptivos. 8. Pessoa inteligente.

-15-



raciocinio, etc. Dificuldade idéntica tem-se para se definir Inteligéncia

Artificial.

IA € um ramo do conhecimento humano que tenta criar
“entidades inteligentes”. Sob certos aspectos assemelha-se a Filosofia e a
Psicologia que se interessam pelo processo do pensamento, do raciocinio
e da inteligéncia. A TA além destes aspectos, luta tenazmente pela criagdo
de “entidades inteligentes”. Pode-se dizer que seu nascimento se deu
oficialmente, como resultado de um semindrio de dois meses de duracao
coordenado por McCarty, com a colaboracdo de Minsky, Shannon,
Rochester, em Dartmouth, em 1956, quando o termo foi criado. Por isso
atribui-se a John McCarty o epiteto de o pai da IA (HONAVAR & UHR,
1994).

Desnecessario se faz dizer que ndo fora a pesquisa
desenvolvida, independentemente, por trés nagdes durante a segunda
grande guerra mundial o computador ndo teria surgido e, como
consequencia, nao poderia existir o que se entende hoje como IA. Em
1940, Alan Turing e seu grupo criam o primeiro computador que recebeu
o nome de Heath Robinson, homenagem a famoso cartunista da época,
criador de maquinas extravagantes. A finalidade da construgdo desse
computador foi traduzir mensagens codificadas do exército alemao. A
medida que os alemées dificultavam seus cédigos surgia a necessidade de
computador mais preciso, sendo a segunda linhagem desse artefato o
Colossus. Concomitantemente, Konrad Zuse, na Alemanha, com apoio do
III Reich, criou o Z-3 e logo a seguir o Plankalkul. Paralelamente os
EE.UU., iniciaram-se, timidamente no mundo da computago, lancando o

ABC, como fruto do estudo de John Atanasoff e Clifford Berey da
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Universidade de Iowa. Desenvolveram em seguida uma indistria que
movimenta bilhdes de ddlares e que gera atualmente, 10% do seu PIB,
sendo seu principal representante a IBM. Nao seria justo se fosse omitido
como precursor do computador o dbaco, ou o nome de Blaise Pascal, que
na metade do século XII, criou uma maquina capaz de somar e subtrair — a
famosa Pascaline. Leibnitz (1694) criou uma miquina multiplicadora e
teria o sonho de idealizar “uma algebra universal, através da qual, todo
conhecimento, incluindo as verdades morais e metafisicas, pudessem,

algum dia, serem trazidas para dentro de um sistema dedutivo tnico”.

Prova da dificuldade em se apresentar um enunciado exato e
completo sobre IA sdo as miltiplas defini¢des que RUSSEL E NORVIG
(1995), oferecem, compulsando oito livros de texto considerados os

melhores sobre IA, publicados nas tltimas décadas:

¢ “O novo e excitante esforco para fazer computadores pensar...

maquinas com mente, no sentido estrito e amplo”

(HAUGELAND, 1985);

¢ “A automacgdo de atividades associadas a inteligéncia humana,
tais como: decidir, resolver problemas, aprender” (BELLMAN,

1978);

¢ “O estudo das faculdades mentais através do uso de modelos

computacionais “ (CHARNIAK & MCDERMOTT, 1985);

¢.“O estudo do comportamento que torna possivel perceber,

raciocinar e agir” (WINSTON, 1992);
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¢ “A arte de criar maquinas que realizam fungdes que requerem
inteligéncia quando realizadas por humanos” (KURZWEIL,
1990);

¢ “O estudo de como fazer os computadores realizarem coisas que

até o presente momento, os humanos fazem melhor” (RICH

KNIGHT, 1991);

¢ “O campo de estudo que procura explicar e estimular
comportamento  inteligente ~em termos de  processo

computacional”. (SCHALKOFF, 1991);

¢ “O ramo da ciéncia computacional que estd preocupada com a
automacdo do comportamento inteligente” (LUGER e

STUBBLEFIELD, 1993).

Enfatizando-se os aspectos historicos da IA, SIMON (1957),
citado por RUSSEL E NORVIG (1995), em congresso sobre ciéncia da
computacio, declara: “que agora no mundo ha maquinas que pensam, que
aprendem e que criam. Mais do que isso, sua habilidade em fazer essas
coisas estd aumentando rapidamente, até que num futuro préximo o
espectro de problemas que elas podem resolver serao co-existentes com O
espectro para o qual a mente humana se aplica” (RUSSEL & NORVIG,
1995).

A Figura 1 ilustra os principais eventos relacionados a IA.
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Figura 1. Régua do tempo dos principais eventos relacionados a IA.

1.3.1 IA Aplicada a Medicina

As informagdes sobre afec¢des de um modo geral, avolumam-se
nos bancos de dados dos hospitais do mundo inteiro. Sabe-se que a analise
desses dados encontra-se dificultada por varios fatores, dentre os quais a
inexisténcia de uma linguagem internacional Unica para descrevé-los. A
esse aspecto junta-se o fato de referidos dados pecarem por: a) serem
incompletos (auséncia de alguns pardmetros necessarios a formulago do
diagnostico); b) serem incorretos (avaliagdo incorreta ou subjetiva por
parte do profissional responséavel pelo exame do paciente); ¢) em alguns
casos, serem esparsos (pequeno numero de casos ou prontuarios com
anotagdes pobres), d) em alguns casos serem redundantes (a fase de
selecdo dos casos pode introduzir registros duplicados). Pelos fatos acima
expostos, métodos computacionais vem sendo desenvolvidos para minorar
essas deficiéncias (LAVRAC, 1999). O uso de sistemas computacionais
em medicina vem sendo verificado hd muito. Por exemplo, em
Neurocirurgia cita-se a tomografia computadorizada e, mais recentemente

a neuronavegacdo (MEYER et al., 1998).
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Desde os primeiros dias da ciéncia da computagdo muitos
paradigmas computacionais surgiram para o estudo da IA. Os problemas
de interesse da IA sdo, em geral, ligados a caracteristicas inerentes ao
homem. Por exemplo, ver e reconhecer formas, o processamento da
linguagem natural, o raciocinio, o aprendizado automaético, a robética, etc
(BENABID et al., 1998; RABISCHONG, 1998). Todas essas
caracteristicas sdo, em termos computacionais, muito dificeis. Isso
significa que os computadores atuais, mesmo os supercomputadores, nao
conseguiriam dar uma resposta precisa dentro de um tempo aceitdvel, i.e.
a proibitiva complexidade da entrada de dados geraria um processamento
por anos, ou até por séculos. Por isso, para resolvé-los, necessita-se de
métodos especiais que conseguem evitar a complexidade dos problemas e
encontrar uma resposta aproximada dentro de um tempo aceitdvel,
usando-se os computadores disponiveis atualmente. Portanto, esses
métodos computacionais de IA fazem com que as falhas supracitadas na
descricao dos dados, no se constituam empecilho a aplicacdo da IA. O
mesmo ndo se pode dizer dos métodos estatisticos paramétricos,

correntemente usados em andlise de dados.

Métodos de IA vém sendo usados em vérios ramos da atividade
médica, notadamente através do uso de sistemas especialistas dedutivos e
da indugdo de modelos de conhecimento a partir de casos, dentre outros.
Para evidenciar o uso disseminado desses métodos em medicina, cita-se a
sua aplicacdo na édrea cardiaca (KOMOROWSKI & OHRN, 1999), em
Imunologia (LATHROP et al., 1999), em Oncologia (FOLGEL et al.,
1998), em Neuroanatomia (GIBAUD et al., 1998), em reproducdo humana
(JURISICA et al., 1998), em Reumatologia (ZUPAN & DZEROSKI,
1998), em Neurologia (TOFFANO-NIOCHE et al.,, 1998), em
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Traumatologia INNOCENT et al., 1997) e em Oftalmologia (POGGIO &
BEYMDWE, 1996), entre outras.

1.4 Motivacao

Os fatores desencadeantes desse Estudo foram:

1. a i1déia de se conseguir indicacdo mais racional para
solicitacdo de exames neuroradiolégicos em caso de divida

entre TAPC E DORL;

2. a possibilidade de se obter encaminhamento mais 16gico de
pacientes residentes em d&reas desprovidas de aparelhagem

neuroradioldgica sofisticada para centros melhor aparelhados;

3. a 1importdncia de se estimular o relacionamento
interdisciplinar entre 4rea médica e &4rea da ciéncia da

computacgao;

4. finalmente, a necessidade de despertar o interesse do
médico, de um modo geral, em manter programa de coleta de
dados, de onde se possa, no momento adequado, extrair-se

conhecimento.
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2 OBJETIVO

Nessa Dissertacdo, serdo usadas técnicas computacionais para
prover elementos de auxilio ao diagndstico de tumores do APC. O
objetivo do trabalho aqui apresentado é a obtencao de modelo de
diagnoéstico que seja capaz de diferenciar entre casos de tumores do
APC (TAPC) e casos de doencas otorrinolaringolégicas (DORL), sem
a utilizacdo de exames complementares, mas somente as custas de

dados obtidos da historia clinica.
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3 CASUISTICA E METODO

Os dados usados nesse trabalho advém de trés fontes: do servigo
do Prof. Madjid Samii em Hannover, Alemanha; do Instituto de
Neurocirurgia de Fortaleza (INF) e da Clinica do Prof. Sebastido
Diégenes Pinheiro, perfazendo um total de 750 casos. Desse total, 275
casos dizem respeito a TAPC (236 de Hannover e 39 do INF) e 475 casos
representam relatos de DORL. A coleta dos dados foi efetuada como a
seguir exposto:

1. Os dados oriundos de Hannover foram coletados entre os

pacientes atendidos nos anos de 1993 a 1996, selecionando-
se os casos de neurinoma do acustico, meningeoma e
epiderméide, tendo sido descartados tumores outros que
incidiam debilmente naquela casuistica . Ressalte-se que
referido Servico € de referéncia ndo somente para a Europa,
como para todo o mundo, de um modo geral.

2. Os dados do INF dizem respeito a casos de neurinoma do
actstico e foram coletados entre os anos de 1993 e 1999,
apés terem sido descartados os casos sem comprovagao
histopatoldgica.

3. Finalmente, os dados advindos da Clinica de ORL do Prof.
Diégenes foram coletados entre 1985 e 1999. Foram
selecionados apenas 0s casos que apresentavam otoscopia
normal e tinham um ou mais dos seguintes sinais e sintomas
encontradicos em tumores do APC: zumbido, actfeno,
tinitus, alteracdo da audi¢do (hipoacusia ou anacusia),

comprometimento do equilibrio e vOmitos. Impde-se dizer
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que todos os casos com hipoacusia de condu¢do e/ou mista
foram descartados. Todos os pacientes selecionados com
testes supraliminares e de discriminacdo vocal que
apresentavam baixa discriminagdo vocal desproporcional a
audiometria tonal foram encaminhados para  estudo
imaginol6gico. O estudo radiolégico obedeceu a seguinte
sequéncia: iodomeatocisternografia, tomografia
computadorizada e finalmente ressondncia nuclear
magnética.

Trata-se assim de um estudo retrospectivo. A planilha que
apresenta todos os casos, encontra-se no Anexo A. A idade média dos
pacientes é de 50,49 anos, com minima de 5 e méxima de 90 anos. Os
pacientes do sexo masculino perfazem 299, enquanto que os do sexo
feminino totalizam 447. Em 4 casos o sexo nao foi registrado.

A Tabela 1 apresenta as varidveis (sinais, sintomas, sexo, idade
e inicio da queixa) e diagndsticos que descrevem a casuistica. A coluna a
esquerda relaciona as varidveis com os seus respectivos valores e a coluna
a direita indica as siglas e c6digos usados como entrada no banco de
dados. As varidveis que podem assumir os valores "presenca" ou
"auséncia", foram coletadas da seguinte forma: no prontudrio do paciente,
quando confirma-se a presenca de certo sinal ou sintoma, este terd valor
"presenca", em contrapartida, a ndo citacdo indica o valor "auséncia'.
Vale ressaltar que nenhuma das varidveis descritas exige o resultado de

exames complementares invasivos ou nao.

24-



Tabela 1. Varidveis e diagnodsticos que representam um caso e sua repre-
sentacdo no banco de dados

VARIAVEIS Representacio
1. Idade [em anos] ID [anos]
2. Sexo [Feminino,Masculino] SX[F,M]
3. Inicio da Queixa [em meses] IQ[meses]
4. Zumbido, Actfenus, Tinitus [Presenca, Auséncia] Z8[P,A]
5. Perda dos sentidos, lipotimia [Presenca, Auséncia] PS[P,A]
6. Dor ou anestesia nos 2/3 anteriores da lingua, dente ou cérnea D5[P,A]
[Presenca, Auséncia]

7. Dor ou anestesia no 1/3 posterior da lingua [Presenca, DVI[P,A]
Auséncia]

8. Dor ou anestesia na face [Presenca, Auséncia] DF[P,A]

9. Diminuicdo da audicdo(hipoacusia, anacusia) [Presenca, D8[P,A]
Auséncia]

10. Dificuldade de Degluticdo [Presenca, Auséncia] DD[P,A]
11. Emese [Presenca, Auséncia] EMI[P,A]
12. Ataxia, Vertigem, Romberg, Fournier [Presenca, Auséncia] EQ[P,A]
13. Cefaléia [Presenca, Auséncia] CE[P,A]
14. Diplopia [Presenca, Auséncia] D6[P,A]
15. Paresia [Presenca, Auséncia] PA[P,A]
16. Tontura [Presenca, Auséncia] TO[P,A]
17. Sensibilidade gustativa diminuicdo nos 2/3 anteriores SF[P,A]

[Presenca, Auséncia]
18. Sensibilidade gustativa diminuicdlo no 1/3 posterior S9[P,A]
[Presenca, Auséncia]

19. Disartria [Presenca, Auséncia] DI[P,A]
20. Nistagmo [Presenca, Auséncia] NI[P,A]
21. Outros nervos [Presenca, Auséncia] OU[P,A]
22. DIAGNOSTICO (ou classe) D[(TAPC,DORL)]
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3.1 O Banco de Dados

Foram consideradas vinte e uma varidveis, mais o diagndstico.
Todas tiveram como valor “Presenca ou Auséncia”, com exce¢do das
varidveis relacionadas a idade, ao sexo e ao inicio da queixa principal.
Com referéncia a varidvel idade, foram desprezados os meses, sendo
considerado apenas o nimero de anos de cada paciente. Quanto ao tempo
de inicio da queixa principal foi o mesmo anotado em méses. Nos trés
bancos de dados utilizados nessa Dissertacdo falta, algumas vezes,
clareza com respeito ao exato significado de algumas varidveis. Assim as
varidveis zumbido (sensa¢do semelhando ao ruido de azas de um inseto),
acufeno (alucinag@o auditiva) e tinitus (sensagc@o de ruido por lesdo do
ouvido interno, por exemplo) foram consideradas como sendo a mesma
varidvel que foi codificada como Z8. As varidveis “Perda dos Sentidos”
e “Lipotimia” que tém nuangas diagnosticas diferentes, vez que por perda
dos sentidos entende-se o desaparecimento total da consciéncia, enquanto
que por “Lipotimia” entende-se um mal estar, com certo grau de
obnubilacio mental, também foram consideradas como semelhantes,
tendo sido codificadas com a sigla “PS”.

Sempre que possivel, para facilitar o entendimento da
representacdo dos sinais e sintomas (varidveis), criou-se sigla que tivesse
alguma relagdo com as mesmas. Por exemplo: a varidvel diminui¢do da
audicdo ficou representada pela sigla D8, onde D significa diminuicéo e 8
corresponde ao oitavo nervo craniano — o vestibulo-coclear.

Por vezes a sigla representativa da varidvel foge a esta norma,
como por exemplo, a sigla diplopia representada como D6. N@o se quer
com o niimero 6 restringir-se o aparecimento de diplopia exclusivamente

ao comprometimento do sexto nervo craniano.
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E importante que se entenda como PA, exclusivamente a
paresia dos nervos facial ou glossofaringeo, nunca podendo ser portanto,
confundida com a paresia de membros.

Sobre o diagnéstico, os valores TAPC e DORL significam
respectivamente tumor do 4ngulo ponto-cerebelar e doenga

otorrinolaringologica.

kb Limpeza
objetivos dos dados dos dados

Algoritmos de
Data Mining

Conhecimento

Figura 2. Visdo geral do processo de descoberta do conhecimento. BD
sendo a sigla para Banco de Dados.

A Figura 2 fornece uma visdo geral do processo de aquisi¢do de
conhecimento a partir de dados como os ha pouco descritos. Inicialmente,
deve-se estabelecer os objetivos da busca por conhecimento nos dados.
Para alcangar o objetivo proposto, parte-se de casos neurocirirgicos

previamente diagnosticados, do ponto de vista clinico ¢ confirmados

através de exames neuroradiolégicos, pelos achados cirurgicos e

histopatologicos, assim como de casos da clinica de ORL, com as
caracteristicas ja descritas. E bem verdade que existem ocasides onde no

sdo preestabelecidos os objetivos. Nesses casos deve-se efetuar uma
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exploragdo do banco de dados na busca de similaridades e, em seguida,
estabelecer objetivos ou atributos-alvo.

Uma vez definidos os objetivos, deve-se selecionar quais sdo os
registros relevantes ao processo. Na presente Dissertagdo dispde-se de trés
bases de dados e deseja-se obter todos os registros que se relacionem com
TAPC e DORL. Ferramentas de amostragem estatistica de regressao linear
e correlagdo sdo muito tuteis nessa fase. Deve-se ter em mente que quanto
maior for a amostra mais precisos serdao os resultados.

Como foi dito inicialmente, os dados podem apresentar
incorregcoes (em linguagem computacional — “ruidos”), razdo porque da
necessidade de limpeza dos dados para prepara-los de acordo com a entrada
dos algoritmos usados no processo seguinte (obtencdo de padrdes). Quando
se comentou a IA e sua aplicacdo a Medicina teve-se oportunidade de se
dizer que normalmente, a qualidade dos dados selecionados deixa a desejar,
por vdérias razdes. Uma vez expurgados os erros acima descritos, pode-se
separar uma parte dos dados para andlise posterior dos padrdes obtidos.
Esta parte de dados chama-se de conjunto de teste.

A fase de obtenc@o de padrdes serd abordada em detalhes nas
proximas secgoes.

Na andlise dos padrdes obtidos tem-se uma hipétese relacionada
aos dados de entrada e deve-se testar essa hip6tese. A primeira providéncia
¢ a de se obter uma avaliagdo dos resultados através do conjunto de teste
independente dos dados usados na geracdo dos padrdes. Nem sempre €
possivel a separacdo de um conjunto de teste, nesse caso, usa-se técnicas de
validacdo cruzada (BREIMAN et al., 1983) para estimar a qualidade dos

resultados.
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O conjunto de técnicas utilizadas no processo de aquisicdo de
conhecimento é inerente aos algoritmos indutivos de aprendizagem, que a

seguir descreve-se detalhadamente.

3.2 Métodos Indutivos

O termo “Aprendizagem Indutiva” (ou “Inductive Learning”) foi
introduzido na 4rea de Inteligéncia Artificial no fim dos anos 80. No
entanto o objetivo desses métodos néo era novo, pois na area de estatistica
no fim dos anos 70, alguns métodos indutivos ja haviam sido propostos.
Nesse capitulo apresenta-se a aprendizagem indutiva de procedimentos (ou
modelos) de classificagdo (ou discriminag@o) a partir de exemplos. Os
algoritmos aqui apresentados sdo aproximativos (heuristicos), uma vez que
o problema é considerado NP-dificil (vide Capitulo 5). O problema que
serd abordado relaciona-se a analise discriminante, ao reconhecimento de
formas, ao diagnéstico médico, etc. Vale ressaltar o caractere simbolico
(discreto) da representacdo dos dados e que a busca tem por objetivo
encontrar procedimentos de discriminacdo expressos em linguagem
simbdlica e convivial. Deve-se também atentar para o interesse pelos

aspectos algoritmicos do problema.

Fundamentos

Como foi dito acima, o objetivo do presente Estudo é o de
“aprender procedimentos de discriminagdo a partir de exemplos”. Dar-se-a
agora a defini¢do de cada uma dessas palavras. A linguagem humana sendo
muito subjetiva, deixando margem a interpretagdes diferentes para um

mesmo verbete, ndo poderia servir para definir os conceitos bdsicos de
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aprendizagem automadtica. Dai a utiliza¢@o de uma linguagem matemadtica
simples, como a que a seguir sera empregada.

Um exemplo (aqui, sinébnimo de caso) é um par (X,c) onde x
representa a descricdo de um caso, de um individuo, etc., e ¢ representa
uma classe (ou diagnéstico). Os casos s@o descritos por um conjunto de
atributos (ou sinais, sintomas, idade, etc), representado por V,={x;,,x,,...x,/,
onde cada um dos x; tem seus valores num dominio D;, podendo ser
assimilado a {Positivo, Negativo}, {0,1}, {severo, moderado, fraco}, etc.
In casu, para descrever um quadro clinico, foi usado o dominio {P, A}
(Presenca ou Auséncia) para cada sinal ou sintoma (vide Tabela 1).

A classe (aqui, sindbnimo de diagndstico) do exemplo podera ser
representada por um inteiro ¢ €{1,2, ..., C}, onde C designa o nimero de
classes. A classe exprime um diagndstico médico, a presenga ou auséncia
de uma certa propriedade do objeto, etc. Quando existem apenas duas
classes, como na presente Dissertacdo, diz-se que o exemplo € positivo ou
negativo, de acordo com a classe, i.e. quando se tratar de TAPC diz-se que
o exemplo (ou caso) € positivo, caso contrario, um exemplo com a classe
DORL, sera negativo.

Um exemplo binario é um exemplo descrito unicamente por
atributos bindrios e cuja classe € uma varidvel binaria. Seja V,={x;,x5,...,.x,/
um conjunto de atributos bindrios, L,= {xJ,x_J,...,xp,x;} € o conjunto de
literais de sz . Nessa Dissertacdo, os exemplos sdo binarios.

De um ponto de vista probabilistico, um exemplo (x,c) € a
realizacdo de uma variavel aleatéria (X,C) com valores em

D;xD;x..xD,x{1,2,..,C},

% X, representa a negagdo de x;
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Onde p representa a dimensao dos exemplos. Em “data mining”, considera-
se que ndo sdo conhecidas nem a regra de decisdo P(CIX), nem as
propriedades do ambiente P(X), nem mesmo a lei subjacente a distribui¢do
P(X,C). Para exprimir essa ultima restricdo, localiza-se num contexto néo
paramétrico, ou “distribution-free”.

Uma amostra ¢ um conjunto finito de exemplos obtidos de
maneira independente, seguindo a distribuicdo P(X,C). No curso deste
trabalho, fala-se frequentemente de conjunto de aprendizagem ou de
conjunto de teste. Trata-se de amostra de exemplos, como foi acima
definido. O Anexo A apresenta a amostra de exemplos usada nesta
Dissertacdo.

Um procedimento de classificacdo (ou modelo) € uma aplicacéo
F definida sobre X (descri¢do dos casos) e com valores em {1,2,...,C}
(diagnésticos). O objetivo da aprendizagem € descobrir o procedimento de
classificacdo que governa os exemplos. De uma maneira ou de outra, os
métodos de aprendizagem indutiva efetuam sempre uma exploracdo de um
espaco previamente fixado de procedimentos de classificagdo vidveis. Esse
espaco sera representado por F. No caso dos exemplos bindrios, considerar-
se-4 que F é um conjunto de férmulas 16gicas, de forma predeterminada,
expressas com ajuda dos operadores booleanos usuais: A(e), V(ou),
—(negacao).

Aprender indutivamente, é a0 mesmo tempo um processo de
calculo e uma exigéncia de capacidade preditiva, com respeito ao
procedimento de classificagdo encontrado. O processo pode se resumir,
como a seguir: dispde-se de um conjunto de exemplos, ou conjunto de

aprendizagem; define-se um conjunto F de procedimentos de
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Onde p representa a dimensao dos exemplos. Em “data mining”, considera-
se que nao sdao conhecidas nem a regra de decisdo P(CIX), nem as
propriedades do ambiente P(X), nem mesmo a lei subjacente a distribui¢do
P(X,C). Para exprimir essa ultima restri¢do, localiza-se num contexto nio
paramétrico, ou “distribution-free”.

Uma ameostra € um conjunto finito de exemplos obtidos de
maneira independente, seguindo a distribuicio P(X,C). No curso deste
trabalho, fala-se frequentemente de conjunto de aprendizagem ou de
conjunto de teste. Trata-se de amostra de exemplos, como foi acima
definido. O Anexo A apresenta a amostra de exemplos usada nesta
Dissertacao.

Um procedimento de classificacao (ou modelo) é uma aplicacao
F definida sobre X (descricdo dos casos) e com valores em {1,2,...,C}
(diagnésticos). O objetivo da aprendizagem € descobrir o procedimento de
classificagdo que governa os exemplos. De uma maneira ou de outra, os
métodos de aprendizagem indutiva efetuam sempre uma exploracdo de um
espaco previamente fixado de procedimentos de classificagao vidveis. Esse
espaco sera representado por F. No caso dos exemplos bindrios, considerar-
se-4 que F € um conjunto de férmulas 1égicas, de forma predeterminada,
expressas com ajuda dos operadores booleanos usuais: A(e), V(ou),
—(negacao).

Aprender indutivamente, é a0 mesmo tempo um processo de
calculo e uma exigéncia de capacidade preditiva, com respeito ao
procedimento de classificagdo encontrado. O processo pode se resumir,
como a seguir: dispde-se de um conjunto de exemplos, ou conjunto de

aprendizagem; define-se um conjunto F de procedimentos de
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classificacdo’; extrai-se de Fum “bom” procedimento de classificacio. O
que se entende por bom? Por um lado, “bom” quer dizer que este
procedimento classifica corretamente os exemplos do conjunto de
aprendizagem. Mas isso ndo € tudo. Por outro lado, deseja-se também que
este procedimento tenha uma boa capacidade de predizer a classe de um
exemplo que ndo estd no conjunto de aprendizagem. Dai vem a exigéncia
preditiva mencionada acima. Classificar corretamente um exemplo, através
de um procedimento de classificagdo, significa que a classe do exemplo
coincide com a classe dada pelo procedimento.

Resta definir o que se entende por: “boa capacidade de
predizer”. De fato, numerosas defini¢des sdo possiveis. A que se dard a
seguir é a mais simples, e uma das mais comuns.

A freqiiéncia de erro, ou taxa de erro, ou ainda taxa de erro

aparente, de um procedimento de classifica¢do F € dado por:

err

Jerr (F) =
onde n representa o tamanho do conjunto de aprendizagem, e err € o
niimero de exemplos do conjunto de aprendizagem que sdo incorretamente
classificados por F.

A probabilidade de erro, ou taxa de erro real, € a probabilidade
que um procedimento de classificacdo F classifique incorretamente um
exemplo obtido de acordo com P(X,C). Essa probabilidade sera
representada por P, (F).

Portanto, aprender resume-se a:

¥ Nas secdes seguintes, quando define-se o procedimento de classificagdo chamado de “4rvore de
decis@o”, mostra-se em detalhes como obter-se F.
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11.

Selecionar em F o procedimento de classificacdo que minimiza f,,.
Esse procedimento de classificacdo serd representado por F,,. A
dificuldade dessa tarefa € de ordem algoritmica. Para certas classes de
procedimentos de classificagc@o essa tarefa ndo serd efetuada dentro de
um tempo de célculo aceitdvel. Dessa forma, contenta-se em
encontrar um procedimento de classificacdo cuja freqii€ncia de erro
seja baixa, através de um método aproximativo de IA. Por uma
questdo de simplificacdo, continua-se representando essa
aproximacdo por F,,. Nessa Dissertagdio mostra-se algoritmos
indutivos de construcéo de arvores de decisdo.

Ao mesmo tempo, fica-se satisfeito com o resultado do algoritmo
indutivo somente quando se possui garantias de que P..(F,,) seja
proxima de 0. A seguir dé-se as principais nogdes estatisticas, assim
como um conjunto de resultados, que permitem o melhor

entendimento do problema em questao e as restri¢cdes que ele induz.

Aspectos Estatisticos

Considere-se um procedimento de classificacdo F, fixado a

priori. A lei dos grandes nimeros indica que, quando o tamanho n da

amostra aumenta (aqui, n representa o nimero de casos), a freqiiéncia de

erro de F, f..(F) c:onverge4 para a probabilidade de erro de F, P,,(F). Isso

de maneira totalmente andloga aquela que se observa quando, no

lancamento de uma moeda, obtem-se cara ou coroa: quanto maior o

nimero de langamentos, mais a freqiiéncia de obtencdo de cara se aproxima

* Trata-se de uma convergéncia em probabilidade, isto €, de um comportamento médio. Diz-se que uma
estatistica X medida sobre uma amostra de tamanho n converge em probabilidade para um valor v quando
para todo P, lim,P(IX-vI>P)=0. Na sequéncia do texto, quando se fala de convergéncia, proximidade,
distancia, etc, fica implicito que situa-se dentro de um quadro probabilistico.
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de 0,5. Noutros termos, f,(F) se traduz numa boa aproximagao de P,,(F),
principalmente quando » aumenta.

Infelizmente, esse raciocinio ndo € verdadeiro quando se trata do
procedimento de classificacdo 6timo F,,, selecionado através de processo
de minimizacdo da freqiiéncia de erro. De fato, f,,(F,p) fornece uma visio
parcial e frequentemente otimista da probabilidade de erro P,,(F,,), isto &,
ela € claramente mais préxima de zero. Por que razao isso se produz? Por
que ndo se pode ao mesmo tempo selecionar com uma amostra de
aprendizagem e julgar com essa mesma amostra.

Um meio de remediar esse problema € a separacdo de um
conjunto independente chamado de amostra ou conjunto de teste. Da
mesma maneira, para um procedimento de classificacdo fixado a priori, a
freqiiéncia de erro de F,, medida a partir de um conjunto de teste, d4 uma
boa estimativa de P,,(F,,,), notadamente quando o tamanho do conjunto de
teste aumenta. Na pratica, em “data mining”, dispde-se de um conjunto fixo
de exemplos onde se deve separar o conjunto de aprendizagem do conjunto
de teste. Uma primeira idéia simples consiste em dividir a amostra em
duas, aprender com metade e testar com a outra metade. Esta ndo € a
melhor solucdo, salvo se o nimero de exemplos for muito grande. Uma
melhor solucgdo tentaria obter amostras onde a porcentagem das diferentes
classes fossem iguais. Varios autores se voltaram para esse problema e
propuseram diferentes solucGes para estimar a probabilidade de erro
permitindo que se use toda a amostra para aprender. O processo de
validagdo cruzada proposto por BREIMEN et al. (1983) sempre fornece
uma boa estimativa da probabilidade de erro.

Adicione-se a notag¢do de um procedimento de classificacdo F um

pardmetro k, que indica uma medida de complexidade para F, assim, notar-
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se-4 F;. Esse novo pardmetro depende de caracteristicas do espago F. No
caso de arvores de decisdo (vide defini¢do detalhada adiante) k pode ser a
profundidade das arvores, o niimero de folhas, etc.. A partir de trabalhos
teéricos (VAPNIK & CHERVONENKIS, 1971), chega-se a concluséo que,
quanto maior o pardmetro k, menor sera a fregiiéncia de erro medida sobre
o conjunto de aprendizagem. No entanto, quando se trata do conjunto de
teste, num primeiro momento a probabilidade de erro diminui com o
aumento de k, em seguida entra num patamar onde kK aumenta e a
probabilidade se mantém inalterada, para finalmente comegar a aumentar
lentamente com o aumento de k. A Figura 3 representa o comportamento de
duas curvas a cerca do pardmetro k. A curva superior representa o
comportamento da probabilidade de erro de acordo com VAPNIK &
CHERVONENKIS, a inferior representa a freqiiéncia de erro. A regido
hachurada na curva superior denota o ponto onde a probabilidade de erro €

minima, ela se projeta na abscissa, ressaltando a regido onde k € 6timo.

fer(F) T

P err(F k)

.......

Ferr(Fk)

A k
R —»

A

Figura 3. Comportamento tipico da probabilidade de erro e a
frequéncia de erro em funcio de k.
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Em consequéncia, para estimar a probabilidade de erro a partir de uma
simples amostra, deve-se levar em consideragdo a complexidade k do
procedimento de classifica¢do 6timo, i.e. Fi ,p;.

Anteriormente foram apresentados dois aspectos importantes no
conceito de aprendizagem indutiva: o problema algoritmico, que é o de
encontrar um procedimento de classificagdo que minimize a freqii€ncia de
erro, € 0 problema estatistico, que € o de dotar o procedimento de classifi-
cacdo de poder preditivo vis-a-vis da probabilidade de erro. Agora
adicione-se um elemento novo: para melhor resolver os dois problemas
acima deve-se levar em considerag@o as caracteristicas do espago de busca,
com a finalidade de descobrir a complexidade ideal do procedimento de
classificagdo 6timo. De um lado, o problema estatistico estd associado a
complexidade do procedimento de classificagdo 6timo. Por outro lado, a
complexidade dos procedimentos de classificagdo que compdem o espago
de busca, influencia a forma de percorrer esse espaco, i.e. o problema
algoritmico. GOMES, (1992) trata detalhadamente do problema
algoritmico em aprendizagem indutiva.

O Método CART (Classification and Regression Trees), proposto
por BREIMEN et al. (1983), lida de forma elegante com os dois problemas
supracitados. Os procedimentos de classificacdo sdo representados por
estruturas chamadas de 4rvore de decisdo. CART € um algoritmo que,
grosso modo, é executado em trés passos: constru¢do de uma éarvore de
complexidade méaxima, poda radical da 4rvore e estimativa da
probabilidade de erro através de validag@o cruzada. A seguir apresenta-se

detalhes desse método, que serd o método utilizado nessa Dissertagao.
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O Método CART

A 1idéia central dos algoritmos de aprendizagem baseados na
construcdo de &arvores de decisdo bindrias € dividir recursivamente os
exemplos do conjunto de aprendizagem, com o auxilio dos atributos, até
que se obtenha sub-conjuntos de exemplos que sejam suficientemente
puros, i.e. que contenham quase todos os exemplos de uma mesma classe.

Uma arvore de decisdo binaria é uma arvore cujos nds sio
representados por atributos booleanos’ e arestas (ou ramos) que sdo
rotuladas por 0 ou 1, sim ou nfo, presenca ou auséncia, etc.. Um né
terminal (ou folha) representa uma classe (que é o diagndstico). Um
caminho que vai da raiz a uma das folhas representa uma implicagdao
conjuntiva cujas condi¢cdes sdo os nds intermedidrios, associados aos
valores das arestas e a conclusdo € o diagndstico associado ao nd terminal.
Por exemplo, a Figura 4 representa uma arvore de decisdo bindria onde
pode-se extrair as seguintes implicacdes: (A1=0) — C1, (Al=1 e A2=0) —
Cle(Al=1e A2=1) > C2.

> Sdo aqueles que sdo descritos por atributos bindrios. Refere-se a George Boole, matemético e filésofo
inglés do século 19.
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Figura 4. Arvore de Decisdo
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Uma divis8o de um né intermedidrio é determinada por um dos
atributos que descrevem os exemplos. Uma divisdo bindria pode ser vista
como uma pergunta que se deve formular a um certo n6 para separar o
conjunto de exemplos em dois grupos: aqueles que respondem “sim” e
aqueles que respondem “n#o”. Por convengfio, quando se trata de arvore
bindria, os exemplos que apresentam o valor 1 (presenga) fardo parte do
sub-conjunto da direita e os que apresentam valor 0 (auséncia) fardo parte
do sub-conjunto da esquerda. Por exemplo, a divisdo fornecida pelo

atributo binario TO{P,A}, pode ser representado pelo diagrama:

auséncia TO resenca
"

A construgdo de arvore de decisdo requer trés operadores:
1. Selecionar a melhor divisdo de um nd, para colocé-la na raiz, ou né
intermediério.

2. Decidir se o n6 € terminal (folha).
3. Atribuir uma classe a um né terminal.
Uma vez construida a arvore, sabe-se que se deve poda-la para adequar-se a
melhor complexidade, conforme visto anteriormente como sendo o
pfoblema estatistico. A seguir detalha-se cada uma dessas fases.

Seja L o conjunto dos casos utilizados para aprender. Seja 7 uma
drvore bindria construida a partir de L e d um né intermediario de T,

definido pela divisdo s. O n6 d sera representado pelo diagrama:
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onde N(d)<|L| é o ntimero de exemplos representados por d (na raiz tem-se
N(d)=|L|), d, e d; sdo respectivamente os n6s descendentes da esquerda e
da direita, P, e P, designam a proporgdo de N(d) incidente sobre d, e dj,
respectivamente. Uma sub-arvore 7; da arvore T é obtida ap6s a poda de
um ou mais ramos de 7. Define-se a proporgéo de casos da classe ¢ € {1,2,
..., C} (nesse trabalho C=2) no né d, por:

N.(d)

pleld)= N @)

onde Nc(d) ¢ o nimero de casos da classe ¢ em d. Deve-se notar que:

C
Zp(cld)=1

O nimero de nés terminais (ou folhas) em 7, sera representado
por |T7.

Para construir uma grande grande arvore inicial 7,,, CART
escolhe entre todas as possiveis divisdes s, aquela que leva & menor
“mistura” de classes no n6, chamado de critério de impureza do né. Em
seguida, impde a seguinte regra: um nd serd considerado terminal quando
N(d) < ny, onde ny é um pardmetro pré-definido. A idéia € fazer ny=1, para

que a arvore seja verdadeiramente mdxima. Porém, BREIMAN et al.
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(1983) afirmam que, na prética, np=5 leva ao mesmo resultado. Qutros
autores (QUINLAN et al., 1987), com o intuito de abreviar o processo de
constru¢do da 4arvore, param de ramificd-la, quando existe uma
predominéncia de uma classe sobre as outras, considerando-se os casos que

incidem no no.

Escolha da melhor divisao s

A cada n6é d da arvore associa-se uma medida de impureza
imp(d), que representa o grau de mistura das classes em d. Quanto maior
for imp(d), maior sera a mistura de classes em d. E um né € dito “puro” se
todos os exemplos incidentes pertencem a uma mesma classe ou o niimero
de casos incidentes no né seja igual ou menor que 5. Nesse caso inexiste

impureza. A impureza de d € dada por:

C
imp(d) = p(i1d).p(j1d)
i
Sabendo que uma divisdo s consiste em enviar uma parte de N(d)
sobre o né d, e outra sobre o né d;, nas propor¢cdes P, e P;, a reducdo da

impureza de d € dada por:

Aimp(s,d) =imp(d)— P,.imp(d,)— P,.imp(d )

Aimp(s,d) representa a diferenca entre a impureza do né pai e a média
ponderada das impurezas de seus descendentes imediatos.
A melhor divisdo do né d €, entre todas as divisdes possiveis,

aquela que leva a maior reducdo de impureza, ou seja:
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Aimp(s” ,d) = max(Aimp(s,d))

Com o intuito de ilustrar os trés passos de construgdo da arvore
de decisdo, suponha-se a existéncia de um banco de dados ficticio,
constituido de 700 casos apresentando os sinais e sintomas contidos na
Tabela 1. Desse total 400 casos correspondem a TAPC e 300 a DORL. A
Figura 5 apresenta a separacdo de classes determinada por dois sintomas,
PA (paresia facial ou do glossofaringeo) e DD (dificuldade de degluti¢do).
A classe indicada numa folha € aquela predominante nos casos que incidem
em um né. No caso do sintoma PA nota-se que, quando da sua auséncia,
foram encontrados 10 casos de TAPC e 295 casos de DORL, encerrando a
ramificacdo da arvore e rotulando o né terminal como DORL. Dos casos
em que existia a presenga do sintoma PA, 390 indicam TAPC e 5 indicam
DORL, também encerrando a ramificac@o e rotulando o né terminal como
TAPC. Ja o sintoma DD, quando presente, leva a uma forte indicacdo de
TAPC. Porém, quando DD estd ausente, ndo existe predominancia de uma
classe, deve-se entdo continuar a ramificacdo até que haja predominancia
ou o nimero de casos incidentes no no seja igual ou menor do que 5. Nota-
se portanto que o sintoma PA tem valor discriminativo superior a DD. Na
ocorréncia da escolha de DD, como representado na Figura 5, a 4rvore teria
de ser ramificada. Essa ramificacdo € efetuada através da escolha de um
novo sinal ou sintoma, dentre todos os sinais e sintomas, porém

considerando-se apenas aqueles casos onde DD € ausente.
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(700 casos)
400 TAPC
300 DORL
A P A P
10=TAPC 390 =TAPC 200 =TAPC 200 =TAPC
295=DORL 05 =DORL 299 = DORL 01 =DORL

Figura 5. Tlustracdo do processo de construgdo da arvore de decisdo
por CART.

Poda

Tmax tendo sido construida, deve-se poda-la para encontrar a
melhor sub-arvore. CART constréi entdo uma sequéncia S de sub-arvores
de T, seja S={Tp, T}, ....Tp-1,Tp,..., T}, onde T9=Tpq, € T; € a sub-arvore

que é composta somente por um né terminal. Cada sub-drvore de S €

inclusa na sub-arvore que a precede e contém a sub-arvore seguinte.

Para cada n6 d da arvore T, € S, define-se o seguinte critério de

poda:

£@,,.d)

_ MC(d)- MCDT(d)

"~ N(d)NDT(d)-1)
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onde MC(d) é o niimero de exemplos classificados erroneamente do né d,
MCDT(d) é o nimero de exemplos classificados erroneamente nos
descendentes terminais de d, e NDT(d) € o nimero de descendentes
terminais de d. Dessa forma, quando tem-se T,.; (p>0) e quer-se gerar 7,0
valor de  serd calculado para cada né intermediario de 7},.;. Marca-se entéo

o conjunto {d*} dos nés d* que apresentam o menor valor para &. Portanto

cada um dos nds d* verifica:

E(T,,d")=min(§(T,,d)),p=1...,P

deT,

Em seguida, poda-se T, ,, cortando os descendentes de d*. O procedimento
para quando T},.; tem apenas um n6 terminal.

Uma vez obtida a sequéncia S, deve-se escolher a sub-arvore
que minimiza a probabilidade de erro. Para obter essa probabilidade deve-
se verificar a taxa de erro de cada sub-arvore em S, usando-se o conjunto
de teste ou um processo chamado de validagdo cruzada. Nessa
Dissertacdo, devido ao limitado nimero de casos disponiveis ndo &

possivel separar-se um conjunto de teste, portanto usa-se a validagdo

cruzada.

Validacao Cruzada

Quando a quantidade de casos disponiveis néo permite dividir-
se o nimero de casos em conjunto de aprendizagem e conjunto de teste,
CART emprega a validagdo cruzada. Esse procedimento permite usar-se a
totalidade dos exemplos para aprender e a0 mesmo tempo escolher a sub-

4rvore que minimiza a probabilidade de erro.



A amostra total L sera dividida em v sub-amostras disjuntas e de
mesmo tamanho, seja {L;, Ly, ..., L,}. A cada amostra L; associa-se a outra
amostra L', complementares em L. Em seguida, a partir de cada amostra L’
constréi-se uma 4arvore, seja T, e uma sequéncia de sub-drvores S,
utilizando-se o mesmo procedimento da poda, exposto acima. A
estimativa da taxa de erro real de cada sub-4rvore em S’ é efetuada com a
ajuda do complementar L;, i.e. L' é a amostra de aprendizagem ¢ L; é a
amostra de teste.

Para estimar qual é a melhor sub-arvore da sequéncia S, CART
determina quais sio as 4rvores de S’ que mais se assemelham a 7). A sub-
arvore escolhida sera aquela que propiciard o valor minimo do somatério
das taxas de erro reais.

A associac@o da poda e da validacdo cruzada fornece drvores de
complexidade muito reduzida, a0 mesmo tempo que apresentam uma taxa
de erro real muito reduzida. Isto faz de CART o método escolhido nessa
Dissertacao.

Relembrando o que foi dito anteriormente, dado um conjunto de
casos (ou exemplos) conhecidos pelo diagnéstico confirmado, o objetivo é
criar-se um modelo (em linguagem computacional: um classificador) a
partir desses exemplos. O modelo obtido devera ser capaz de diagnosticar
corretamente, casos idénticos aos usados para gera-lo, assim como casos
desconhecidos.

Resumindo, os dados sdo descritos de forma imperfeita. Neste
caso, € de se esperar que o modelo gerado seja também imperfeito, uma
vez que ele pode ser afetado pelas irregularidades estatisticas presentes na
descricdo dos casos. Diz-se entdo que o modelo obtido excede ("overfit")

o conjunto de casos. Isso significa que o modelo consegue diagnosticar
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corretamente quase todos 0s casos novos idénticos aos usados para gera-
lo, porém é impreciso quando se trata de diagnosticar novos casos
desconhecidos. Deste modo, deve-se buscar classificadores que sejam
menos ligados 2 casuistica disponivel, porém, mais gerais, i.e. que
consigam definir corretamente o diagnéstico de novos casos. Um modelo
mais geral é menos complexo, quanto ao seu tamanho ("rightfit"). Em
resumo, busca-se um bom compromisso entre complexidade e o nimero
de diagnésticos corretos, considerando-se apenas 0s €asos disponiveis que

alimentaram o sistema.
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4 RESULTADOS

4.1 Modelo Diagnéstico de Tapc e Dorl

A Tabela 2 apresenta a matriz de freqiiéncias, segundo o
diagnéstico. O modelo final obtido serd avaliado através da comparacgéo
entre a hipétese diagnéstica gerada pelo modelo (HTAPC, HDORL) e o
real diagnéstico de cada caso (RTAPC,RDORL), testado a luz da
validacdo cruzada (vide capitulo anterior). A acurdcia do modelo serd
dada pela expressdo (PP+NN)/(RTAPC+RDORL), i.e. o nimero de casos
diagnosticados corretamente pelo modelo, dividido pelo nimero total de
casos. Entenda-se que PP sdo os casos de TAPC diagnosticados
corretamente pelo modelo e NN os casos de DORL igualmente
diagnosticados de modo correto, pelo modelo. Essa medida fornece o
poder preditivo do modelo. A sensibilidade do modelo a cerca dos casos
de tumores do APC € dada pela férmula PP/RTAPC. Portanto, a drvore de

decisdo obtida serd avaliada segundo a acurécia e a sensibilidade.

47-



Tabela 2. Matriz de frequéncias dos casos de teste (RTAPC,RDORL) versus
diagnoéstico do modelo (HTAPC,HDORL), onde PP representa os casos de
tumores do APC diagnosticados corretamente pelo modelo, NN representa os
casos de DORL corretamente diagnosticados pelo modelo, FN siao os falsos
negativos e FP os falsos positivos.

RTAPC RDORL
HTAPC PP FP
HDORL FN NN

A Figura 6 apresenta a arvore de decis@o fornecida pelo CART.
A varidvel que representa paresia (PA, vide Tabela 1), estd localizada na
raiz da 4rvore e apresenta, consequentemente, O maior poder
discriminat6rio. Vale ressaltar que, dos 121 casos que apresentavam
paresia, 117 foram diagnosticados corretamente pelo modelo. Para
diagnosticar todos os casos o modelo gerado, além de PA se utiliza de
apenas mais trés varidveis descritas na Tabela 1, quais sejam: EQ, DF,

TO.

Considerando a totalidade dos casos (750), o modelo
diagnosticou corretamente 88,4 % (663) o que representa uma excelente
acuracia. A Tabela 3 mostra a matriz de freqiiéncias para a arvore da
Figura 6. Separando-se apenas os casos de tumores do APC (275), nota-
se que a arvore de decisdo consegue acertar o diagnéstico de 212 casos
(77,09%), o que representa uma boa sensibilidade do modelo para
TAPC. Além disso, o nimero de falsos positivos (FP) foi de apenas 24
em 750, o que corresponde a 3,2% e o de falsos negativos (FN) foi de

8,4%.
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Figura 6. Arvore de decisdo fornecida por CART para o modelo de
discriminacido TAPC, DORL. Rotulando cada ramo tem-se
A=Auséncia e P=Presenca. PA representa paresia dos nervos facial
e/ou glossofaringeo, EQ é comprometimento do equilibrio (Ataxia,
Vertigem, Romberg e Fournier), DF ¢ distarbio de sensibilidade na
face e TO representa tontura. Cada n6 terminal ¢ numerado 1-5.

Tabela 3. Matriz de frequéncias obtida na avaliacio da 4rvore de
decisiio da Figura 6

RTAPC RDORL

HTAPC 212 24

HDORL 63 451

A Figura 7 traduz a importancia de cada um dos nds terminais, a

cerca do ntmero de casos de TAPC e DORL incidentes em cada classe.
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Nota-se que dos cinco n6s da arvore, apenas o né terminal 2 nfo apresenta
relevancia diagnéstica, pois a incidéncia de casos das duas classes é
praticamente a mesma. Por outro lado, os nds terminais 1 e 5 sdo altamente
relevantes quanto ao diagnostico. 450 casos incidem no né terminal 1,
desses, 404 (89,77%) séo de DORL e apenas 39 (10,23%) de TAPC, o que
leva a éarvore a rotular esse né como DORL, sempre que um caso
apresentar auséncia de paresia (PA), auséncia de distirbio do equilibrio
(EQ) e auséncia de alteragdes de sensibilidade na face (DF). O né terminal
5 apresenta uma incidéncia de 121 casos, desses, 117 (96,70%) foram
diagnosticados como TAPC e 4 (3,30%) como DORL. Portanto, o0 modelo
nos indica que a presencga de paresia (PA), leva a uma forte possibilidade
diagnostica de TAPC. Ressalte-se o reduzido nimero de sintomas

necessarios e suficientes ao diagnéstico.

Nd terminal 1 Né terminal 3 Mo terminal 5
40 40
20 26
10 1L O
DORL TAFC e DORL TAPC e DORL TAPC
Clasze Classe Classe
Mo terminal 2 Mo terminal 4
400 40
300 30
200 Z0
.I.ODI» ALOD
o
DORL TAPC DORL TAPC
Classe Classe

Figura 7. Relevincia dos nés terminais representada na drvore da Figura 6.
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5 DISCUSSAO

No capitulo 1 foram apresentadas as diferentes estruturas
existentes no APC, cujo comprometimento leva ao aparecimento de
indmeros sinais e sintomas, dificeis de permitirem um diagnostico sem
exames complementares, bem como foi mostrada uma visdo geral dos
aspectos cronolégicos da IA. Naturalmente que todo relato histérico peca
pela omissd@o de nomes. Por outro lado ndo é escopo dessa Dissertacdo
esgotar os aspectos histéricos da ciéncia da computacdo, em particular da
IA. Nao seria exagero, contudo, dizer-se que, sendo a IA uma ciéncia
multidisciplinar, valeu-se de 2.000 anos de fundamentacgao filoséfica, de
secular conhecimento matematico que permitiu estruturar o raciocinio e a
l6gica, da psicologia que forneceu os fundamentos do estudo da mente
humana e da linguagem e finalmente, da computacdo que propiciou a

ferramenta necessaria para tornar a IA uma realidade.

TURING (1950), criou um teste para verificar se uma maquina
seria inteligente. Coloca-se dois homens face a dois computadores, em
duas salas distintas e sem comunicacdo entre as mesmas. Um dos
computadores responde as perguntas do usudrio de forma autdnoma,
enquanto que o outro responde por intermédio de um terceiro humano.
Em seguida, comeca-se uma sessdo de perguntas e respostas entre os
homens e as maquinas. Se, ao fim dessa sessdo, ndo for possivel distinguir

qual € o computador autdnomo, essa maquina seria dita inteligente.

Dentre as diversas defini¢des dadas a IA por renomados nomes
da 4rea, uma anédlise critica das mesmas permite concluir que as

defini¢Ges de Haugeland, Belmann, Charniak, McDermott ¢ Winston sdo
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relacionadas com o processo do pensamento e do raciocinio enquanto que
as defini¢Ges de Kurzweil, Rich e Knight, Schalkoff, Luger e Stubblefield
530 relacionadas com o comportamento. Por outro lado Haugeland,
Belmann, Kurzweil, Rich e Knight se baseiam na performance humana,
enquanto que as defini¢des dos demais autores se relacionam com a

racionalidade. Dessas defini¢Ses apreende-se que IA est4 voltada para:

1. a criagdo de um sistema que pense como o Homem.
Exemplo disto € encontrado no trabalho de Newell e Simon

(1961) que criaram o “GPS — General Problem Solver’;

2. um sistema que aja como o Homem, como o computador

utilizado para o Teste de Turing (TURING, 1950);

3. um sistema que pense racionalmente — linha de pesquisa
iniciada e desenvolvida pelos filésofos gregos. PLATAO
(347 AC), descrevendo o coléquio entre Sdcrates e seu
discipulo Euthifro, relata o questionamento de Socrates
sobre 0 que € pio e o que ndo é pio. Naquela ocasifo
Socrates criava um algoritmo. Aristételes tentou codificar o
pensamento correto com os seus silogismos que sdo o modo

de se obter conclusdes mecanicamente.

Na realidade IA € uma ciéncia em que estdo envolvidas:
Biologia, Filosofia, Lingiifstica, Fisica, Matemaitica, Engenharia de
computa¢do, Neuro-computagao, etc.

Uma das tarefas a que se destina a JA é a de extrair
conhecimento a partir de dados. Este processo, como foi dito, ¢
computacionalmente dificil (diz-se, NP-dificil), i.e. n3o existe um

programa de computador que forne¢a todo o conhecimento existente numa
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relacionadas com o processo do pensamento e do raciocinio enquanto que
as defini¢des de Kurzweil, Rich e Knight, Schalkoff, Luger e Stubblefield
sdo relacionadas com o comportamento. Por outro lado Haugeland,
Belmann, Kurzweil, Rich e Knight se baseiam na performance humana,
enquanto que as definigdes dos demais autores se relacionam com a

racionalidade. Dessas definicdes apreende-se que IA estd voltada para:

1. a criagio de um sistema que pense como o Homem.
Exemplo disto é encontrado no trabalho de Newell e Simon

(1961) que criaram o “GPS — General Problem Solver”,

2. um sistema que aja como o Homem, como 0 computador

utilizado para o Teste de Turing (TURING, 1950);

3. um sistema que pense racionalmente — linha de pesquisa
iniciada e desenvolvida pelos filésofos gregos. PLATAO
(347 AC), descrevendo o coloquio entre Sécrates € seu
discipulo Euthifro, relata o questionamento de Socrates
sobre o que é pio e o que ndo é pio. Naquela ocasiao
Sécrates criava um algoritmo. Aristételes tentou codificar o
pensamento correto com os seus silogismos que s3o 0 modo

de se obter conclusdes mecanicamente.

Na realidade IA é uma ciéncia em que estdo envolvidas:
Biologia, Filosofia, Lingiiistica, Fisica, Matematica, Engenharia de
computacgdo, Neuro-computagao, etc.

Uma das tarefas a que se destina a JA é a de extrair
conhecimento a partir de dados. Este processo, como foi dito, ¢
computacionalmente dificil (diz-se, NP-dificil), i.e. nao existe um

programa de computador que fornega todo o conhecimento existente numa
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base de dados, dentro de um tempo aceitdvel. Nesse caso, deve-se buscar
métodos aproximativos que, em geral, sdo estudados em &reas como
aquisicdo automéitica de conhecimento, aprendizagem automatica,
reconhecimento de padrSes e estatistica. O termo mais usado para o
processo de descoberta do conhecimento como um todo é “Garimpagem de
Dados”, do inglés “Data Mining”. A rigor, “Data Mining” € o conjunto de
métodos usados no processo de descoberta de conhecimento, composto de
varias fases. Nessa Dissertagdo adota-se o termo “Garimpagem de Dados”
¢ “Data Mining” indiscriminadamente para representar o processo de

descoberta de conhecimento como um todo.

Vém sendo armazenados, a partir do advento do computador, os
dados necessdrios ao funcionamento de laboratdrios, hospitais, clinicas etc.
tanto os relacionados ao aspecto financeiro e administrativo, quanto ao
aspecto cientifico, pfopriamente dito. Com o desenvolvimento
tecnologico e o barateamento dos computadores, de um modo geral,
grande volume de informagGes encontra-se em enormes Bancos de Dados.
Referidas informagdes, somente sio mantidas em Bancos de Dados
enquanto necessarias ao desempenho das atividades quotidianas. Nio
somente os laboratorios, hospitais e clinicas, mas também e principalmente,
o médico em seu consultério, deve manter programa sistematico de coleta
de dados, para, mais tarde, obter conhecimento, através do processo de
“garimpagem de dados”. A vantagem de se armazenar grande volume de
casos depende da habilidade de se extrair conhecimento a partir desses
casos, para se alcancar objetivos cientificos através de decisdes
inteligentes. A Figura 8 ilustra o processo de transformacio dos dados,

enfatizando o volume e o valor agregado dos dados, que podem ser
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transformados em informagdo. Essa tltima podendo vir a constituir-se

conhecimento que podera ser aproveitado, através de decisdes estratégicas

inteligentes.
DECISOES
ESTRATEGICAS
MAIOR VALOR
VOLUME AGREGADO
CONHECIMENT
INFORMACAO
DADOS
\

Figura 8. Relagfio entre dados, informacio, conhecimento e a tomada de
decisdo estratégica, de acordo com o volume de armazenamento e o valor

Os “software” de consulta a bases de dados, integrados & maioria
dos sistemas gerenciadores de bancos de dados (SGBD) conseguem
transformar os dados em informag8o. Por exemplo, numa base onde estfio
armazenados dados que dizem respeito & procura da Leishmaniose na serra
de Guaramiranga, pode-se formular a seguinte pergunta: Quantas moradias
do tipo XYZ mostraram presenga do mosquito transmissor da
Leishmaniose tegumentar? Ao consultar o banco de dados o sistema
gerenciador de Bancos de Dados nos fornecerd uma resposta precisa. O que
o sistema fez foi simplesmente, percorrer uma série de tabelas para
responder & consulta. Agora, suponha-se que se obteve o seguinte
conhecimento estratégico a partir dos dados : Todas as casas construidas 3

beira de cursos d’4gua hd mais de quinze anos foram infestadas pelo
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mosquito em 1999. Trata-se agora de um padrdo existente nos dados que
ndo poderia ter sido obtido pelo médico através de simples consulta a base
de dados, pelo fato de se desconhecer quais elementos comporiam a
consulta antes de realizé-la.
Fayyad, Piatetsky-Shapiro e Smyth (1996) definem “data

mining” como:

“ 0 processo ndao trivial de identificacao de padrées vilidos,

originais, potencialmente titeis e legiveis a partir de dados”.
O termo “processo” implica que existem muitos passos, envolvendo:
preparacao dos dados, busca de padrdes, avaliacio do conhecimento,
visualizac@o, e outros. O processo € ndo trivial se considerarmos que os
padrOes sdo dificeis de ser extraidos e se encontram ocultos na massa de
dados empregada. De acordo com esta definicdo, o termo “padrdes”
adquire um sentido mais amplo, podendo ser representado por arvores de
decisdo, conjuntos, modelos, estruturas de dados, etc. Os padrdes
descobertos devem ser:

a) validos para novos dados ndo incluidos naqueles usados para

extrair os padrGes, com um certo grau de certeza;
b) originais;

c) uteis para o usuario;

(N

d) finalmente, a legibilidade do conhecimento adquirido

(¢

questdo sine qua non para o sucesso do processo €
considerado assunto onde as pesquisas ainda devem progredir
bastante no sentido de fazer o usudrio melhor visualizar os
padrdes descobertos.

E importante afirmar que a cada dia novos métodos sio criados

visando melhorar os resultados do processo de descoberta do conhecimento
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a partir de dados, porém vérios tépicos ainda constituem desafio para os
pesquisadores das dreas de Banco de dados e aprendizagem automética.
Entre os desafios pode-se citar: grandes bases com mais de 100 terabytes
(10" bytes), complexidade dos padrdes gerados, alta dimensionalidade e
paralelismo, entre outros.

Como foi visto no Capitulo 3, o processo de descoberta do
conhecimento € interativo e iterativo, envolvendo varios passos € varias
decisdes a serem tomadas pelo usuério.

Esse estudo mostrou ser possivel a realizacdo de trabalho
multidisciplinar, abrindo uma enorme avenida de pesquisa cientifica entre
a area médica e a area de ciéncia da computacdo. Isso reforca o interesse

que profissionais médicos devem ter na coleta de dados do seu métier.

Os resultados aqui relatados sdo animadores. Eles demonstram
que arvores de decisao de alta performance podem ser geradas a partir de
dados que apresentam vérias formas de ruidos, conforme discutido ao
longo desse estudo. Ademais, o fato de se dispor de um nimero maior de
casos associados a um ou outro diagndstico, ndo significou perda de
acurdcia da 4rvore de decisdo gerada. Ou seja, a indiscutivel prevaléncia
de casos de DORL em relacdo aos casos de TAPC, ndo se constituiu um

ébice a obtengdo de um modelo com boa capacidade discriminatoria.

Além dessa boa capacidade discriminatéria entre TAPC e
DORL, o modelo proposto ndo envolveu varidveis (sinais € sintomas)
obtidas através de exames comi)lementares invasivos ou ndo, nem
através de estudo radioldgico. Sdo variaveis obtidas exclusivamente no
decorrer da colheita da histéria clinica do paciente. O modelo € de

grande interesse como indicador do provavel diagndstico entre TAPC e
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DORL, notadamente quando da espera dos resultados de exames

complementares ou na impossibilidade de realiza-los.

O modelo, representado pela 4rvore de decisdo ilustrada na
Figura 6, apresenta acuricia elevada (88,40%) quando se trata de
discriminar casos de TAPC e DORL.

Com o presente modelo o processo diagnéstico diferencial entre
TAPC e DORL na clinica neurolégica ou otorrinolaringolégica pode, ser
fortemente sugerido apenas com a andlise de quatro (ou menos) varidveis.
Vale notar que, segundo o modelo proposto, a determinacdo de presenca de
paresia ja indica, com possibilidade de acerto de 96,70%, que o paciente
pode apresentar processo expansivo na regido do APC. Por outro lado, a
auséncia de paresia se acompanhada de auséncia de distirbio do equilibrio
e dor (ou anestesia) na face indica fortemente o diagnéstico de doenca
otorrinolaringolégica. O modelo dd ainda outros caminhos para se
diferenciar TAPC de DORL. Nenhum  neurologista  ou
otorrinolaringologista diante de casos com relato de um ou mais dos vinte e
um sinais e sintomas descritos na tabela das varidveis, serd capaz de
afirmar com certeza se estd diante de um caso de TAPC ou de DORL, sem
valer-se de exames complementares radiolégicos de alto custo.

Surpreende o médico em geral a afirmagdo de que um Unico sinal
ou sintoma, in casu paresia (PA), seja um forte indicativo da existéncia de
um tumor no APC. Contudo, vale ressaltar que a diferenciag@o foi realizada
apenas entre dois grupos de afecgdes (DORL e TAPC). Ademais, o0 modelo

proposto tem um percentual de falha de 9,78%.
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FOGEL et al. (1998) usaram um método de IA, chamado de
redes neurais artificiais, para discriminar entre tumores malignos e
benignos da mama. Nesse trabalho os autores usaram 216 casos, 111 de
tumores malignos e 105 benignos, descritos através de 12 caracteristicas
radiograficas. O diagnéstico da casuistica foi confirmado através de
histopatologia. A acurdcia do modelo proposto é de 84%, com
especificidade de 62% (maligno) e sensibilidade de 92% (benigno). Apesar
da utilizagdo de método diverso daquele utilizado nessa Dissertacdo, assim
como um numero menor de casos, o0 modelo proposto encontrou resultados
bastante similares ao presente estudo.

OHMANN et al. (1996) avaliaram seis métodos indutivos (ID3,
NewID, PRISM, CN2, C4.5 e ITRULE), aplicados ao diagnéstico de dor
abdominal. A investigacdo foi baseada num banco de dados com 1254
casos, 46 sinais e sintomas, e 15 diferentes possiveis diagndsticos. Um
conjunto de teste com 415 casos foi utilizado para avaliar a acuricia dos
métodos. Segundo os autores, os resultados dos seis métodos nao diferiram
significativamente, com acuraria variando entre 43% e 48%. Ademais, os
resultados, comparados com o grau de acerto de métodos computacionais
anteriormente utilizados, ndo indica melhoria a favor dos métodos de IA.
Esse fato é creditado a alta dimensionalidade dos dados (46 sintomas nao
bindrios), com o grande nimero de classes (15 diferentes diagnosticos) e
com a complexidade do modelo obtido. Nessa Dissertagdo, a
dimensionalidade dos dados é menor (21 sinais e sintomas bindrios), o
nimero de classe é de apenas duas e o método utilizado (CART) preza por
fornecer arvores de decisdo com baixa complexidade.

O fato do presente modelo dispensar exames complementares de

alto custo, para sugerir com bastante acurécia o diagnéstico de TAPC ou de
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DORL, indiscutivelmente tem um valor social. Isto porque hd diminui¢do
dos custos médicos.

Por outro lado, referido modelo abrevia o tempo que pacientes de
regidoes com menor suporte diagndstico levavam para obterem uma
indicacdo precisa de exame neuro-radiolégico.

Finalmente, a grandeza de uma ciéncia ndo se mede no
incomensurdvel conhecimento de suas teorias, mas na aplicabilidade do
mesmo ao bem-estar da humanidade. Assim, a conjuncdo da drea médica
com a da Ciéncia da Computacdo engrandece esses dois ramos do
conhecimento humano.

No Anexo B, encontra-se relato de outro experimento efetuado,
usando-se subconjunto da casuistica aqui apresentada. Nesse experimento,
emprega-se os casos diagndsticados como neurinoma do acustico e
epidermoéide, para, através de uma arvore de decisdo, discriminar entre
esses dois tipos histolégicos. Os resultados indicam uma acurdria de

82,18%
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6 CONCLUSAO

1. O modelo obtido dispensa a utilizacdo de exames complementares
invasivos ou nao , bem como de exames radiolégicos, na tarefa de
apoio ao diagndstico entre TAPC e DORL, de forma legivel e precisa.

2. O modelo gerado fornece uma indica¢do mais racional para a solicitagao
de exames neuroradiolégicos, com redugdo nos custos médicos.

3. O modelo obtido identifica padrdes validos, originais, potencialmente
uteis e perfeitamente legiveis.

4. O sucesso na utilizacdo de métodos de indug@o depende de um
cuidadoso processo de preparagdo de dados.

5. O presente estudo comprova a utilidade no trabalho conjunto entre

médicos e setores da computacdo, notadamente da IA.
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SUMMARY

Data concerning the most varied aspects of the most different pathologies which are
present in the human being are accumulating in vertiginous speed in all countries of the
world. Modern technology, which is in top of the universal democratization of knowledge,
allows patent and relatively easy access to these data. A highlight of this technology is
Internet, which made it easy to access information available only to specialists a short
time ago. However, in spite of the proteiform aspect of the multiple signs and symptoms
of the different pathologies that afflict Man, the search of this strategic knowledge from
these data banks is an arduous task, even with the use of the most advanced computers
presently available. Thanks, however, to the processes of artificial intelligence (Al) it is
possible, even using low performance computers, to gather knowledge from these data
and this has been evidenced in various branches of medical domain. This dissertation
presents process to obtain a model to help diagnose Cerebelum-Pontine Angle (CPA)
tumors using Al techniques. Based on the casuistry that fed the system, a model that
presents good accuracy (88.4%) where we can acquire a discriminating diagnostic
certainty between CPA tumors versus ear, nose and throat diseases , without using any
imaging techniques or invasive procedures. The possibility to establish a difference
between CPA tumors and ear, nose, and throat diseases without using expensive and
refined neuroradiologic complementary exams will make it possible to lower the
diagnostic costs significantly. On the other hand, it will shorten the time a patient
generally takes to acquire a diagnostic certainty between the two kinds of diseases.
Besides that, it is now possible to establish standards for the requesting of NMR and CT,
in cases where it is suspected the existence of CPA tumors, allowing a more reasonable
reference of patients from a less developed center to one which has sophisticated
complementary exams available. There is a great social and economic significance in this
research.
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Discriminacao Histologica
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ANEXO B

No desenvolver da presente Dissertacio vislumbrou-se a
possibilidade da execugdo de um segundo experimento. Nesse experimento
obteve-se um modelo (classificador) capaz de  discriminar o tipo
histolégico entre epidermoide (EPID) e neurinoma do acustico (NEUR).
Foram usados 275 casos, sendo que 58 representavam tumores EPID e 217
NEUR. A idade variou de 9 a 76 anos, com média para esses casos de
46,33 anos.

Foram mantidos os mesmos sinais e sintomas descritivos dos
casos.0 segundo modelo apresenta uma estrutura util na tarefa de
diferenciar entre dois tipos histopatolégicos de tumores do APC:
Epiderméides e Neurinomas. Os resultados mostram ser possivel, antes
mesmo da andlise histopatolégica e olhando-se apenas para sinais e
sintomas clinicos ndo invasivos, a diferenciacio entre esses dois tipos de

tumor.

Esse modelo indica que o comprometimento do oitavo nervo
craniano, traduzido pelos sinais zumbido, actifenos ou tinitus, leva ao
diagnéstico histolégico de neurinoma (NEUR), com precisdo de 97,69%,

quando comparado apenas com o tipo epiderméide (EPID).
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A Figura 9 mostra a arvore de decisdo obtida por CART para os
casos de Epidermoéides e Neurinomas. Nela pode-se notar que dos 21 sinais

e sintomas coletados, apenas 3 foram usados pelo modelo (Z8, PA e DF).

Figura 9. Arvore de decisido fornecida por CART para o modelo de
discriminacdo EPID x NEUR. Z8 representa zumbido, aciifenos e
tinitus, PA é a paresia dos nervos facial e/ou glossofaringeo ¢ DF ¢ o
comprometimento da sensibilidade da face. Rotulando cada ramo
temos A=Auséncia e P=Presen¢a. Cada né terminal é numerado 1-4.

A varidvel mais importante é a Z8, que estd na raiz da arvore e
representa a presenca (P) ou auséncia (A) de zumbido, acufenus ou tinitus.
O modelo obtido indica que a presenca de Z8 leva a um diagndstico de

NEUR. Por outro lado, quando distarbio relacionado ao oitavo nervo (Z8)
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estiver ausente, deve-se verificar o valor da varidvel PA, no caso onde PA é
também ausente, o diagnéstico indicado é EPID. Caso PA esteja presente a
terceira varidvel deve ser verificada, trata-se de DF. Esta sendo
ausente, indica-se NEUR, caso contrario EPID. A relevincia de cada
um desses diagndsticos indicados pelo modelo, € apresentada adiante, na
Figura 10.

A Tabela 4 apresenta as freqii€ncias de acerto e erro do modelo.
A acurdcia total do modelo, testado face a validacio cruzada, é de 83% de
diagnésticos corretos. A sensibilidade do modelo face ao diagndstico de
NEUR isoladamente, € de 82%. A porcentagem de falsos positivos (FP) é
de 3,27%, enquanto que os falsos negativos (FN) perfazem 14%.

Tabela 4. Matriz de frequéncias obtida na avaliacio da arvore de decisao
da Figura 9

RNEUR REPID

HNEUR 177 9

HEPID 40 49

A Figura 10 apresenta a relevancia de cada um dos nds terminais
da 4rvore de decisdo. Entre os quatro nés terminais apenas o né 3 (Epid)
ndo € relevante. Porém, todos os outros nés indicam diagndsticos
relevantes, notadamente os nés 2 e 4 (NEUR), dai a alta sensibilidade,
ponto forte desse modelo. O né terminal 2 representa 73 casos que incidem
sobre 0 mesmo, desses 64 (87,67%) sao casos de NEUR e 9 (12,33%) de
EPID. Em consequéncia, casos que apresentam auséncia de distirbios Z8,

presenca de paresia (PA) e auséncia de disturbio de sensibilidade na face
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(DF), sdo diagnésticados pelo modelo como NEUR. Incidem no no
terminal 4, 130 casos, desses, 127 (97,69%) sdo casos de NEUR e apenas 3
(2,31%) de EPID. Portanto, quando existir presenca de Z8, o modelo

diagnosticara como NEUR.
Nd terminal 1 Nid terminal 3
50 150
10 100
50 5
¢ EPID NEUR EPID NELIR
Classe Classe
Mé terminal 2 Md terminal 4
150 150
1@ 100
50 50
o 1]
EPID NEUR EPID NEUR
Classe Classe

Figura 10. Relevéncia dos nds terminais na arvore representada na Figura 9.

-86-



