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Abstract. In this paper, we propose an unsupervised neural network for pre-
diction and planning of complex robot trajectories. A general approach is de-
veloped which allows Kohonen's Self-Organizing Map (SOM) to approximate
nonlinear input-output dynamical mappings for trajectory reproduction pur-
poses. Tests are performed on a real PUMA 560 robot aiming to assess the
computational characteristics of the method as well as its robustness to noise
and parametric changes. The results show that the current approach outper-
forms previous attempts to predictive modeling of robot trajectories through
unsupervised neural networks.

1   Introduction

Prediction of robot trajectories is a recent research topic in the Neural Network lit-
erature [1], [2], [5], [6], [7]. In this context, prediction is understood as the capacity of
an artificial neural network (ANN) to determine the next state (configuration) of robot
with respect to a particular trajectory. The training process of this ANN makes it able
to execute complex robotic control tasks, such as autonomous trajectory planning,
avoidance of obstacles in an environment, and nonlinear predictive control.

The early unsupervised neural approaches to learning robotic trajectories employed
static ANNs [12], [13], i.e., models that are understood as systems without memory.
In this situation, the neural algorithm has to learn a mapping considering input-output
patterns that occur at the same instant of time, such as forward and inverse kinematics.
However, this approach has limited applicability to robotic tasks which require the
learning of both spatial and temporal relationships, such as trajectory planning. Static
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ANNs can also be used to trajectory planning, but in this case, the temporal order of
the trajectory states is not learned by the network itself, but rather predefined by the
robot operator.

This paper presents a neural network model based on the Self-Organizing Map
(SOM) algorithm [10] to predictive modeling of complex robot trajectories. In this
approach, the neural network automatically learns the temporal order of the trajectory
states through associative memory mechanisms. The proposed model is then used to
plan and control trajectories of a real 6-DOF PUMA 560. Moreover, the tests were
also designed to estimate appropriate parameters and to evaluate the model’s robust-
ness to input noise and parametric changes.

The remainder of this paper is organized as follows. A brief summary on the SOM
is presented in Section 2, in which we show how it is used to build static input-output
mappings. In Section 3, a temporal associative schema, which extends the SOM algo-
rithm to learn dynamical mappings, is described. Such a strategy is employed to plan
and control trajectories of the PUMA 560 and the implementation of this method is
discussed in Section 4. Section 5 concludes the paper.

2   Self-Organizing Maps and Dynamic Mappings

The SOM is an unsupervised neural network algorithm developed to learn neighbor-
hood (spatial) relationships of a set of input data vectors. Each neuron i has a weight
vector n

i ℜ∈w  with the same dimension of the input vector nℜ∈x , and all neurons
are usually arranged in a two-dimensional array, called output layer. The SOM learn-
ing algorithm can be summarized in two basic steps:

1. Find the winning neuron at time t: )()(minarg)(* ttti ii
wx −=

∀
(1)

2. Then, update the weight vectors: ∆wi(t) = η(t)h(i*, i; t)[x(t) - wi(t)] (2)

where 0 < η(t) < 1 is the learning rate and h(i*, i; t) = exp(-|| ri*(t) - ri ||2 / 2σ2(t) ) is a
Gaussian neighborhood function in which ri(t) and ri*(t) denote the positions of the
neurons i  and *i in the output array. For the sake of convergence, the parameters η(t)
and σ(t) should decrease in time, for example, in a linear basis: η(t) = η0(1-t/T) and
σ(t) = σ0(1-t/T), where η0 and σ0 are the initial values of η(t) and σ(t), respectively. T
denotes the maximum number of training iterations. Another common choice for the
neighborhood function is the rectangular one (also called bubble): h(i*, i; t) = 1, if  i ∈
Vi*(t), and h(i*, i; t) = 0, otherwise. The set Vi*(t) contains all  neurons in the neigh-
borhood of the winning neuron i* at time t. As in the Gaussian case, the size of Vi*(t)
should also decay in time for convergence purposes.

The work by [13] extended the SOM network to learn mappings from input-output
pairs of static patterns. Such static mappings are often described by:

))(()( tt ufy = (3)
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where nt ℜ∈)(u denotes he input vector and mt ℜ∈)(y  is the output vector. More
recently, the work by [4] generalized the model of Walter and Ritter in order to en-
code dynamic mappings, such as those described in [9]:

)]1(,),();1(,),([()1( +−+−=+ uy nttnttt uuyyfy KK (4)

where nu and ny are the orders of the input and output memories. Equation (4) indi-
cates that the output at time instant t+1 depends on the ny past outputs and nu past
inputs. Usually, the mapping f(.) is nonlinear and unknown.

In order to establish temporal associations between consecutive patterns in a tem-
poral sequence, neural networks need to retain information about past sequence items
[3]. Such a retention mechanism, called short-term memory (STM), encodes temporal
order and/or temporal dependencies between successive sequence patterns. STM can
be implemented by different strategies, the simplest being the so-called tapped delay
line, understood as a sliding “time window” over the input sequence within which a
number of successive samples are concatenated into a single pattern vector of higher
dimensionality. In the following, we use delay lines as the STM mechanism to allow
the SOM to learn input-output dynamical mappings.

3   Temporal Associative Memory

In order to approximate f(.), the input and output vectors of a time series {u(t),
y(t)}, t = 1, …, N are organized into a single input vector to presented to the SOM.
The first component of xin(t) represents the actual input information of the mapping
whereas the second piece, xout(t), corresponds to the desired output information of the
same mapping. The input and weights vectors are then redefined as
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During the training phase, the winning neurons are found based solely on the input component
of the extended input vector x(t):

)()(minarg)(* ttti in
i

in
i

wx −=
∀ (6)

However, the weight updates consider both parts of the input vector:
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(a) (b)

Fig. 1.  Difference between (a) supervised and (b) unsupervised (MATQV) learning of input-
output mappings.

Thus, by means of Equations (5)-(8) the SOM model learns to associate the input signals
with the output ones, while simultaneously performing vector quantization of the input and
output spaces. Bearing that in mind, this technique is called Vector Quantized Temporal Asso-
ciative Memory (VQTAM). The VQTAM may be used for approximating different types of
mapping depending on the nature of the vectors xin(t) and xout(t). For example, the VQTAM
formulation of the system defined in Equation (4) is given by

T
uy

in nttnttt )]1(,),();1(,),([)( +−+−= uuyyx KK   and  )1()( += ttout yx (9)

Once the mapping is learned, the VQTAM may be used to estimate the output val-
ues of this mapping by the equation stated below

)()1(ˆ * tt out
iwy =+ (10)

where the winning neuron i*(t) is determined as in Equation (6). The prediction process is
repeated M  times until a time series of estimated values is available.

Training the VQTAM is characterized by simultaneous presentation of the vectors
xin(t) and xout(t) and the absence of an explicit computation of an error signal (Fig. 1b).
On the other hand, a supervised learning algorithm, such as those used in RBF and
MLP networks, employ an error to guide the training, so that only the vector xin(t) is
used as input of the network and the vector xout(t) is the desired output (Fig. 1a)
needed to compute the error.

3.1   Predictive Modeling of Robot Trajectories

The VQTAM makes it possible to learn and to reproduce complex mappings, such as
those responsible for the generation of robot trajectories. In particular, the focus of
this study is the prediction of joint angles associated with a given robot trajectory of
the 6-degree-of-freedom PUMA 560 robot, and their posterior reproduction for tra-
jectory planning purposes. Let the vector Tttt )]()([)( 61 θθ K=θ  represent the vector
of joint angles at time t. In this context, Equation (4) reduces to
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)]1(,),([()1( +−=+ θnttt θθfθ K (11)

where nθ is the model order, also called memory parameter. This formulation allows
the SOM to learn the kinematics of the manipulator while simultaneously encoding the
temporal order of the trajectory states. In this case, the vectors xin(t) and xout(t) are the
following:

Tin nttt )]1(,),([)( +−= θθθx K and      )1()( += ttout θx (12)

where the determination of the winning neuron follows Equation (9) and the weight
adjustments are determined by Equations (10) and (11). The estimate for the next
vector of joint angles is then given by

)()1(ˆ
* tt out

iwθ =+ (13)

Such an estimate can then used as setpoint for autonomous planning and control of
the manipulator (Fig. 2). In the experiment to be described in the next section, the
robot operator defines the initial state of the trajectory for 0=t , and the neural net-
work generates the next state. Such a state is sent to the robot that moves itself to the
desired position. The new configuration of the joints of the PUMA is then measured
and fed back to the network that produces the next state. This procedure is repeated
until the end of the trajectory is reached. Due to the inherent perturbations, very often
the robot moves to a neighborhood of the target position, thus the neural networks has
to be robust to these perturbations. That is, the generated responses should be stable,
i.e., close enough to the states of the learned trajectory.

It is also worth emphasizing the differences between the predictive approach to
autonomous trajectory planning and the conventional look-up table method [11]. Usu-
ally, a trajectory is taught to the robot by the well-known walk-through approach: the
operator guides the robot by means of a teach-pendant through the sequence of desired
arm positions [8]. These positions are then stored for posterior reproduction. This is a
time-consuming approach and costly because the robot remains out of production
during the teaching stage.

As the trajectory becomes more and more complex, with many intersecting via
points, the operator may experience difficulties while setting up the correct temporal
order of the trajectory points. This is the main motivation for the proposal of the neu-
ral model described in this paper, since it is highly desirable to have the teaching pro-
cess with minimal human intervention. In the proposed approach, the responsibility of
learning the temporal order of the trajectory is transferred to the neural network and,
once training is completed, the stored trajectory can be used for autonomous trajectory
planning, as depicted in Fig. 2.
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Fig. 2.  Autonomous reproduction of a learned trajectory.

Another important issue is the role of the feedback path in Fig. 2, which allows the
neural network to work autonomously, performing on a step-by-step basis the repro-
duction (planning) of the stored trajectory. This is important for safety purposes, since
a trajectory only continues to be reproduced is the feedback pathway exists. Thus, if
any problem occurs during the execution of the required motion by the robot, such
collision with an obstacle or the joints reach their limiting values, the feedback path-
way can be interrupted and the reproduction is automatically stopped.

The conventional walk-through method does not possess the feedback pathway. In
this case, all the trajectory states are sent to a memory buffer and executed in batch-
mode. If any problem occurs, one has to wait for the execution of the whole trajectory
in order to take a decision or to turn-off the robot power. Another important property
of the VQTAM approach is its greater robustness to noise, as we show next through
comparisons with a predictive variant of the lookup table method.

4   Tests with the VQTAM Model

The tests to be presented next evaluate the performance of the proposed method in the
tasks of learning and reproduction (planning) of robot trajectories. The following
issues will be assessed: accuracy of the retrieved trajectory, influence of the memory
parameter (nθ), influence of the type of neighborhood function, and tolerance of the
model to noisy inputs. For this purpose, four trajectories whose pathways approxi-
mately describe an eight in 3D Euclidean space were generated by moving the robot
through its workspace, each trajectory containing 9 states. This type of trajectory has
been used as a benchmark for testing neural learning of robot trajectories because it
has a repeated (crossing) via point. Thus, the reproduction of the stored trajectory
states in the correct temporal order depends on temporal context information, which is
represented by the parameter nθ .

The proposed approach was implemented in C++ using the PUMA 560 control li-
brary QMOTOR/QRTK©, developed by Quality-Real Time Systems, running on a PC
under the QNX real-time operating system. More details about the data acquisition
processes and the interfacing hardware can be found at http://www.qrts.com and
http://www.qnx.com.

The accuracy of the reproduction is evaluated by the Normalized Root Mean
Squared Error (NRMSE), given by:
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Fig. 3.  Influence of the memory on trajectory reproduction: (a) nθ ≥ 2 and (b) nθ =1.
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where Nd is the number of joints of the robot, Ns is the number of states of the trajec-
tory, )(kiθ  is the desired value of joint i at time k and )(ˆ kiθ is the retrieved value of
joint i  at time k. The first test demonstrates the ability of the model in retrieving the
stored trajectory states in the correct temporal order. We show only the results for one
trajectory, since similar results are observed for the other three. A SOM model with 50
neurons was trained with the following parameters: η0 = 0.9, σ0 = 25, nθ = 2, T =
5000, Nd = 6 and Ns = 9. A correct reproduction is illustrated in Fig. 3a, where the
number at the upper right corner of each subfigure denotes the position in time of that
state of the robot arm and the open circle denote the position of the end-effector. An
incorrect reproduction occurs if we use nθ = 1 (no memory!) as shown in Fig. 3b. In
this case, the robot is unable to retrieve the whole trajectory, only half of it.

It is interesting to understand why the minimum value of nθ is 2. This is equivalent
to say that, to decide which route to follow, the neural network needs to have infor-
mation about the current and the last state of the trajectory . This requirement can be
easily understood if one notes that, to enter into one half of the trajectory the current
state θ(t) must be the crossing (bifurcation) via point and the last state θ(t-1) must be
in the other half of the trajectory. This is the minimum memory ``window´´ needed to
reproduce the trajectory without ambiguity.

Fig. 4a shows the evolution of the NRMSE values as a function of memory pa-
rameter. It can be noted that for nθ = 1, the error is very high and that from nθ ≥ 2 on,
the error remains practically the same, confirming the result shown in Fig. 3b.
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Fig. 4.  (a) NRMSE versus memory order. (b) NRMSE versus noise variance.

The next set of tests evaluates the proposed model with respect to the presence of
noise in the input vectors and the corresponding effects on the trajectory reproduction.
Many tests were performed by adding Gaussian white noise, with zero mean and in-
creasing variance σ2, to the input vector. For each value of σ2, we computed the
NRMSE associated to the retrieved trajectory states, as shown in Fig. 4b.

One can note that the error increases gradually with the increase of the noise vari-
ance, even for very high values of σ2, which is a direct consequence of the fact of
using much more neurons than trajectory states. This occurs due to the topology pre-
serving property of the SOM algorithm, i.e., neurons that are neighbors in the array
have close (similar) weight vectors. Thus, a noisy input vector will be mapped onto
neurons in the neighborhood of that neuron which would be the winner for the noise-
free case. The resulting error is just slightly higher than the noise-free case.

The last test studies the influence of the choice of a neighborhood function h(i*, i;
t) on the numerical accuracy of the reproduction. Two SOM networks were trained for
different numbers of training epochs, one with a Gaussian and the other with a rectan-
gular neighborhood function. The results are shown in Fig. 5. From Fig. 5a one can
conclude that the rectangular neighborhood always provided lower values for the
error. The effect on the retrieved joint angles is illustrated in Fig. 5b, where the re-
trieved angles of the robot base joint are shown for both types of neighborhood func-
tions. From the exposed, it is recommended the use of the rectangular neighborhood
function for two reasons, namely, (1) better accuracy and (2) lower computational
cost.

Finally, we discuss the main differences of the model proposed in this paper and
the CTH model. The CTH was the first entirely unsupervised neural algorithm applied
to trajectory planning and point-to-point control of robotic manipulators, being tested
by computer simulations in [2] and by implementation on a real PUMA 560 robot in
[5]. The CTH has been applied to predictive modeling of robot trajectories, but it uses
different learning mechanisms than those used by the VQTAM method.
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(a) (b)
Fig. 5.  (a) NRMSE versus training epochs. (b) Reproduction accuracy for different types of
neighborhood functions.

The main differences are the following:

(i) The CTH uses two sets of weights to learn the temporal order of the states of a
trajectory. The first set, comprised by feedforward competitive weights, stores
the states, while the second, comprised by lateral Hebbian weights, learns the
temporal transitions between consecutive states. The VQTAM needs only feed-
forward competitive weights to realize the same task.

(ii) The CTH algorithm has 6 training parameters to be determined by experimenta-
tion, while the VQTAM uses only two parameters: the learning rate and decay
rate of the width of the neighborhood function.

(iii) The VQTAM is more tolerant to noise in the inputs because it benefits from the
property of topology preservation of the SOM to produce errors that increase
smoothly with the variance of the noise.

5   Conclusions

We introduced a self-supervised neural for prediction and planning of complex robot
trajectories. The proposed technique extends Kohonen´s SOM so that it can learn
dynamical input-output mappings for trajectory planning purposes. Several tests were
carried out using a real PUMA 560 robot, aiming to evaluate the computational prop-
erties of the proposed model, such as robustness to noise, influence of the memory
order on the model’s performance, and the influence of the type of neighborhood
function on the accuracy of the model. The obtained results have shown that the pro-
posed approach performs better the current methods.
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