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Abstract—Dual-state emission is an phenomenon which takes
place in Quantum Dot Lasers at different temperature and
operating conditions. In this study, we investigate that issue
from a nonlinear regression model based on Extreme Learning
Machine, which revealed to be able to predict the spectrally
resolved transient response of InAs/InGaAs quantum dot laser
with error performance as low as 0.54%.

Index Terms—quantum dot laser, optical filters, extreme learn-
ing machine, multilayer perceptron.

I. INTRODUCTION

Quantum Dot Laser (QDL) is an important class of semi-
conductors with distinct properties, as sharp optical transitions,
low threshold current, high output power and large modulation
bandwidth. Thus, it has application in several areas like
medicine, telecommunications and optical instrumentation.

Most of its interest comes from the carrier dynamics,
which gives rise to the Dual-State Emission (DSE), at certain
operating conditions. The DSE consists of the optical power
emission in two spectral regions: one around the Ground
State (GS) and the other around the first Excited States (ES)
[1]. That is useful for applications requiring wide emission
spectrum.

In this work, we discuss the issue of DSE in time-domain,
but from the perspective of nonlinear regression based on
artificial neural networks (ANN), in this case, the Extreme
Learning Machine Networks (ELM) [2]. The model can opti-
cally filter the switch-on transient of QDL total output power
into the one corresponding to the spectral region around GS
and the other one, around the first ES. Hence, it can help
to develop the electronics of low-resolution optical filters in
those applications in which an optical spectrum analyzer is not
a choice for cost issues and only power meters are available.

II. THEORY

A. Extreme Learning Machine

A possible application for artificial neural networks is the
modeling of nonlinear dynamic systems, such as QDL, whose
interaction between carriers is admittedly complex and have
been object of research in last years [3], [4].

One example of ANN is the ELM, a learning technique for
training Single Hidden Layer Feed-Forward Neural Networks.
The main difference between ELM and other ANN models is
its the significant increase in training speed through random
generation of input weights and the bias of the hidden layer
[2], as defined by:

fL(x) =

L∑
i=1

βihi(x) = h(x)β (1)

hi(x) = G(ai, bi, x) (2)

β ∈ RLxmmin||Hβ−T ||2

(3)

β∗ = H ′T (4)

where β = [β1, ..., βL]
T is the weight vector that connects

the hidden layer with L nodes and the m ≥ 1 output nodes;
h(x) = [h1(x), . . . , hL(x)] is the nonlinear mapping function;
G(ai, bi, x) (with the parameters of hidden nodes (a, b)) is
a nonlinear continuous function; H is the output matrix of
the hidden layer (randomly generated); T is the training data
matrix; ||.|| is the Frobenius method; H ′ denotes the Moore –
Penrose generalized inverse matrix of H .

III. METHODOLOGY

A. Characteristics of Experimental Data

The study used measurements made available by the Semi-
conductor Optics Group of the Technical University of Darm-
stadt. It consists of 147 time-series (sized 510 samples) of
switch-on transient of InAs/InGaAs QDL separated into GS,
ES and total output power as well. Essentially, they came from
experiments of electrical current step response at different
temperatures, in which the upper level changed progressively
up to 139.9 mA (@ 20 oC) and up to 185 mA (@ 40 oC).
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B. Proposed Model
The regression model proposed consists in an ANN which

implements the nonlinear function φ in Eq. (5); it represents
the mapping from the input space containing the total optical
power, P (n); the driving electrical current, I; the operating
temperature, T ; and the time-vector, t(n); to the output space
containing the GS and ES optical power at each discrete time
instant, n. In turn, Eq. (6) describes the input optical power,
P (n), and shows the model needs a memory of n−k samples
of the total power to support the time-series prediction.

PGS(n), PES(n) = φ(P (n), I, T, t(n)) (5)

P (n) = PT (n), PT (n− 1), ..., PT (n− k) (6)

C. Design parameters and performance validation
To determine the quantity of the delayed input samples in

Eq. (6), k, we calculated the autocorrelation and the partical
autocorrelation functions of the vector P (n) and observed that
the range 1 < k < 5 has the maximum correlation.

Another parameter investigated was the size of the hidden
layer, which ranged from 2 to 1,000 with sinusoidal activation
function for ELM. For completeness, we used the classical
Multilayer Perceptron (MLP) [5] with size ranging from 2 to
50 neurons and Levenberg-Marquardt training function. Addi-
tionally, the data were normalized and grouped into training
(70%) and testing (30%) samples to develop the models.

For what concerns model validation, we used widely known
performance parameters such as RMSE (Root Mean Square
Error) and MAPE (Mean Absolute Percentage Error).

IV. RESULTS AND DISCUSSION

The Table 1 shows the evaluation of the best results obtained
for each of the proposed configurations. The worst result is
with RMSE of 11.30 µW and MAPE of 1.72%, low, so,
enabling the application of the model in any verified scenarios.

The ELM Model also has error lower than MLP for all
quantities of delayed input powers and its best overall result
has error 60% lower than that presented by MLP, showing its
superiority for this application.

In addition, the Figure 1 shows the experimental and
theoretically predicted time-series of a switch-on transient
experiment with I = 123 mA at 20 oC (a), and I = 174 mA
at 40 oC (b). The rather good agreement between the solid (ex-
perimental) and dashed lines (predicted by the model), which
we stress was obtained for a small input memory lag (k = 2)
suggests that the proposed approach is a good candidate for
the embedded electronics of low-resolution spectral analyzers.

V. CONCLUSIONS

The alternative of filtering the QDL optical power from
ANN model is promising, with ELM and MLP very low
prediction errors. As future work, we will investigate a case
of higher spectral resolution at least in continuous-wave
operation, checking the ability of the inference machine to
predict different lasing lines around the GS and ES. The
experimental data necessary for this investigation is available
and is currently under preparation.

TABLE I
PERFORMANCE EVALUATIONS OF THE BEST RESULTS

ANN Qty. of Delayed Hidden Nodes RMSE MAPE
Model Input Powers / Neurons (µW) (%)

0 993 11.30 1.72
Extreme 1 811 2.99 0.55
Learning 2 737 2.89 0.54
Machine 3 232 3.91 0.77
(ELM) 4 270 4.07 0.77

5 141 5.08 0.95
0 48 8.40 1.32

Multilayer 1 44 8.60 1.52
Perceptron 2 50 9.00 1.67
Network 3 45 9.00 1.64
(MLP) 4 47 8.97 1.60

5 47 9.08 1.71

Fig. 1. ELM model time-response with (a) I = 123 mA at 20 ºC and (b) I =
174 mA at 40 ºC, where P is the QDL Optical Power; PGS

exp and PGS
sim are

the Ground State Power, experimental and simulated, respectively; PES
exp and

PES
sim are the Excited State Power, experimental and simulated, respectively.

REFERENCES

[1] A. Röhm, K. Lüdge, and E. Schöll, Dynamic Scenarios in Two-State
Quantum Dot Lasers: Excited State Lasing, Ground State Quenching,
and Dual-Mode Operation. Wiesbaden, Germany: Springer Fachmedien
Wiesbaden, 2015

[2] G. Huang, G.B. Huang, S. Song and K. You, ”Trends in extreme learning
machines: A review”, Neural Networks, vol. 61, pp. 32-48, 2015.

[3] L. Lin et al, ”Comparison of optical feedback dynamics of InAs/GaAs
quantum-dot lasers emitting solely on ground or excited states”, Optics
Letters, vol. 43, pp. 210-213, 2018.

[4] L. Columbo, C. Weber, S. Breuer, M. Gioannini and P. Bardella,
”Analysis of Mode Locking in Quantum Dot Laser Diodes: a Time-
Domain Travelling-Wave Approach”, 2019 IEEE Photonics Society
Summer Topical Meeting Series (SUM), pp. 1-2, 2019.

[5] S. S. Haykin, ”Neural networks and learning machines”, Third. Upper
Saddle River, NJ: Pearson Education, 2009.

NUSOD 2021

144
Authorized licensed use limited to: UNIVERSIDADE FEDERAL DO CEARA. Downloaded on December 19,2022 at 16:09:39 UTC from IEEE Xplore.  Restrictions apply. 


		2022-08-24T14:03:16-0400
	Preflight Ticket Signature




