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Abstract
Carbon steel is an important component in reinforced concrete structures. These composite materials are susceptible to 
various degradation processes, especially the corrosion of steel bars. Since they play an important role in the stability of 
reinforced concrete structures, these structures require periodic inspections to verify their physical conditions. Therefore, a 
nondestructive testing technique is proposed that is based on electromagnetic induction, which is capable of discriminating 
the diameters of steel bars. This technique was simulated with the COMSOL Multiphysics software and experimentally 
tested in the laboratory. Magnetic hysteresis loops were obtained for steel bars with 5.0, 6.3, 8.0, and 10.0 mm diameters at 
0, 10, and 20 mm depths for sinusoidal and triangular excitation fields. The results obtained from the hysteresis loops for the 
maximum values of the field, remanence, and coercivity were processed by principal component analysis, Karhunen–Loéve 
transformation, Gaussian classifier, and artificial neural network. The confusion matrices produced by these pattern recogni‑
tion techniques were analyzed, and the results show that the proposed method can distinguish different steel bar diameters, 
but is limited to a maximum depth.

Keywords Nondestructive testing · Magnetic methods · Carbon steel bar · Electromagnetic sensor · Pattern classification 
techniques

1 Introduction

Carbon steel is a ferrous alloy in which the carbon content 
ranges from 0.10 to 1.00% and can present small quantities 
of other chemical elements. They are classified into the fol‑
lowing groups according to their carbon content: low car‑
bon steel with 0.10 to 0.25% C, medium carbon steel with 
0.25 to 0.55% C, and high carbon steel with 0.55 to 1.00% 
C. These steel types can be quenched and tempered for 
increased strength. The addition of carbon and other alloy 
elements, such as Mn, Ni, Cr, Si, P, and Cu, to steel changes 
its mechanical properties (tensile strength, yield strength, 
and hardness, for example) [1].

Carbon steels are widely used in civil construction as 
metal structures or reinforced concrete structures. In this 
work, we studied low carbon steel used in reinforced con‑
crete structures (steel rebar) known as cold rolled steel, with 
a 5.0 mm diameter, and hot rolled steel, with 6.3, 8.0, and 
10.0 mm diameters.

Due to their importance for the structural stability of con‑
crete structures, these structures need to be inspected and 
tested during their life cycle to determine their health and to 
prevent disasters. Therefore, nondestructive techniques have 
been applied in the past years to evaluate the integrity of the 
components of concrete structures [2].

The magnetic response of ferromagnetic materials is 
affected by the manufacturing process, chemical composi‑
tion, microstructure, ambient effects, mechanical stresses, 
and degradation phenomena in materials, such as creep, 
fatigue, and corrosion [3, 4]. In recent decades, magnetic 
methods have been applied to reinforced concrete structures 
to acquire information about the state of the ferromagnetic 
material embedded in the concrete. Among these methods, 
determination of the hysteresis loops plays an important 
role since their main characteristic parameters, namely, 
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remanence, coercivity, and permeability, are sensitive to 
stress and strain, grain size, and other properties. Other mag‑
netic methods, such as eddy currents and magnetic flux, can 
be applied to find voids, cracks, and corrosion [4].

In particular, magnetic methods, such as remanent mag‑
netic field, have been applied to single prestressing steel bars 
to localize fractures [5, 6]. Magnetic flux leakage was used 
in ferromagnetic plates to determine internal and external 
defects [7] and in tendons present in prestressed concrete 
structures to detect ruptures [8]. Also, an induced magnetic 
flux was applied to detect corrosion in embedded prestress‑
ing strands [9, 10].

In most applications of the magnetic techniques in fer‑
romagnetic materials, the magnetic response is expressed in 
terms of magnetization curves or families of hysteresis loops 
[11]. The magnetic properties of carbon steel rods have also 
been used for microstructure identification [12], detection of 
their corrosion state [3], and in mild steel, for characteriza‑
tion of the degradation in the elastic range [13].

The ferromagnetic materials may be described in terms 
of domains, introduced by Weiss [14], in which the mag‑
netic materials are made up of several microscopic magnetic 
domains. The domains of an unmagnetized magnetic sample 
are arranged such that there is no net magnetic moment. It 
means that all the domains are individually saturated, and 
their orientation is random, i.e., in different directions; there‑
fore, the net magnetization is zero because the magnetization 
vectors cancel each other out. However, when a magnetic 
field is applied in a ferromagnetic material, the domains 
rotate and align in the direction of the applied magnetic field, 
and consequently, a nonzero magnetization is induced in the 
material [15].

Since reinforced concrete structures are susceptible to 
various degradative processes, especially corrosion of the 
steel components, these structures require periodic nonde‑
structive inspections to obtain reliable and accurate informa‑
tion about their components’ physical conditions to avoid 
their collapse. Therefore, this work aims to investigate the 
feasibility of nondestructive electromagnetic testing per‑
formed with a simple prototype sensor for discriminating the 
diameter of carbon steel bars in concrete at different depths.

The magnetic method applied is based on Faraday’s Law 
of electromagnetic induction. An electric current or voltage 
induced in the pickup coil of the sensor due to an alternating 
current applied in the driver coil, both placed around a ferro‑
magnetic yoke, is the working principle of this experiment, 
and, in this work, we have considered that the applied volt‑
age variation followed sinusoidal and triangular waveforms. 
To determine the hysteresis, we have also used Ampere’s 
Law. The sensor and rebar have been modeled using COM‑
SOL Multiphysics software.

The magnetic responses obtained from the hysteresis 
loops, namely, remanence, coercivity, and maximum values 

of the applied and induced fields, have been analyzed con‑
sidering the mean and standard deviation of their statistical 
distributions. They have also been analyzed using the pattern 
classification algorithms: principal component analysis, Kar‑
hunen–Loéve transformation, Gaussian classifier, and arti‑
ficial neural network. These algorithms were implemented 
using MATLAB software.

2  Materials and Methods

2.1  Samples

Two commercial steel bars used in concrete structures 
known as cold‑rolled (5.0 mm diameter) and hot‑rolled 
rebars (6.3, 8.0, and 10.0 mm diameters) were used in this 
study. The samples are about 1000 mm long. The magnetic 
response for each sample was determined from the hysteresis 
curves (Fig. 1). The purpose of using different rebar diam‑
eters was to evaluate the change in their magnetic response 
by the hysteresis loops.

Figure 1 illustrates a typical hysteresis loop for evaluating 
the behavior of a ferromagnetic sample, where  Bs stands for 
the saturation flux density corresponding to the magnetic 
field strength H,  Br is the remanence or remanent flux den‑
sity, and  Hc is the coercivity or coercive force.

In this work, for the hysteresis loops obtained for each 
rebar, we have used the coercivity,  Hc, remanence,  Br, maxi‑
mum flux density,  Bmax, and their corresponding maximum 
magnetic field strength,  Hmax, to characterize each rebar 
state.

2.2  Experiment Description

Figure 2 shows a diagram of the experimental device. The 
experiment consists of a waveform generator (Keithley 
3390), a bipolar power supply (Kepco, BOP 20‑20 D), an 

Fig. 1  Hysteresis loop for a ferromagnetic



Journal of Nondestructive Evaluation (2021) 40:59 

1 3

Page 3 of 13 59

electromagnetic sensor, and a digital oscilloscope (Agilent 
Technologies, DSO9104A0).

The prototype sensor was developed in the Center for 
Nondestructive Evaluation (CENDE) of the Federal Univer‑
sity of Ceará. The sensor consists of two coils (one driver 
and one pickup) encircling a ferromagnetic yoke. The yoke 
is built with 40 silicon steel laminas, each with a 0.5 mm 
width, and its final dimensions are 66 mm long, 44 mm high, 
and each of its legs is 20 mm wide. The laminated silicon 
steel was chosen in order to reduce the losses due to eddy 
currents and because the material is adequate for low fre‑
quency excitations. Each coil (or solenoid) has 600 turns of 
copper wire (0.511 mm diameter). The depths (to simulate 
the concrete) were adjusted using 10 mm thick wood plates 
positioned over the rebars.

The waveform generator feeds the power supply by 
sending excitation signals. Sinusoidal and triangular wave‑
forms at a low frequency of 5 Hz and a voltage of 10 V 
were used in this study to reduce the flux losses. Since the 
losses depend on the waveform of the excitation [16], two 
waveforms were used in order to improve the resolution 
of the hysteresis curve. For each diameter and each depth, 
thirty measurements around the middle of the rebars were 
recorded. The electromagnetic sensor (sensor/probe/yoke) 
was placed over the sample and aligned to its length. Alter‑
nating current was applied to the driver coil that magnet‑
izes the rebar, and the pickup coil reads the magnetic flux 
changes.

The data were read with the help of the Agilent graphical 
program implemented in the data acquisition of the oscillo‑
scope. The signals collected from each rebar were processed 
by using MATLAB software to plot the hysteresis curves. 
The magnetic hysteresis loops (B = f(H)) were plotted in S.I. 
units. For each rebar, at different depths, features such as the 
magnetization maximum, the remanence, and the coercivity 
were extracted from the hysteresis loops and recorded.

2.3  Simulation Model

The electromagnetic sensor was modeled with the COMSOL 
Multiphysics software and was evaluated by comparing their 
response to the experimental measurements. This sensor 
has two coils physically separated from each other and are 
located on two different portions of the yoke.

The COMSOL Multiphysics platform, in the AC/DC 
module, provides a variety of resources for investigating 
electromagnetic fields. The 3D model was built using the 
Magnetic Fields and Electric Circuit physics interfaces of 
the AC/DC Module and Preset Studies for Selected Physics. 
The geometry of the model and parameter definitions were 
created based on the experimental data.

Materials with electrical properties were chosen for the 
computational modeling of the coil and yoke. The steel rebar 
material was chosen from the nonlinear magnetic materials 
list of the COMSOL for low carbon steel [17]. In Fig. 3, 
we show the B‑H relationship used for cold and hot rolled 
steel rebar material, and, as depicted in the figure, no sig‑
nificant difference is present in the curves. Consequently, 
we assumed that the results do not depend on the rolling 
process.

The relative permeability and relative permittivity of cop‑
per used in the computational modeling of the coil conductor 
were defined as equal to one, and the yoke relative perme‑
ability was defined as equal to 7,000 [18]. The B‑H relation‑
ship used for the yoke material, as calculated by COMSOL, 
is shown in Fig. 4.

All the subfields of physics interface of Magnetic Field 
and Electric Circuit were chosen as described elsewhere 
[19]. The conductivity and the cross‑sectional area of the 
coil wire were defined as 5.8 ×  107 S/m and 0.205 ×  10─6  m2, 
respectively [20]. After defining the physics interface for 
the model, the next step in the modeling was to define the 
mesh. User‑controlled mesh and Finer element size for 

Fig. 2  Diagram of the experimental device. Dimensions are in millimeters
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unstructured triangular mesh were selected, and a maximum 
of 121,682 tetrahedral finite elements were used. It should 
be noticed that no significant modification to the results was 
observed by using Extra fine element size, and the minimum 
size of the mesh element was 4.32 mm. Figure 5 shows the 
final geometry and mesh for the electromagnetic sensor.

2.4  Data Analysis

A signal with the voltage variation measured in the pickup 
coil was recorded for each steel rebar. Thirty measurements 

were recorded around the middle of the rebar for different 
rebar diameters and depths. All the experimental hysteresis 
loops were acquired and recorded with 201 points at a sam‑
ple rate of 1000 samples/s.

The remanence,  Br, coercivity,  Hc, maximum flux 
density,  Bmax, and maximum magnetic field,  Hmax, were 
obtained from the hysteresis loops for each rebar. The 
mean values and standard deviations for each were deter‑
mined. Also, the data input and the classification were 
organized according to the diameters of the bar (5.0, 6.3, 
8.0, and 10.0 mm), independently of its depth (0, 10, and 

Fig. 3  B‑H relationship for cold and hot rolled steel rebars

Fig. 4  B‑H relationship for the yoke
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20 mm), which resulted in four classes. Each data has four 
attributes  (Br,  Hc,  Bmax, and  Hmax).

These classes were classified using pattern recognition 
techniques, such as principal component analysis (PCA), 
Karhunen–Loéve (KL) transformation, Gaussian classifier, 
and artificial neural network [21].

All data were normalized before the pattern recognition 
analysis. The supervised learning algorithms (KL transfor‑
mation, Gaussian classifier, and neural network) used 100 
random training and test sets for each class. The training 
set was built by selecting 80% of the data, while the 20% 
remaining was used to define the testing set, except for 
PCA, which used 100% of the data. All confusion matri‑
ces presented are averages calculated over the 100 distinct 
choices of training and testing sets. The purpose of the test 
data is to evaluate the classifier’s performance for data 
that were not used during the training set. The PCA and 
KL classifiers use the Euclidean distance and the nearest‑
class‑mean rule to the first two principal components of 
the training or testing data.

2.5  Pattern Recognition Techniques

Pattern recognition uses classification or clustering algo‑
rithms through pattern observations based on a set of char‑
acteristics. They can be divided into supervised (train classi‑
fier) and unsupervised (clustering). The pattern recognition 
techniques used in this work are PCA (an unsupervised 
algorithm), Karhunen–Loéve transformation (a supervised 
algorithm), Gaussian classifier (a supervised algorithm), 
and artificial neural network (it can be either supervised or 
unsupervised). Here, a neural network with an error back‑
propagation learning algorithm was used.

We have assumed that the input data is arranged in a m 
x n matrix X, where m is the number of signals produced 
(columns) and n is the number of dimensions of each signal 
(rows). Each column of X represents an observation xi (vari‑
able) corresponding to the i‑th signal.

2.5.1  Principal component analysis

Principal component analysis is defined in the paper by Webb 
[21]. First, the covariance matrix S is built and given by

and

where x is the average of the variables of matrix X and T 
represents the transposed vector.

The eigenvalues and eigenvectors of S are calculated, and 
the eigenvectors are arranged in decreasing order in matrix 
form, defined as the transformed matrix, associated with 
their eigenvalue values. Thus, their principal components are 
defined.

2.5.2  Karhunen–Loéve Transformation

The Karhunen–Loéve transformation projects the training 
vectors xi(columns) along the eigenvectors of the within‑
class covariance matrix, Sw, and rescales the resulting vectors 
by a diagonal matrix constructed from the eigenvalues of Sw. 
Finally, the resulting vectors are projected onto the eigenvec‑
tors of the between‑class covariance matrix, SB. The full trans‑
formation can be written as described elsewhere [21–24].

2.5.3  Gaussian Classifier

The general p‑dimensional Gaussian function for given class 
i is given by Webb [21]

where x denotes an input training vector and T is the 
transposed vector. The mean vector � and the covariance 
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1

n
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Fig. 5  Geometry and mesh 3D 
simulation model
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matrix S of the Gaussian function is calculated for 
each class i, which in turn is given by Eqs. (1) and (2), 
respectively.

The Gaussian function has its maximum value when 
x = � , and the increase in the distance between them 
decreases the output of the function. For the testing set, 
Gaussian classifier discrimination is done for each data, 
associating each vector to the class with the highest output 
[24].

2.5.4  Artificial Neural Networks

Artificial neural networks are composed of a set of math‑
ematical operators called neurons. These neurons are 
arranged in layers, and the information stored in their syn‑
aptic weights during the learning process makes them able 
to map any mathematical functions. Therefore, artificial 
neural networks can be used as a classifier or regressor 
[25]. In the first step of the method, input signals  xi are 
added to the neuron and multiplied by the synapse weights 
(wi), resulting in the sum. Then, bias (b) is added and sent 
to the activation function g, where it will allow the signal 
to pass or not (ϕ limits output between [0,1] in this work). 
Thus, this can be represented by an output y defined as

There are many neural networks for pattern classifica‑
tion, such as a multilayer perceptron that was used in this 
work. This neural network is organized into layers, and it 
has unidirectional connections between them. The estima‑
tion process is divided into two main steps: training and 
testing. In the training step, the network is training with a 
set of input and output pairs so that synapse weights can 
be adjusted. In the testing step, the network is exposed to 
new data [24].

3  Results

Table 1 presents the nomenclature used to identify steel 
rebar diameters, independently of the depth.

In Fig.  6, we show typical experimental hysteresis 
curves for the steel rebars at 0 mm, 10 mm, and 20 mm 
depths for an externally applied magnetic field with a sinu‑
soidal waveform.

(4)y = �

(∑n

i=1
wixi + b

)

3.1  Simulation Results

The sensor and rebar were modeled with the COMSOL 
Multiphysics software. As already pointed out, this analy‑
sis was made based on four magnetic properties, such as 
remanence,  Br, coercivity,  Hc, maximum flux density,  Bmax, 
and maximum magnetic field strength,  Hmax, obtained from 
the hysteresis loops. For the analysis of the simulation, 30 
hysteresis loops were generated for each class and depth of 
the rebar such that the total dataset had 360 loops for each 
excitation waveform.

In Figs. 7 and 8, we show the mean value and standard 
deviation of these four features as a function of the rebar 
depth for an externally applied magnetic field with a sinu‑
soidal and triangular waveform, respectively.

From the results shown in Fig. 7, taking into account the 
statistical fluctuations, we can conclude that, due to overlap 
of the values, a single magnetic feature cannot be used as a 
classifier capable of identifying the diameter at any depth of 
the bars. The same conclusion can also be reached from the 
results shown in Fig. 8.

Since any of the four magnetic features cannot be 
regarded as a suitable attribute for distinguishing the diam‑
eters, we considered a new set of data composed of four‑
dimensional vectors whose components were the four mag‑
netic features of the hysteresis loops. Then, we analyzed the 
new dataset by using the classifiers PCA, KL transformation, 
Gaussian classifier, and artificial neural network.

The results obtained from PCA are shown in Table 2, 
where we have considered simultaneously all datasets 
obtained for the different diameters and depths since PCA is 
an unsupervised classifier. As it can be seen, PCA was able 
to identify two classes only, namely, classes 1 and 4, inde‑
pendently of the excitation waveform of the hysteresis loops.

To apply the supervised classifiers, namely, KL transfor‑
mation, Gaussian classifier, and artificial neural network, as 
already pointed out, the dataset was divided into a training 
set with 80% of the vectors and a testing set with 20% test‑
ing vectors. To give robustness to the results, we applied the 
classifiers to 100 training and testing sets randomly gener‑
ated from the original data.

In Tables 3 and 4, we show the percentage of data that 
was correctly classified in the training and testing stages by 
KL transformation, Gaussian classifier, and neural network 
for excitation with sinusoidal and triangular waveforms, 
respectively. The results are remarkably good considering 
that the overall average rate of success was above 97% for 
the different classifiers and excitation waveforms.

3.2  Experimental Results

A similar analysis applied to the simulation data was 
also applied to the experimental data obtained from the 

Table 1  Nomenclature of 
classes of rebar diameters

Class 1 2 3 4

D (mm) 5.0 6.3 8.0 10.0
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experimental hysteresis loops. For this analysis, as in the 
case of the simulation results, 30 hysteresis loops were 
obtained for each class and depth of the rebar such that the 
total dataset had 360 loops for each excitation waveform.

In Figs. 9 and 10, we present the mean value and standard 
deviation of the four magnetic features as a function of the 
rebar depth for an externally applied magnetic field with 
sinusoidal and triangular waveforms, respectively. With the 

Fig. 6  Typical experimental 
hysteresis curves for the steel 
rebars at 0 mm (a), 10 mm (b), 
and 20 mm (c) depths
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same number of experimental hysteresis loops, the results 
present the same behavior as the simulation results, which 
validate the measurement. Consequently, none of the mag‑
netic features can be used as a classifier capable of identify‑
ing the diameter at any depth of the bars.

Thus, as in the previous case, we applied the same pat‑
tern recognition techniques for the experimental results. The 
vectors of the dataset to be analyzed were constructed in the 
same way with the four magnetic features obtained from the 
hysteresis loops.

The PCA results are shown in Table 5, which shows the 
percentage of experimental data that was correctly classi‑
fied for the excitation magnetic field with sinusoidal and 
triangular waveforms. These results are identical to the ones 
obtained from the numerical simulation that are shown in 
Table 2.

Therefore, by using the identical procedure applied in the 
treatment of the simulation results, we applied the super‑
vised classifiers to the experimental results by considering 

100 randomly selected testing sets built with 80% of the data 
and 100 training sets built with the remain 20% of the data.

In Tables 6 and 7, we show the percentage of the train‑
ing and testing vectors that were correctly classified by the 
supervised classifiers, KL transformation, Gaussian clas‑
sifier, and neural network for training and testing vectors 
and excitation with sinusoidal and triangular waveforms, 
respectively. The results are in total agreement with the ones 
obtained for the simulation data. It should be noted that, 
for the triangular waveform, the success rate of the neural 
network classifier was almost 100%.

4  Discussion

We present the simulation results in Figs. 7 and 8, where we 
show the mean and standard deviation of the remanence,  Br, 
coercivity,  Hc, maximum flux density,  Bmax, and magnetic 
field strength,  Hmax, for sinusoidal and triangular excitations 

Fig. 7  The remanence (a), coercivity (b), maximum flux density (c), and maximum magnetic field strength (d) vs. the depth of the bars for an 
excitation magnetic field with a sinusoidal waveform (simulation results)
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used to assign magnetic properties extracted from simulated 
hysteresis loops obtained for the different rebar diameters. 
According to the figures, the results of  Br,  Hc,  Bmax, and 
 Hmax, individually, were not able to discriminate the bar 
diameters at different depths.

The statistical parameters (mean and standard devia‑
tion) of the magnetic features extracted from experimental 

hysteresis loops (remanence, coercivity, maximum flux den‑
sity, and magnetic field strength) reproduce essentially the 
same results obtained from the simulation results. There‑
fore, the data had to be analyzed by pattern recognition 
techniques. To this aim, the data was organized by rebar 
diameters, independently of its depth, and inserted in the 
classifiers.

In Tables 2, 3, and 4, we show the performance of the 
different classifiers (PCA, KL transformation, Gaussian, and 
neural network) for the computational results. The average 
success rates obtained by the unsupervised learning clas‑
sifier PCA were 25% and 25.25% for external magnetiza‑
tion with sinusoidal and triangular waveforms, respectively, 
which was a very poor result. On the other hand, all the 
supervised classifier algorithms presented remarkably good 
results. The average success rates of the KL transformation 
algorithm were 98.5% (training set) and 97.75% (testing 
set) for an external excitation with sinusoidal waveform and 

Fig. 8  The remanence (a), coercivity (b), maximum flux density (c), and maximum magnetic field strength (d) vs. the depth of the bars for an 
excitation magnetic field with a triangular waveform (simulation results

Table 2  Percentage of simulated data that was correctly classified by 
PCA

Class Sinusoidal Triangular

1 67 67
2 0 1
3 0 0
4 33 33
Overall average 25 25.25
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Table 3  Percentage of simulated 
data that was correctly classified 
for a sinusoidal waveform

Class Karhunen–Loève Gaussian Neural network

Training Testing Training Testing Training Testing

1 100 99 98 98 99 99
2 96 96 98 98 99 99
3 98 98 97 97 99 99
4 100 98 98 97 99 99
Overall average 98.5 97.75 97.75 97.5 99 99

Table 4  Percentage of simulated 
data that was correctly classified 
for a triangular waveform

Class Karhunen–Loève Gaussian Neural network

Training Testing Training Testing Training Testing

1 100 100 99 99 100 100
2 100 100 99 99 100 99
3 100 100 99 98 99 99
4 100 100 99 99 100 100
Overall average 100 100 99 98.75 99.75 99.5

Fig. 9  The remanence (a), coercivity (b), maximum flux density (c), and maximum magnetic field strength (d) vs. the depth of the bars for an 
excitation magnetic field with a sinusoidal waveform (experimental results)
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100% (training set) and 100% (testing set) for the triangular 
excitation, and the Gaussian classifier presented slightly dif‑
ferent average success rates, with 97.75% (training set) and 
97.5% (testing set) for a sinusoidal waveform and 99% (train‑
ing set) and 98.75% (testing set) for the triangular waveform. 
The neural network achieved average success rates of 99% 
(training set) and 99% (testing set) for sinusoidal external 
excitation and 99.75% (training set) and 99.5% (testing set) 
for triangular excitation.

Fig. 10  The remanence (a), coercivity (b), maximum flux density (c), and maximum magnetic field strength (d) vs. the depth of the bars for an 
excitation magnetic field with a triangular waveform (experimental results)

Table 5  Percentage of experimental data that was correctly classified 
by PCA

Class Sinusoidal Triangular

1 67 67
2 0 1
3 0 0
4 33 33
Overall average 25 25.25

Table 6  Percentage of 
experimental data that was 
correctly classified for a 
sinusoidal waveform

Class Karhunen–Loève Gaussian Neural network

Training Testing Training Testing Training Testing

1 96 95 100 100 99 99
2 97 98 99 99 99 99
3 95 95 100 99 99 99
4 100 98 100 100 100 99
Overall average 97 96.5 99.75 99.5 99.25 99
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In Figs. 9 and 10, we present the four magnetic features 
extracted from the experimental hysteresis loops produced 
with sinusoidal and triangular external excitations, respec‑
tively. As in the case of the numerical simulation, the results 
shown for  Br,  Hc, and  Bmax and  Hmax were not able to dis‑
criminate the diameters at the different depths.

It is also worthwhile pointing out that, although the 
experimental results are similar to those produced by the 
computational simulation, the error bars of the four features 
extracted were more significant when compared to the com‑
putational results.

In Table 5, we show the performance of the classifier 
based on PCA for grouping the features extracted from the 
experimental hysteresis loops according to rebar diam‑
eters, which achieved identical misclassification rates to the 
ones obtained for the simulated data. The overall success 
rates were only 25% and 25.25% for the experimental data 
obtained with sinusoidal and triangular magnetic strength.

The performance of the classifiers KL transformation, 
Gaussian classifier, and neural network for the experimen‑
tal results can be found in Tables 6 and 7. For the sinusoi‑
dal magnetic strength in Table 6, the average success rates 
obtained with the KL classifier were 97% and 96.5% for 
training and testing, respectively, followed by the Gaussian 
classifier with 97.75% and 97.5%, and the neural network 
with 99.25% and 99%. The results presented in Table 7 for 
triangular magnetic strength show that average success rates 
of 99.25% and 98.25% were obtained using the KL classifier 
for training and testing, followed by the Gaussian classifier 
with 98.75% and 98.75% success rates, and finally the neural 
network with 99% and 99% success rates.

Finally, it is worth mentioning that, unlike PCA, all the 
supervised learning classifiers achieved high success rates 
in training and testing for both of the external excitation 
waveforms. Furthermore, the results indicate that the trian‑
gular excitation improves the performance of the classifiers.

5  Conclusions

For the computational and experimental results, the statis‑
tical parameters (mean and standard deviation) of the mag‑
netic features extracted from the experimental hysteresis 

loops (remanence, coercivity, and maximum flux density) 
did not present significant changes to provide satisfactory 
discrimination of the rebar diameters.

For the computational results, the best average success 
rates for the four classifiers (PCA, KL transformation, 
Gaussian classifier, and neural network) were obtained 
using the neural network (with 99% success for training 
and testing, respectively), followed by KL transforma‑
tion (with 98.5% and 97.75%), Gaussian classifier (with 
97.75% and 97.5%), and PCA (with 25%) for an external 
excitation with a sinusoidal waveform. As for the triangu‑
lar waveform, the best average success rates were obtained 
using KL transformation (with 100% success for training 
and testing, respectively), followed by the neural network 
(with 99.75% and 99.5%), Gaussian classifier (with 99% 
and 98.75%), and PCA (with 25.25%). Thus, the super‑
vised learning algorithms presented better results than the 
unsupervised learning classifier based on PCA.

For the experimental results, the low overall success 
rates obtained by PCA were 25% and 25.25% for the sinu‑
soidal and triangular magnetic strength. The best results 
were obtained using the Gaussian classifier (with 99.75% 
and 99.5% success for training and testing, respectively), 
followed by neural network (with 99.25% and 99%) and 
KL transformation (with 97% and 96.5%), while for tri‑
angular magnetic strength, the best results were obtained 
using KL transformation (with 99.25% and 98.25% success 
for training and testing, respectively), followed by the neu‑
ral network (with 99% and 99%) and the Gaussian classi‑
fier (with 98.75% and 98.75%). Like in the computational 
results, the supervised learning algorithms presented bet‑
ter results than PCA. The results also indicate that the 
triangular external excitation improves the performance 
of the classifiers.

The results obtained show the efficiency of the electro‑
magnetic sensor in recognizing the diameters of the stud‑
ied rebars. However, it does not show the effectiveness of 
this analysis when the bars have depths equal to or greater 
than 20 mm, so it is necessary to improve the sensor and 
use more information contained in the hysteresis loops for 
the characterization of the different rebar diameters.

Table 7  Percentage of 
experimental data that was 
correctly classified for a 
triangular waveform

Class Karhunen–Loève Gaussian Neural network

Training Testing Training Testing Training Testing

1 100 100 99 99 99 99
2 100 99 99 99 99 99
3 98 97 98 98 99 99
4 99 97 99 99 99 99
Overall average 99.25 98.25 98.75 98.75 99 99
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