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RESUMO
Em regides aridas e semiaridas as taxas evaporativas sdo uma importante perda hidrica. Essa
situacdo ¢ ainda mais relevante no nordeste brasileiro, visto que esta ¢ uma das regides
semiaridas mais populosas do mundo. Em uma realidade de baixa disponibilidade hidrica,
avancar no conhecimento das complexidades envolvidas nas perdas de agua superficiais junto
aos processos que ocorrem na coluna d’agua dos reservatorios € de extrema importancia. O
objetivo deste estudo ¢ calibrar a estrutura térmica do reservatorio Pentecoste, localizado no
semiarido brasileiro, além de avaliar a variabilidade das taxas evaporativas na superficie
utilizando o modelo tridimensional Delft3D-FLOW. Junto a isso, os resultados da
espacializagdo da evaporacao obtidos com o modelo 3D sdo comparados com aqueles estimados
por uma técnica de sensoriamento remoto (SR). Os resultados da calibragio mostraram uma
reproducdo precisa da variagdo do nivel d’agua (12 de 0.997), junto a resultados satisfatorios
para a estrutura térmica do reservatorio (métricas para toda a coluna d’agua: MAE = 0.539 °C,
RMSE = 0.572 °C e NMAE = 0.008). Curvas relacionando a taxa evaporativa mensal com
temperatura do ar e velocidade do vento foram propostas, apresentando forte coeficientes de
correlacdo (12 = 0.736 para temperatura do ar e 0.853 para velocidade do vento). A taxa de
evaporacdo média diaria modelada pelo Delft3D diferiu em menos de 5% dos resultados obtidos
pelo SR. Com relagdo aos resultados da espacializacdo, foi observado que o critério de
alagamento do modelo impacta a distribuicdo de calor no reservatorio, com a retencdo dessa
energia na regido adjacente a area molhada do lago. Essa condi¢do se mostrou mais relevante
para os dias com menor nivel d’agua. Para o dia com maior volume, a espacializagdo da
evaporacdo simulada pelo modelo 3D foi semelhante a obtida por SR, dado que nio ha
interferéncia na transferéncia de calor do modelo. No que tange a estrutura térmica, a anomalia
da energia potencial (PEA) indicou a ocorréncia de estratificacdo no periodo chuvoso (12
calculado para PEA e profundidade igual a 0.33), a qual provavelmente ndo foi causada pelo
aquecimento da superficie, mas sim pelo esfriamento da camada de fundo causado pelas baixas
temperaturas da vazdo de entrada. Nesse contexto, a evaporagdo obteve correlacdo negativa
com PEA, apresentando um baixo coeficiente de correlagdo (12 = 0.24), o que pode indicar uma
alternédncia de correlacdo positiva/negativa variando com os periodos seco e chuvoso da regido.
Por fim, este estudo propde uma abordagem inovadora que pode ser utilizada para otimizar a
localizagdo de técnicas de reducdo de evaporagcdo, como difusores de ar, estruturas de
sombreamento da superficie e painéis solares flutuantes, de forma a ser uma ferramenta no

processo de fortalecimento da disponibilidade hidrica para a populacio.



Palavras-chave: Delft3D; evaporagdo; hidrodinamica; sensoriamento remoto.



ABSTRACT
In arid and semiarid environments, the evaporation rates are a main water loss. This condition
is specially concerning in the Brazilian Northeast region, as this is one of the most populous
semiarid areas in the planet. In a reality of poor water availability, fully understanding the
complexities involved in surface water losses along with the vertical process in a reservoir is of
great importance. This study aims to calibrate the thermal structure of Pentecoste reservoir,
located in the Brazilian semiarid region, and assess the variability of evaporation rates on its
surface by using the tridimensional model Delft3D-FLOW. Additionally, the spatial distribution
results obtained by the 3D model are compared with those estimated by a remote sensing
technique (RS). The calibration results showed an accurate reproduction of the water level
variability (2 of 0.997), along with a satisfactory calibration of the reservoir’s thermal structure
for the full water column (MAE 0f 0.539 °C, RMSE of 0.572 °C, and NMAE of 0.008). Curves
relating monthly evaporation rates with air temperature and wind speed showed strong
correlation between those variables (12 of 0.734 for air temperature and 0.853 for wind speed).
Also, the averaged evaporation rates modeled by Delft3D were less than 5% different from
those estimated by the RS. Regarding the spatial distribution results, it was found that the drying
and flooding criteria of Delft3D impacted the heat distribution in the water body, with the
adjacent cells substantially retaining heat. This condition was found more relevant on the days
with notably low water level. For the day with higher volume, the spatial distribution of
evaporation rates was similar to that of RS, due to the occurrence of heat transfer. Regarding
the thermal structure, the potential energy anomaly (PEA) results indicated stratification
condition in the wet season (r> between PEA and water depth of 0.33), which was probably
induced not by the heating of the water surface, but by the cooling of the bottom layer caused
by low temperature inflow. In fact, evaporation rates showed negative correlation with PEA
with a relatively low coefficient of correlation (12 of 0.24), which could indicate alternating
negative/positive correlation depending on the season. To conclude, this study brings an
innovative approach which may be used to optimize the location for techniques that lower
evaporation rates, such as air diffusers, shading structures, and floating solar panels, and

therefore be a tool in the process of enhancing water availability for the population.

Keywords: Delft3D; evaporation; hydrodynamics; remote sensing.
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1 INTRODUCTION

Evaporation is a main water loss in arid and semiarid environments (ALI et al.,
2008, HELFER ef al., 2018, MESQUITA ef al., 2020, SHALABY et al., 2021). In the Ceara
state, located on the semiarid region of Brazil, this problem is of particular interest, as the human
water supply basically comes from reservoirs and this is the most populous semiarid area in the
planet (CAMPOS, 2015, SACRAMENTO et al., 2015, de ARAUJO et al., 2018, RABELO er
al., 2021, RAULINO ef al., 2021). In fact, there are over 48,000 reservoirs in the mentioned
region, from which over 26,000 have a surface area of more than 1.0 ha (SIRH/Ce, 2020), and
the evaporation losses are as high as 2,000 mm per year (de ARAUJO; PIEDRA, 2009,
MAMEDE et al., 2012, CAMPOS et al., 2016). Figure 1 illustrates the water bodies of Ceara

state.

Figure 1 - Map of water bodies at Ceara state
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In this context, when looking into future perspectives and considering climate
change scenarios, evaporation rates tend to increase as air and water temperatures go higher
(DIJK; van VUUREN, 2009, LOWE ef al., 2009, BIGLARBEIGI et al., 2018, LIMA NETO,
2019, AZADI et al., 2021). Thus, water availability is expected to decrease especially in the
already vulnerable regions (KROL et al., 2011, EHSANI ef al., 2017). Historically, locations
that suffer with water scarcity and badly distributed rainfall events tend to store water in
reservoirs, which, as lentic environments, are susceptible to high evaporation rates and strong
water level oscillations (COSTA et al., 2021, WIEGAND et al., 2021, LIMANETO et al., 2022).
Further understanding of these patterns is necessary in order to strengthen water management
and enhance water availability for the population.

Different equipment exist to measure evaporation rates, e.g., class A pans and eddy
covariance devices, but they are often expensive to install and maintain and are not common in
most of the water systems (MORTON, 1994, ALTHOFF et al., 2019). Additionally, different
indirect methods are applied to estimate evaporation, e.g., Penman, Penman-Monteith,
Priestley-Taylor, etc., but the estimated values show a high discrepancy and the most accurate
ones require detailed meteorological information (WANG ef al., 2014, TANNY et al., 2008,
ALAZARD et al., 2015). These techniques are not capable of identifying the surface
distribution of evaporation rates, and understanding this variability along with averaged
evaporation patterns is a key factor in managing water resources (ZHAO; GAO, 2019,
RODRIGUES et al., 2021b).

On this basis, modeling approaches are a valuable tool to understand the surface
water loss distribution. These estimations usually require techniques based on satellite images
at low cost (LINACRE, 1977, ZHANG et al., 2017, ZHAO; GAO, 2019, RODRIGUES et al.,
2021a, GHAHREMAN; RAHIMZADEGAN, 2022). Among those techniques, the evaporation
model of Linacre (1977) shows advantage as the input data are restricted to air and dew point
temperatures, and it registers good accuracy in semiarid regions (BENZAGHTA et al., 2012,
RODRIGUES et al. 2021b). Remote sensing techniques provide information on the spatial
distribution of evaporation, but they may not be available for a continuous period due to the
interference of cloud cover on radars images, and they capture only the surface layer of water
bodies.

Another potential tool for understanding the complexities of the spatial distribution
of evaporation rates is tridimensional numerical modeling, although they are not often used for

this purpose. Such models are usually applied to lakes and reservoirs successfully reproducing
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their thermal structure and hydrodynamics (CHANUDET ez al., 2012, NAKHAEI et al., 2019,
DISSANAYAKE et al., 2019, AMORIM et al., 2021, PICCIONI ez al., 2021, PLEC et al., 2021),
which influence the evaporation patterns (ELHAKEEM et al., 2015, FRIEDRICH et al., 2018).
To the author’s knowledge, 3D hydrodynamic and water quality models have not yet been used
to model reservoirs located in the Brazilian semiarid region.

Evaporation losses can also be assessed by two dimensional vertical (2DV) models,
but they do not provide information on the reservoir surface variabilities (LEE ez al., 2018,
MESQUITA et al., 2020). In this context, 3D models are a tool that allows the study of both
spatial distribution of evaporation and how the vertical mixing patterns of the lake influence on
it. Additionally, those models can be used to investigate the impacts of different strategies for
reducing evaporation rates on the water bodies, such as lake surface coverages (MADY et al.,
2021, SHALABY et al., 2021), artificial aeration/destratification (HELFER et al., 2018, LIMA
NETO, 2019) and solar panels (PEREZ ef al., 2018, RODRIGUES ef al., 2020), as well as to
optimize their location.

Additionally, in order to fully understand the complexities of a water impoundment
and its patterns, the assessment of the hydrodynamics and thermal structure is central. Actually,
the stratification of the water column in a reservoir is a determinant factor for the dynamics of
water quality (CHUNG et al., 2014; YANG et al., 2018; SOARES et al., 2019; ZIAIE et al.,
2019; SHILEI et al., 2020; BARBOSA et al., 2021). It is caused by a temperature gradient
resulting in density differences between the surface and bottom layers.

With the aim to study and further understand the stratification process, there are
several numbers that estimate the stability of the water column based on its physical parameters
and the local meteorological characteristics, namely the Richardson’s number, Lake Number,
Wedderburn number, Schmidt Stability number, and also the Potential Energy Anomaly (PEA)
(SIMPSON et al., 1977; IMBERGER and HAMBLIN, 1982; KIRILIN and SHATWELL, 2016;
ZHAO et al., 2018; ISHIKAWA et al., 2021). Among those, PEA is a very useful index, as it
measures the required energy for the complete mixing of the water column (HOFMEISTER et
al., 2009). PEA is measured in unit of energy per unit of volume, and it gets higher with higher
density gradients. Thus, high PEA indicates a stable thermal stratification.

2 OBJECTIVES
2.1 Main objective

This study aims to assess the spatial distribution of evaporation rates in a semiarid
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reservoir by using both 3D modeling and remote sensing techniques along with its thermo and

hydrodynamic behavior.

2.2 Specific objectives
e C(Calibrate the hydrodynamic module of Delft3D for Pentecoste reservoir, in
the State of Cear4, Brazil, in order to reproduce its thermal structure;
e Evaluate the mixing patterns of the reservoir;
e Compare the average evaporation results from Delft3D and remote sensing;

e Analyze the spatial distribution of the evaporation rates in the reservoir.

3 THEORETICAL BACKGROUNDS

In fluid mechanics, reproducing the underlying processes of water impoundments
is very important on the context of understanding the environmental complexities. Figure 2
brings an overview of a reservoir’s simulation domain from the General Lake Model (Hipsey

etal., 2019).

Figure 2 - The General Lake Model representation of a reservoir’s simulation domain
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Source: adapted from Hipsey ef al. (2019)
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3.1 Conservation laws

With the increasing of water availability problems, the interest in understanding and
reproducing the environmental processes by researchers has grown. As a consequence,
equations were developed to reproduce the governing principles in fluid mechanics, including
the conservation laws for mass, momentum, and energy (KUNDU, 2016). The equations for
each of those principles are presented as follows, both in their integral and differential forms.

As described by Kundu (2016), Equation 1 shows the statement of conservation of

mass for an arbitrary moving control volume (see Figure 3).

Figure 3 - Geometry depiction of an arbitrary

moving control volume
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Where V(1) is the control volume, A*(t) is the surface of the control volume, p is

the water density, t is time, u is the local fluid velocity, b is the control surface velocity, and n

is the outward normal on A*(t).

Equation 2 is the differential form of Equation 1, and this relationship is known as

the continuity equation.
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The second term in Equation 2 is the divergence of the mass-density flux and can
be interpreted as the net loss at a point due to divergence of a flux, and it is also called transport
term (KUNDU, 2016).

In the same direction, Equation 3 presents the general integral statement of

momentum conservation for an arbitrarily moving control volume (KUNDU, 2016).

d
Efv*(t)p(x, Hu(x, t)dV + [ (P ) (u(x,t) — b) -ndA = [ (P ) gdV +

Jyo ey Fm,x, A 3)

Where pu is the momentum per unit volume of the flowing fluid, g is the body
force per unit mass acting on the fluid within V(t), f is the surface force per unit area acting on
A(t), and n is the outward normal on A(t).

The momentum conservation equation for Newtonian fluids, that are fluids that
follow the simplest possible linear constitutive equation, is described by Equation 4. This is the

Navier-Stokes momentum equation (KUNDU, 2016).

Sl SR A W I Y i il —2,\%m s
P ( e T 6xl-) T ox; tpgit ax; [” (axi + ax,-) + (“" 3”) 0xm 6”] )

Where p is the thermodynamic pressure, p, is the coefficient of bulk viscosity, u
is the viscosity, and 6;; is the second-order isotropic sensor Kronecker delta &6;; =
{1 ifi= j}

Oifi#j)

The viscosities u and p, for Equation 4 depend on the thermodynamic state, and
the viscosity u displays a strong dependence on temperature. For liquids, u decreases with
an increase in temperature (KUNDU, 2016).

Consequently, by analyzing both the equations of conservation of mass and
momentum, there are five dependent variables that, combined with adequate boundary
conditions, issue a complete description of fluid dynamics when p is a known constant or is a

known relationship with p. When the latter relationship also includes the temperature, the



22

thermal energy of the fluid has to be considered and then a third equation representing
conservation of energy is needed (KUNDU, 2016). Equation 5 shows the integral form of the

conservation of energy for an arbitrarily moving control volume.

d 1 p — . .
L e (e+iml?)av+ [, (pe+2ul) (@—b) -ndA = [, pg-udV+[.. f
udA —f*(t)q-ndA (5)

Where e is the thermal energy of the fluid, and q is the heat flux vector.
The differential form of Equation 5 is obtained by collecting all terms under the

same volume integration, and the result is expressed as Equation 6.

De Dv 1 10q;
— =P+ TS ———=
Dt Dt p p Ox;

(6)

Where 7;; is the fluid-dynamic stress, and S;; is the strain rate tensor §;; =
1 6ul~ ou j

In Equation 6, the first two terms on the right are the pressure and viscous work
while the final term represents heat transfer from the fluid particle. As stated in Kundu (2016),
the viscous term is the kinetic energy dissipation rate per unit mass &, and it represents the

irreversible conversion of mechanical energy to thermal energy through the action of viscosity.

Additionally, € is essential for the physics of turbulent flow and its description.
3.2 Heat balance and water balance

When analyzing reservoirs, there are three main disturbing influences that impact
lake’s thermodynamic and, as a consequence, water balance. The first influence is the
meteorological forcing that will determine the energy transfers in the air-water interface, and
they may consist of thermal exchanges due to radiation, sensible heat transfer and evaporation,
or mechanical energy transfer due to wind. Second, the inflows may transmit kinetic and
potential energy to the water column. Finally, the third is the outflow, which may alter the
kinetic energy of the lake (FISCHER, 1979). Figure 4 shows a schematic representation of

possible mixing mechanisms acting in lakes or reservoirs.
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Figure 4 - Heat exchange in lakes and reservoirs
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The high variability and usually low quality of meteorological data complicate the
estimation of thermal transfer of heat by evaporation, radiation, and conduction (FISCHER,
1979). The sensible heat transfer Hs (heat flux due to conduction) and the loss of heat due to

evaporation Hr may be written as given by Equations 7 and 8 (FISCHER, 1979).

Hs = CspsCpU(To — T) (7

H, = CpaLlwU(Qo — Q) (8)

Where Cs and Cj, are the coefficients incorporating all the variability induced by
other influences, Cp is the specific heat of air, T, the water surface temperature, T the
temperature at 10 m, Ly, the latent heat of evaporation, Q, the saturation specific humidity
at Ty, and Q the specific humidity at 10 m.

Thus, the heat exchange between the atmosphere and the water column is given in

Equation 9 (NINO; TAMBURRINO, 2004).
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Hn=H5w+HH_HB_HL_Hs (9)

Where H,, is the heat flux from the atmosphere to the water body per unit area,
Hy,, isthe heat flux due to short wave radiation from the sun, Hy is the heat flux from clouds
and atmosphere in general, and Hp is the heat flux due to black-body radiation from the free
surface.

Figure 5 illustrates the heat exchanges on the water surface of a reservoir.

Figure 5 - Components of the surface heat exchange
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Source: Chapra (1997).

Hence, by following the idea of the conservation laws, the variability of a lake’s
volume with time may be estimated by a water balance of the reservoir given the known
processes of water intakes and losses. The water balance of a reservoir can be written as

Equation 10 (CHAPRA, 1997), which is an extension of Equation 2.
av
S =—=0Qin —CQour + G+ PAs—EA; (10)
Where S is the storage [m® d'], V is the volume [m?], tis time [d], Q, is the inflow

[m? d'], Quyeis the outflow [m? d'], G is the groundwater flow [m? d!], P is precipitation [m

d'], E is evaporation [m d™'], and Ag is the surface area [m?].
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In addition, in order to represent the thermal stratification of the water column, the
heat transfer through advection and diffusion in a turbulent flow needs to be represented. The
governing equation for this process is given after the description of turbulent flows, as those

principles are used in the general form of the advection-diffusion transport equation.

3.3 Mechanical energy transfer due to wind

Wind forcing directly influences the mixing patterns of a water body, as it exerts a
drag force on the lake surface. The stress in the water surface is dependent on the wind strength,
the stability of the meteorological boundary layer over the surface, the variability of the wind
speed, and the length of fetch, as well as the degree of wave development and the amount of
wave energy dissipation at the shores of the lake (FISCHER, 1979). The formula of the stress

exerted by the wind on the water surface is given by Equation 11 following Fischer (1979).

T = CppyU? (11)

Where Cp is the drag coefficient, p, is the air density, and U is the wind speed at
10 meters above the water surface. The drag coefficient ranges from 1.0 x 107 to 1.5 x 1073

(FISCHER, 1979).

3.4 Computational fluid dynamics (CFD)

Together, conservation principles, constitutive assumptions for viscous forces and
heat conduction should make it possible to reproduce fluid motions in all circumstances. Even
though theoretically true, analytical solutions exist only for very simple cases (KUNDU, 2016).
In this sense, computational fluid dynamics (CFD) are defined by Kundu as the search of
numerical solutions for the Navier-Stokes equations in two or three dimensions. Figure 6 brings
the approximation of a flow field on a discrete grid, which is the base mesh of computational

models as they solve the conservation equations for each control volume.
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Figure 6 - Approximation of a flow field on a discrete grid
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There are different methods for approximating flow fields. Kundu (2016) brings
two approaches of finite volume and finite difference as the main ones. In the finite difference
method, the equations are calculated for each grid point, while for the finite volume approach
the principles of conservation are applied in each control volume, that would be the center of

the cells in Figure 6 (KUNDU, 2016).

3.4.1 Turbulent flow

In practice, nearly all flows in the natural world and in engineering practice are
turbulent. A turbulent fluid velocity field conserves mass, momentum, and energy, which is why
it is not the same as randomness (KUNDU, 2016). Turbulence involves fluctuations that are
unpredictable in detail, and it has a few generic characteristics, named fluctuations, nonlinearity,
vorticity, dissipation, and diffusivity. Kundu (2016, p. 605) gives a simple definition of
turbulence as “a dissipative flow state characterized by nonlinear fluctuating three-dimensional
vorticity”.

Moreover, an important definition regarding turbulence are the eddies, which are
identifiable structures in a turbulent flow, as they always have a range of eddy sizes. Figure 7
brings a typical large eddy of size I, while § is the average layer thickness. In most turbulent
flows the size of the largest eddies is comparable to the overall layer thickness (KUNDU, 2016).
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Figure 7 - Turbulent flow scheme illustrating large eddy

instantaneous interface

Source: Kundu (2016).

In a turbulent flow, there is always a spectrum of eddy sizes as the large ones
continuously break down onto smaller ones. Eventually, the viscosity of the flow takes over as
the eddies become small enough, so the energy is converted into heat and called dissipation.
The length scale of the eddies in which turbulent energy is converted to heat is called the
Kolmogorov scale Lk, that depends on the rate of dissipation and on the viscosity (CHAPRA,
1997).

In the following, Osborne Reynolds developed a dimensionless number to describe
whether a flow is turbulent or not, lately named the Reynolds number. In fact, one of the main
contributions of Reynolds to describing turbulent flows was when he separated turbulent flow-
dependent variables into mean and fluctuating components, bringing the concept of turbulent
stress, which is known as the Reynolds decomposition (KUNDU, 2016). By doing that, a closure
problem arises, as it doubles the number of dependent variables and no analytical solution for
the equations exist. When applying the Reynolds averaging into the Navier-Stokes equations,
they become the commonly known RANS equations, that have, as a primarily problem, more
unknowns than equations.

Furthermore, for assessing the closure problem there many approaches, among
which Kundu (2016) brings the most popular RANS closure modeling, direct numerical
simulations (DNS), and large-eddy simulation (LES). Thus, the more widely applied method is
the RANS closure model k-&, which is briefly described in the following section.



28

3.4.2 Closure model k-<

As stated by Kundu (2016), the main purpose of a turbulent-mean-flow closure

model is to relate the Reynolds stress correlations () to the mean-velocity field (U;). The
closure model k-& has turbulence kinetics energy and diffusivity variables in order to provide
the vertical turbulent diffusion coefficients necessary to represent vertical diffusive mass
transport (JI, 2008).

The relationship between the Reynolds stress correlations to the mean-velocity field
are described by semi-empirical theories, which are based on developing an analogy between
molecular-motion-based laminar momentum and scalar transport, and eddy-motion-based
momentum and scalar transport. Those models typically have an eddy viscosity v; and eddy
diffusivities k; and k,,; for the equations. In fact, vy, kr, and k,,r are properties of the

flow, not the fluid, and this transport-flow relationship must be modeled (KUNDU, 2016).
3.4.3 The turbulent advective diffusion equation

The Fick’s law gives an expression for the flux of mass due to the process of
diffusion, but there is still the need for an equation that predicts the change in concentration of
the diffusing heat over time (CHAPRA, 1997). Then, in order to develop this equation for
turbulent flows, the Reynolds decomposition is used for the advective and diffusion terms. The

final form of the turbulent advective diffusion equation of heat is expressed as Equation 12.

oT oT oT oT d oT 2 oT 2 oT
a”a”aJrWa—a(Dtxa)+£(Dty£)+£(9tzz) (12)

Where T is temperature, u,v,w are the velocities in the X, y, z directions,

respectively, and Dy, Dty, D, are the turbulent diffusion coefficients in the X, y, z directions,

respectively. The turbulent diffusion coefficient is usually much greater than its molecular

component, therefore the latter is neglected.
3.5 Hydrodynamic modeling

In order to study the hydrodynamics of a reservoir, different numerical and

multidimensional models are available (SOARES; CALIJURI, 2021; MAN et al., 2021; POLLI;



29

BLENINGER, 2019; VINCON-LEITE; CASENAVE, 2019). These models can be
unidimensional, bidimensional, and tridimensional.

With 1-D models, it is possible to analyze the vertical processes of a point in the
reservoir, and they are usually applied for larger-scale studies, i.e. long periods or many
reservoirs (BRUCE ef al., 2018; SOARES et al., 2020). Despite its simplicity, they are often
applied to model water quality. Wang et al. (2009) assessed the impact of hydrodynamics
processes in the algal proliferation by applying the 1-D simplification and obtained satisfactory
validation. Also, other studies coupled 1-D configurations with models of phosphorus and
sediment transport (HUANG ef al., 2015a, b). Moreover, some examples of the mentioned
approach are the General Lake Model (GLM) and the Dynamics Reservoir Simulation Model
(DYRESM). Figure 8 gives the schematic of mixing processes using GLM (HIPSEY et al.,
2019).

Figure 8 - Schematic of mixing processes using GLM
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On the other hand, 2-D models allow the simulation of a plane in the reservoir,
making it possible to simulate horizontal and vertical transport processes, although needing
more computational effort than the first one (ISHIKAWA et al., 2021). Among those, the
hydrodynamic and water quality model CE-QUAL-W2 is an example of a vertical 2-D
approach (ROCHA et al., 2020, MESQUITA et al., 2020), while the Basic Environmental
Hydrodynamic System (SisBaHiA, in portuguese Sistema Base de Hidrodindmica Ambiental)
represents horizontal 2-D model (DE FRANCA et al., 2021, PALMAN et al., 2021). Figure 9
gives an example of a bidimensional grid representation (ROCHA, 2019).
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Figure 9 - Example of a bidimensional grid representation using CE-

QUAL-W2

Source: ROCHA (2019)

Finally, 3-D models represent all three dimensions of a water body, but the
computational effort is high, with simulations usually taking days to finish (GOLYJESWSKI,
2020; POLLI; BLENINGER, 2019). Examples of 3-D models are Delft3D, Estuary, Lake and
Coastal Ocean Model (ELCOM) and Environmental Fluid Dynamics Code (EFDC), the latter
can be applied in the preferred dimensionality. Among the available 3D models, Delft3D is a
free source software widely applied in multiple water systems, e.g. estuaries, ponds, reservoirs,
and rivers (MOLINAS et al., 2020, POLLI; BLENINGER 2019, OUNI ez al., 2020, REY et al.,
2021, SHARATF et al., 2021, XU et al. 2021). Figure 10 gives an example of outputs from
tridimensional models (REY ez al., 2021). Thus, Delft3D was chosen for this research knowing
it allows the analysis of the spatial distributions of modeled variables, such as water temperature,

evaporation rates, velocity, and others, and it will be further descripted in the following section.
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Figure 10 - Example of a 3-D model output, here different scenarios

of modeled velocities at the surface are given
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3.5.1 Delft3D hydrodynamic model

Delft3D is suitable for reproducing environmental processes of surface waters, and

it is based on the Reynolds Averaged Navier-Stokes equations (DELTARES, 2020).

3.5.1.1 Governing equations

The system of equations in Delft3D consists of the continuity equation (mass
balance), momentum equation, and transport equation (DELTARES, 2020). Equation 13
describes the continuity equation and Equation 14 gives the contribution per area due to

discharge or withdrawal.

ag 9 ¢ 9 ¢ _
E+af_dudz+af_dvd2—0 (13)
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Where ¢ is the difference from the water level to the reference, and d is the depth.

Q=H [’ (qin — Qour)do + P — E (14)

Where gq;, and q,,; are local sinks and sources of water per unit of volume, P is
precipitation and E is evaporation.

When applying the z-model in order to capture non-hydrostatic flow, the set of
equations presented below is used. For small density differences, the RANS equation may be

written as (Deltares, 2020):

oup Oy 1 0P 10Ty .y
ot + u; 3%, + 203X Po an + SinZquk = p096i3 (15)
Where 6;; is the Kronecker delta, ;) is the permutation symbol, (); is the

planetary vorticity and 7;; are the turbulent stresses. The pressure p can be split into a

hydrostatic (pgz) and hydrodynamic (q) part:

¢
P = Daem + 9 [ pdz' + q (16)

Using Equation 16 the momentum equations in the X, y, and z-direction are given

by Equations 17, 18, and 19, respectively:

ou 1 0 (¢ ’ 10q

v 1 0 ¢ ’ 10q

E'i‘gafz pgdZ +EE—RHSJ, (18)
ow 10q

E+p_0£_ RHS, (19)

Where the term RHS; contains the acceleration due to advection, turbulent stresses

and Coriolis effect.
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Regarding the turbulence closure model, Delft3D allows the user to choose among
a constant one, an algebraic one, k-¢ or k-L. For the k-¢, transport equations must be solved for
both the turbulent kinetic energy k and for the energy dissipation €. The mixing length L is
determined from k and & according to Equation 20 (DELTARES, 2020).

L=cp,— (20)

Where ¢ is a constant.
Two assumptions are made in the transport equations: the production, buoyancy,
and dissipation terms are the dominating terms, as stated by Deltares (2020). The transport

equations for k and & are given by Equations 21 and 22, respectively.

ok u 0k v 0k w 0k 1 a ok

set Tt t T T artoe = wrgras (Pisg) * Pt Pyt B @D
de u Ode v O w 0 1 d ds g2

ot T Jaat T Jargon e = ras (Dese) TPt Py + Be—cac (22)

With D, = Zmet 4 2 apd D, = =2,

9mol Ok O¢
Where v, is the vertical eddy viscosity, P, and P, are production terms, Py, is
the turbulent energy production due to wave action, P, is the energy dissipation due to waves,
By is the buoyancy term, B, is the buoyancy flux, and c,, is a calibration constant of the

model equal to 1.92.

3.5.1.2 Heat balance

The heat exchange module of Delf3D at the free surface is estimated by taking into
account separate effects of solar (short wave) and atmospheric (long wave) radiation, and the
heat loss due to back radiation, evaporation and convection (DELTARES, 2020). The
governing formulation is presented below. Equation 23 shows the total heat flux through the

free surface.

Qtot = Usn + Qan — Qpr — Qev — Qco (23)
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Where Q,,, is the net incident solar radiation (short wave), Q,, is the net incident
atmospheric radiation (long wave), Qp, is the back radiation (long wave), Q,, is the
evaporative heat flux (latent heat), and Q.. is the convective heat flux (sensible heat).

Equation 24 shows the change in temperature in the top layer Ty [°C].

9Ts _ _ Qtot
at PwCplzs

(24)
Where Q. is the total heat flux through the air-water surface [J] m~2s], p,, is the
specific density of water [kg m™3], ¢, is the specific heat capacity of sea water [= 3,930 J
kg K], and Az, is the thickness of the top layer [m].
In Figure 11 the heat exchange mechanisms at the surface of the reservoir can be

Seci.

Figure 11 - Scheme of the heat exchange
mechanism at the surface
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3.5.1.3 Heat flux model
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When including temperature process, the user can specify how the heat exchange
through the free surface is modelled. There are six different options available: no flux, absolute
flux (total solar radiation), absolute flux (net solar radiation), excess temperature, Murakami,
and Ocean. Detailed information on each model can be found in the Delft3D-FLOW User
Manual (DELTARES, 2020). The Ocean heat flux model will be further described, as it is the
most complete heat flux model offered by Delft3D-FLOW, and it is used in reservoir studies
(ELHAKEEM et al., 2015, PLEC et al., 2021, SHARAF et al., 2021).

For the Ocean heat flux model not all the radiation is absorbed at the water surface,
some of it is transmitted to the deeper water. Thus, the incoming solar radiation is separated
into the longer wave portion, which is absorbed at the surface, and the reminder part that goes

to the deeper water. Equation 25 shows the absorption of heat in the water.

Qen(h) = L2 (1 = B)Qun (25)

1—-e

Where B is part of Q, absorbed at the water surface which is a function of the

1.7

wavelength, y is the extinction coefficient in m™'related to the Secchi-depth y = , h is

Secchi

the distance to the water surface [m], and H is the total water depth.

In the Ocean heat flux model, the solar radiation flux is computed dependent on the
geographical position and the local time. The incoming energy flux at the water surface depends
on the angle between the incoming radiation and the Earth’s surface (DELTARES, 2020).
Furthermore, a part of the radiation that reaches the water surface is reflected, and the fraction
reflected (surface albedo) is dependent on latitude and season. The surface albedo is considered

constant and equal to 0.06.

3.5.1.4 Evaporative heat flux for the Ocean model

The evaporation depends on the conditions both in the water near the surface and
the air above it. This type of water loss is strongly related to meteorological factors, especially
wind-driven convection, and vapor pressures (DELTARES, 2020). The equations regarding the
description of this process are presented below:

The evaporative heat flux Q,,, is defined in Equation 26.
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Qev = L,E (26)

Where L, is the latent heat of vaporization in J/kg water L, = 2.5-10° — 2.3 -
103T,, T, is the water surface temperature, and E is defined as the mass of water evaporated
per unit area per unit time.

Equation 27 shows some form of the Dalton’s law of mass transfer used to estimate

E= f(Ulo)(es - ea) @7

Where U, is the wind velocity measured at 10 m from the water surface, e, is the
saturated vapor pressure, and e,is the actual vapor pressure.
For the Ocean heat flux method, the vapor pressures are computed as described by

Equations 28 and 29.

0.7859+0.03477Ts

e, = 10 1orooomaTs (28)

0.7859+0.03477T¢
e, = Thumlo 1.040.00412T g (29)

Where 13,,,,, 1s the relative humidity [-], and T, is the air temperature.

In the Ocean heat flux model, the evaporation rate is computed from the difference
in relative humidity, rather than from the difference in vapor pressure. The contribution to the
evaporative heat flux (Q.,) is split in a contribution by forced convection (Qep forcea) and a
contribution by free convection (Q¢y, free)> as given by Equation 30. The first is driven by the
wind, while the second is driven by buoyant forces due to density differences creating unstable
conditions in the atmospheric boundary layer. The effective back radiation and the heat losses

due to evaporation and convection are computed by the model (DELTARES, 2020).

Qev = Qev,forced + Qev,free (30)

Therefore, the latent heat flux due to forced convection is expressed as Equation

31.
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Qev,forced = LVpaf(Ulo){qs(Ts) —(qq (Ta)} (31)

With g, and q, the specific humidity of respectively saturated air and remote air

(10 meters above water level), as described in Equations 32 and 33.

0.62¢;
4s(T)) = ;22— (32)
0.62e,
9.(Ta) = P oate, (33)
The wind function from Equation 27 is given by Equation 34.
fU10) = c.Us (34)

Where ¢, is the Dalton number, a calibration parameter.

In the following, loss of heat due to evaporation also occurs by free convection,
which is important in circumstances where inverse temperature/density gradients are present
and wind speeds are almost negligible so that the amount of force convection is small (Deltares,

2020). The latent heat flux due to free convection is expressed as Equation 35.

Qev,free = ksLVm(qs - qa) (35)

__ PaotPaio

With the average air density p, = 2

The heat transfer coefficient is defined as Equation 36.

0 if Pa1o — Pao <0

ks = (36)

2 1/3
ga .
Cr.conv {ﬁ (palo - Pao)} lf Pa1o — Pao = 0

Where the coefficient of free convection ¢y, con, Was calibrated as 0.14 (Deltares,
2020), the viscosity of air v, is assumed 16.0 x 10° m?/s, and the molecular diffusivity of air
aisa= v“ir/ o With o = 0.7 the Prandtl number.

The saturated air density p,, is expressed as Equation 37 and the remote air density

Paio 18 given by Equation 38.
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Where R, is the gas constant for dry air (287.05 J/kg K) and R,,, is the gas
constant for water vapor (461.495 J/kg K).
In addition, there is also the convective heat flux, which is split in two parts as the

evaporative heat flux: a contribution by forced convection (Qco forceq) and a contribution by

free convection (Qco,free ), as expressed in Equation 39 (Deltares, 2020).

Qco = Qco,forced + Qco,free (39)

The sensible heat flux due to forced convection is given by Equation 40.

Qco,forced = pacpg(UIO)(Ts - Ta) (40)

Where ¢, is the specific heat of air, considered to be 1,004.0 J/(Kg K). The wind-

speed function g(U;o) is expressed as Equation 41.

g(Uyp) = cylUyg (41)

Where ¢y is the Stanton number, a calibration parameter.

Equation 42 describes the heat transfer for free convection.

Qco,free = ksmcp (Ts - Ta) (42)

3.5.1.5 Transport equation

The transport equation formulated in a conservative form in Cartesian co-ordinates

is given by Equation 43 (Deltares, 2020).
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a(AZ;”t'""‘C) + AxlAy {6x (ucAyAzm,n,k) + 0, (chxAzmyn,k)} + W mnk — W mni-—1 =

1 dc dc dc dc
e {ax [DHAyAzm_n_k a] +2, [DHAxAzm,n,k 5]} + [DV o - [DV 7
AdAZm,n,kC + S (43)

Where ¢ is the matter or heat, 1; represents the first order decay process and S the
source and sink terms per unit area. Ax and Ay are the grid spaces in the physical space. Dy

is the horizontal diffusion coefficient, and Dy, is the vertical diffusion coefficient.

3.5.1.6 Drying and flooding criteria

Correctly reproducing the covering or uncovering of water level oscillations is an
important feature of numerical flow models. When studying reservoirs that experience high
water level variabilities, reproducing this oscillatory pattern is similar to those tidal movements,
even though the temporal scale differs considerably. In order to represent this water level
variabilities, numerical models remove or add grid cells based on drying criteria or on rising of
the water.

For Delft3D, based on the value of the wetting threshold a drying one is settled, so
changes of state in two consecutive time steps are avoided. Therefore, the user may specify the

retention volume, which is the thickness of the water layer of a dry cell (Deltares, 2020).

3.6 Remote sensing evaporation model

Another tool available for evaporation analysis, aside from multidimensional
models, are the techniques based on radar imaging (LINACRE, 1977, ZHANG et al., 2017,
ZHAO; GAO, 2019, RODRIGUES et al., 2021a, GHAHREMAN; RAHIMZADEGAN, 2022).
Multiple techniques are available, among those the Linacre (1977) model outstands as it can be
used in a wide variety of climates to estimate evaporation and requires only two parameters:
average air temperature (T) and dew point (T;) (Equation 44). The T, is obtained according
to the relationship between air temperature and relative humidity, the second can be taken from
the nearest weather station. According to Benzaghta ef al. (2012), the Linacre equation (1977)

tends to present better accuracy under semiarid conditions.
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T
Kl*TTfA+K3*(T—Td)

E = (44)

(K4=T)

In Equation 36, Tm =T + 0.006*h, h is the altitude (m), A is the latitude in degrees,
and K;, K,, K3 and K, are parameters calibrated by Linacre (1977), their values being 700,
100, 15 and 80, respectively.

3.7 Stratification

Another fundamental process in reservoirs is the stratification of the water column
as a result of temperature differences between surface and bottom layers. This process can be
assessed by estimating the Potential Energy Anomaly (PEA) as described in Simpson ef al.,
(1977). Overall, the power of analyzing PEA is that it can be applied both for outputs from
multidimensional models and to measured data (DE BOER et al., 2008). The formulation used
to estimate PEA is given in Equation 45. When PEA is a positive value, it indicates a stable
stratification with the scalar representing the amount of energy per unit volume necessary to
fully mix the water column, while a zero value means that the water column is fully mixed and
negative values represent unstable stratification (HOFMEISTER et al., 2009), although the

latter is not common in nature.

¢ =" (5—p)gzdz (45)

Where ¢ is the potential energy anomaly, p is the vertical density profile over the
water column of depth H, given by H = n + h, n the free surface, h the location of bed, p the

depth averaged density, z the vertical co-ordinate and g the gravitation acceleration.

4 MATERIALS AND METHODS
4.1 Study site

The study site of this work is Pentecoste reservoir (-39.3 °W -3.8 °S, weir crest
elevation: 62 m), located in the Northeast region of Brazil in a semiarid climate

(HASTENRATH, 2012), given by Figures 12 and 13.
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This reservoir was selected because it has measurements of water level and
temperature profiles available for calibration, along with a consistent bathymetry made by the
Water Resources Management Company of Ceara State (COGERH). The field campaigns were
made by COGERH using a YSI multiparameter probe between June 2012 and February 2013
every two weeks in the morning period, resulting in 18 days of dissolved oxygen, pH, salinity,
total dissolved solids, water temperature, and Secchi depth measurement. No nictemeral
campaigns were performed. Secchi depth ranged from 0.5 to 1.0 between 2012 and 2013. Water
level and outflow measurements are available daily, and COGERH also performs sampling for
water quality analysis every three months since 2008. Figure 14 brings all data of Total
Phosphorus and Chlorophyll a concentration available for Pentecoste reservoir. The lake
remains with high nutrient concentration with an increase in those measurements after 2012,

which is the first year of an extended drought in this region (PONTES FILHO et al., 2020).

Figure 14 - Total Phosphorus and Chlorophyll a concentration at Pentecoste reservoir
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Regarding nutrient inlet from the surrounding environment, the catchment area of
Pentecoste reservoir covers five different municipalities, namely Pentecoste (37,900 pop),
Canindé (77,244 pop), Caridade (22,782 pop), Paramoti (12,252 pop), and Apuiarés (14,672
pop), which register livestock and farming non-industrial activities (IBGE, 2020). Most of the
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region is not covered by sewage systems (SNIS, 2020), therefore rivers and lakes receive this
untreated inflow.. Different studies are developed in order to understand the inlet characteristics
of reservoirs in Ceara state, along with modeling of water quality based on both measurement
and hydrodynamics information such as residence time (LIMA NETO ef al., 2022, ROCHA;
LIMA NETO, 2021, 2022a,b).

Pentecoste reservoir is approximately 80 km west of the capital of Ceara State,
Fortaleza, and it has multiple uses. Figure 15 shows the location of the study site. This reservoir
has a maximum capacity of 360 hm?3, a surface area of 46.64 km?, maximum depth of 19.8 m,
a mean depth of 6.5 m, and a catchment area of 3,090 km?2. Figure 16 gives a local description
with elevation data, catchment area, and the nearest meteorological station from which data was

collected. The area-volume-elevation curves are expressed as Figure 17.

Figure 15 - Study site scheme
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Figure 16 - Catchment area of Pentecoste reservoir and local elevation
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In addition, the integrated (zero dimensional) residence time of Pentecoste is
approximately 13 months, and it has two main branches that come from intermittent rivers,
named Canindé and Salgado, respectively West and East tributaries. In this region, the rainfall
is typically concentrated between February and May (wet season), and the mean annual
precipitation is of 820 mm. The mean air temperature is 27°C. Additionally, the wind speed,
air temperature, rainfall, net radiation, inflow and outflow time series of the region are given
by Figure 18. The 30-day moving average was plotted in order to elucidate seasonality. Figure
19 brings the wind rose from the nearest meteorological station, while Figure 20 gives the

evaporation from a class A pan located in Fortaleza (80km from the reservoir).

Figure 18 - Meteorological conditions
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Figure 19 - Wind rose from the nearest meteorological station
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Figure 20 - Class A pan evaporation rate from the meteorological station of Fortaleza (80

km from Pentecoste reservoir)
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4.2 Delft3D description

Delft3D-FLOW (DELTARES, 2020) is a hydrodynamic model that can simulate bi
and tridimensional unsteady flow or transport phenomena. It is suitable for flows with
horizontal length and time scales much larger than vertical scales (DELTARES, 2020), and it
is largely applied to lakes and reservoirs (DISSANAYAKE et al., 2019, OUNI et al., 2020,
AMORIM et al., 2021, PICCIONI et al., 2021, PLEC et al., 2021, SHARAF et al., 2021). The
numerical hydrodynamic modeling system solves the unsteady equations in two or three
dimensions derived from the Reynolds Averaged Navier-Stokes equations for incompressible
free surface flow. The vertical heat transport is a function of the depth and is calculated by

taking into account the penetration of the short-wave radiation through the water column.

4.3 Delft3D model configuration

First, the simulation period was defined based on the availability of field
measurement, warming phase, and amount of time needed for each run. This period begins in
January 2011, which is one and a half year before the first campaign, and finishes in July 2013.
Then, the reservoir’s 2D mesh was created using a curvilinear grid (Figure 21), resulting in 184
points in M direction and 120 points in N direction with a uniform configuration. The Z model
was chosen for the study as it is adequate for weakly forced stratified water systems
(DELTARES, 2020). A maximum of 19 layers was set up with vertical layers with
approximately 1 meter, and the difference between the expected and modeled volumes was of
2%.

Numerical stability was reached with a timestep of 1.5 min. The initial conditions
were set up as uniform according to the measurement of water level in the first simulation day,
and to the mean air temperature of the simulation period for water temperature. Salinity was set
to the mean of the available measurements. Bottom roughness was computed using Chézy’s
formulation with the default coefficient value of 65 m!?s?! (Deltares, 2020). Background
vertical viscosity and diffusivity were set to zero, so the model computes the values from the
turbulence model (Deltares, 2020). The background horizontal viscosity and diffusivity were
set to 1 m%s! and 2 m?s}, respectively, in order to achieve a turbulent Schmidt number of 0.5,
knowing this is in the expected range for water (LIN; SHIONO, 1995, TOMINAGA;
STATHOPOULOS, 2007, GUALTIERI et al., 2017) and that those are computed values by
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Delft3D. The k-g closure model was used to compute turbulent eddy viscosity and diffusivity.
Also, the default threshold value for the drying and flooding criteria of 0.1m was used.

As for the heat fluxes, the Ocean model was chosen and it requires as input the time
series for relative humidity [-], air temperature [°C], cloud coverage [-], and solar radiation [W
m™]. Secchi depth was set as the mean value of the measurements. Dalton and Stanton numbers

are calibration parameters.

Figure 21 - 3D model setup
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4.4 Delft3D processing time and post-processing tools

Regarding processing time, each model run took 1 day and 15 hours to finish, using
a computer with an Intel(R) Core (TM) i5-8265U CPU @ 1.60 GHz processor with 8GB of
RAM in a 64-bit operational system. The relation between simulation period and processing
time is approximately 580, meaning one day of processing is needed to run 580 days of

simulation. It was necessary to run the model around 35 times in order to achieve acceptable
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results. The post-processing of data was made using both Quickplot from Delft3D and a routine

in Python.

4.5 Delft3D Input data

The meteorological forcing for this study comes from an automated meteorological
station located 52 km from the study area and operated by the National Meteorological Institute
(INMET). The data consisted of hourly time series of wind speed [m s!], wind direction [°],
relative humidity [-], air temperature [°C], and solar radiation [W m2]Cloud cover is already
accounted in the solar radiation time series, so it was set to zero. Solar radiation data was
increased by 15% in order to correctly calibrate the water budget. Data gaps were less than 1%
for all the variables and they were filled with mean values of each forcing. The inflow
temperature was estimated as the mean air temperature of the region (27.4 °C).

The Water Resources Management Company of Ceara State (COGERH) daily
gathers and processes data for estimating the reservoir’s inflow by the water budget equation.
In addition to that, as the inflow for the reservoir comes from two main rivers, it is necessary
to make an estimation of how much of the total inflow enters the lake from each branch. For
that, a weighting using rainfall and catchment area was developed (Equation 44). Each tributary
was implemented in Delft3D as a single discharge. The rainfall was estimated by the Thiessen
Method using a R routine, and the gaps were filled using linear regression. The rain gauges with
over 5% of gaps were excluded from the analysis. Knowing that the study site is located in a
semiarid region where in the majority of days no rainfall is noted, the weigh was developed

monthly.

Acatchment_i 'Pcatchment_i
Qriver_i = Qtotal ' ( Arorar Protal (44)
ota ota

Where Qriper ; is the inflow from the analysed river [m? s], Qotq; is the total
inflow [m® s™'], Acaechmene i 1S the catchment area of the analysed river [km*], Peaicnment i 1S
the precipitation of the analysed catchment area [mm], Asy¢q; 1S the total catchment area of
Pentecoste reservoir [km?®], and P;.:,; is the precipitation of the total catchment area of

Pentecoste reservoir.
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4.6 Accuracy evaluation for Delft3D

Calibration was performed manually with the performance of the model verified
with field data of water level and temperature profiles, when available. Water level
measurements were available daily for all the simulation period, without gaps. As for
temperature profiles, eighteen field campaigns were made every two weeks between June 2012
and February 2013, with measurements at each 0.5 m.

Multiple goodness of fit methods were used to compare modeled and measured
data: root mean square error (RMSE), mean square error (MAE), normalized mean square error
(NMAE), and coefficient of determination (r2), respectively Equations 45, 46, 47 and 48.
Knowing that the aim of the study is to understand the hydrodynamics’ processes and to
compare the evaporation results for the simulation period, along with the limited days of

temperature profiles measurements, all the measured data was used for calibration.

RMSE = J%Z?zl(xi—a’c\l)z (45)

MAE = w (46)

NMAE = 2= 1|(xl-—aa>/aa| 47)
[z - Gl xl)]

2 (48)

Z l
n 1
H xiZ l l l —

Where x; is the predicted value, X, is the measured value, and n is the number of
observations.

Furthermore, the evaporation rates modelled by Delft3D and the evaporation model
of Linacre (1977) were compared by relative deviation, as the evaluation is made for averaged

evaporation rates in each of the analyzed days.
4.7 Evaporation model of Linacre (1977)

For the estimation of evaporation by the Linacre (1977) model, altitude data was
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obtained by using the Shuttle Radar Topography Mission (SRTM). In order to apply the
evaporation model, air temperature calculations were divided into two stages, i) calculation of
the surface temperature (AVDAN; JOVANOVSKA, 2016; MALARET et al., 1985) and later
of the ii) air temperature (DUGDALE et al., 2017).

The algorithm of Malaret ez al. (1985) was used for the Landsat 5, while the one
developed by Avdan and Jovanovska (2016) was employed for Landsat 8. Both algorithms
estimate the surface temperature, but Linacre (1977) requires air temperature as one of the input
data. According to Dugdale ef al. (2017), air temperature (T) can be assumed to be 20% higher

than water temperature in equatorial regions, and this recommendation was adopted.

4.8 Comparison of evaporation models of Delft3D and Linacre (1977)

The evaporation model of Linacre (1977) uses satellite images taken at 12:30 pm,
while the Delft3D has an output at each 2 hours, therefore the results were obtained for 12:00
pm. For this study three days in the simulation period are available for comparison, those being
April 7%, 2011, May 30, 2013, and July 1%, 2013.

Based on this, the evaluation was made both for the averaged evaporation losses
and for the spatial distribution of evaporation rates for those days. For proceeding with the daily
averaged evaporation rate comparison between the models, it is necessary to calculate the mean
value of the evaporation rates estimated for each model cell when analyzing the Delft3D output,

and for each pixel value regarding the remote sensing result.
4.9 Estimation of Potential Energy Anomaly

The potential energy anomaly (PEA) of the water column was calculated for the
point in which the field measurements were performed, in order to compare the results from
modeling with the ones from the measurements. A discrete formulation of Equation 43 was
applied, with the water density as an output of Delft3D and being estimated from temperature
for the measurements, the latter following Dingjman (2015), Equation 49.

p = 1,000 — 0.019549 - |T — 3.98|168 (49)

Where p is the water density [kg/m?], and T is the water temperature [°C].
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5 RESULTS AND DISCUSSION
5.1 Accuracy evaluation — Delft3D

The parameters adjusted for representing Pentecoste reservoir are described by
Table 1 along with their default values. Figure 22 shows the results for calibration of the water
level. The water budget of Pentecoste reservoir was reproduced as a high coefficient of
correlation indicates that all level variation throughout the simulation period was noted, and
both RMSE and MAE low values confirm the good adherence of the model to the
measurements, similar to that of Sharaf ef al. (2021) and Wang et al. (2022). Accordingly to
Sharaf ef al. (2021), a good model representation of the water levels of a reservoir is crucial to
accurately reproducing its thermal structure.

Additionally, the high oscillation observed in the water level of Pentecoste reservoir
follow the expected from semiarid reservoirs, as this region has a known characteristic that
almost all the annual rainfall is concentrated in a few months of the year (HASTENRATH,
2012; HOUNOU-GBO et al., 2019). Interestingly, water level is only lowering after the rainfall
events of 2011, with a discrete maintenance of the level in the beginning of 2012. This fact is
explained by the extended drought that started in 2012 for this region (PONTES FILHO ef al.,

2020), considerably affecting the inflow of the reservoir.

Table 1 - Default and calibrated parameters used in the

hydrodynamic model

Parameter Default value Calibrated value

Wind drag coefficient [-] 6.30E-04 6.30E-04
Horizontal eddy viscosity [m?/s] 10.00 1.00
Horizontal eddy diffusivity [m?/s] 10.00 2.00
Vertical eddy viscosity [m?%s] 1.00E-06 0.00
Vertical eddy diffusivity [m?/s] 1.00E-06 0.00
Secchi depth [m] 2.00 0.60

Dalton number [-] 1.30E-03 1.50E-03

Stanton number [-] 1.30E-03 5.00E-03
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Figure 22 - 3D model water level accuracy evaluation
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When analyzing the meteorological time series for this period (see Figure 18) along
with the water level, it is notable that, for the second semester of 2012 (dry season), the region
registered higher wind velocities and lower water levels than in the wet period, which favors
the mixing of the water column. This is in agreement with Curtarelli er al. 2014, that found
surface circulation driven by wind force (reservoir located in the center region of Brazil with
surface area of 814 km? and maximum depth of 78 m), and Valdespino-Castillo ef al. 2014,
who found mixing enhancement of a water body under strong water level fluctuation in the
central Mexican highlands with surface area of 18.55 km? and mean depth of 21.1 m. Also,
Zhang et al., (2020) assessed the thermal structure of a water body and showed that it depends
on both the water depth and wind conditions (reservoir located in Australia with 3.6 km? surface
area and maximum depth of 23 m). Therefore, a mixed water column condition is expected to
occur in the dry season in Pentecoste reservoir, with low temperature differences between
surface and bottom layers.

Figure 23 shows the comparison between modeled and measured temperature
profiles of Pentecoste reservoir while in Table 2 the goodness of fit methods are presented in
comparison with other studies (see DISSANAYAKE et al., 2019, POLLI; BLENINGER, 2019,
ZHANG et al., 2020, AMORIM et al., 2021, PICCIONI et al., 2021, PLEC et al., 2021). The
calibration results for the multiple goodness of fit methods are as follows for the full water
column: MAE of 0.539 °C, RMSE of 0.572 °C, and NMAE of 0.008. For water surface
temperature the mean values are: MAE of 0.618 °C, RMSE of 0.491 °C, and NMAE of 0.021.
For the bottom temperature the results are: MAE of 0.534 °C, RMSE of 0.355 °C, and NMAE
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of 0.019. It can be observed that the model begins with accurate reproduction of the thermal
structure, as stratification processes are noted along with different moments of thermocline
breakdowns (see days in July and September of Figure 23). Contrastingly, in the last days of
the calibration period the model is colder than the observed measurements, with the temperature
differences between surface and bottom layers no longer fairly reproduced. This fact is further
discussed in Section 5.3.

In Table 2 it can be seen that the overall results from this research are in agreement
with other studies, even though the r? from surface and water temperatures do not show high
correlation. This might be due to the cooling of the water column as the water level diminishes,
knowing that the temperature time series from Delft3D starts to lower and stabilize at a certain
point of the simulation, while by analyzing the measurements the tendency in the same period
is marked by a discrete increase. Figure 24 shows the surface and bottom temperature evolution

from Delft3D and measurements, where the previous discussion can be clearly observed.



Figure 23 - Typical modeled and measured temperature profiles for Pentecoste reservoir
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Table 2 - Comparison of the goodness of fit methods with other studies

. . Surface .
Study Lake Locati Maximum area Analysis Metric  Result This
on  depth [m] study
[km?]
Surface
AM(?;{OI;/II)E’ al. Hiiieerg Brazil 5.0 0.26 t(e\r,?llff;aa;‘;f RMSE 0.86[°C]  0.4900
period)
Bottom
AM%%%;’ & Hi‘ieerg Brazil  5.00 0.26 t(e\r,‘gf;gg(‘fz RMSE 043 [°C] 0.3600
period)
Surface
AM(?;{OI;/II)E’ al. Hiiieerg Brazil 5.0 0.26 t(e\r,?llff;aa;‘;f NMAE 032[] 0.0203
period)
Bottom
AM%{OI;/II)E’ ol e gt s00 0.6 (Vedaion  NMAE 028 0.0154
period)
Surface
AM%{OI%)E’ al. éﬂiﬁ%ﬁr Brazil 1800  127.00 t(e\r,?ff(faa;‘;f RMSE 039 [°C]  0.4900
period)
Bottom
AM%{OI;/II)E’ & Ifelilgisir Brazil 1800  127.00 t(e\r,?ff;;;‘(‘)rj RMSE  0.45[°C] 0.3600
period)
Surface
AM%{OI;/II)E’ al. Ifelsligisir Brazil 1800  127.00 t(e\r,?ff;aattl‘j)f NMAE 0.0015[-] 0.0203
period)
Bottom
AM(??O%VII)E’ e Ifelsliﬁisir Brazil  18.00  127.00 t(e\r};lfle;;‘;‘(‘)rj NMAE 0.005[-] 0.0154
period)
POLLI and Full water
BLENINGER \I’{‘;S:e‘z‘(’;f Brazil  17.00  3.30 column MAE 003'510[:%] obsg-
(2019) temperature ) )
Full water
DISSANAYAKE ~ UPPT  Germa column
Lake 252.00  470.00 RMSE 0.58[°C] 0.5721
etal. (2019) Constance W temperature
(ELCOM)
Full water
DISSANAYAKE ~ UPPT  Germa column
Lake 252.00  470.00 RMSE 0.49[°C] 0.5721
etal. (2019) Constance ™Y temperature
(DELFT)
Surface
PICCIONI et al. Lake temperature
Champs- France  3.50 0.12 crat RMSE 1.00[°C] 0.4900
(2021) sur-Marne (Validation
period)
Bottom
PICCIONI et al. Lake temperature
Champs- France  3.50 0.12 crab RMSE 0.96[°C] 0.3600
(2021) sur-Marne (Validation
period)
Surface
PLEC et al. (2021) Paﬁlllflha Brazil  16.00 2.00 t(e\r};lfle;;‘;‘(‘)rj RMSE 0.45[°C] 0.4900

period)
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. . Surface c
Study Lake Locati Maximum area Analysis Metric  Result This
on  depth [m] study
[km?]
Bottom
PLEC eral. 2021) - ¢ Brazil  16.00 2.00 temperature  p\joE 024 [°C] 0.3600
Pampulha (Validation
period)
Surface
PLEC eral. 2021) - 12K Brazil  16.00 2.00 temperature P 0.63[-]  0.4500
Pampulha (Validation
period)
Bottom
PLEC eral. 2021) - ¢ Brazil  16.00 2.00 temperafure P 0.81[-] 0.5600
) Pampulha ’ ’ (Validation ) ’
period)
ZHANG et al. Tarago  Austra Surface o
(2020) Reservoir  lia 23.00 3.60 temperature RMSE 0689 [*C] 04900
ZHANG et al. Tarago  Austra Surface
(2020) Reservoir  lia 23.00 3.60 temperature r 0.963[-]  0.4500
ZHANG et al. Tarago  Austra Bottom o
(2020) Reservoir  lia 23.00 3.60 temperature RMSE 0.614[*C] 03600
ZHANG et al. Tarago  Austra Bottom
(2020) Reservoir  lia 23.00 3.60 temperature r 0.949[-] ~ 0.5600

Figure 24 - Surface and bottom temperatures for calibration period
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5.2 Average evaporation rates

Figure 25 shows the monthly averaged evaporation rates at the sampling point,
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which is located near the dam. The seasonal pattern shows higher evaporation rates consistently
observed in the dry period, when higher wind velocities and air temperatures are noted (see
meteorological conditions in Figure 18). This pronounced seasonality is expected for semiarid
regions, with similar pattern noted by Alazard et al. (2015) in a Tunisian reservoir and in
Benzaghta ef al. (2012) results in a Libyan lake, where the seasonal patterns in evaporation

rates is notable.

Figure 25 - Monthly averaged evaporation rates at the sampling

point in Pentecoste reservoir
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In Figure 26 the correlation between evaporation rates and both air temperature and
wind speed are presented. Based on the evaluation criteria for field scale proposed by Moriasi
et al. (2015) at a monthly temporal scale, the coefficient of correlation between evaporation
rates and air temperature (12 of 0.736) is classified as satisfactory, while for wind speed (12 of
0.853) the classification is very good. In agreement to this result, Ghahreman and
Rahimzadegan (2022) discusses that, for two reservoirs located in arid environment, wind speed
is a main driver for evaporation as, with the increase of water vapor in the evaporating surface,
the surrounding air becomes saturated and then wind speed moves the humidity bringing the
drier air. On the other hand, Mesquita ef al. (2020) found no relevant correlation between the
Class A pan coefficient and the climate of a tropical reservoir in a seasonal scale, although on
the annual evaluation correlation was noted. Also, Rodrigues et al. (2021a) found low
correlations between evaporation and air temperature, with 2 ranging from 0.09 to 0.14 for the

four analyzed water bodies in the semiarid region of Brazil, while for wind speed those
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correlations were moderate, ranging from 0.37 to 0.42.

In this context, the results of Pentecoste reservoir indicate a strong correlation
between evaporation rates and meteorological conditions of air temperature and wind speed.
This is a potential tool for water management, as the equations proposed can be used by the
local agency COGERH to better understand the evaporation losses, since periodic field
campaigns are performed by the Company in order to monitor in-lake water quality and

surrounding conditions.

Figure 26 - Scatter plot and coefficient of correlation between monthly evaporation rates

and (a) air temperature and (b) wind speed
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Furthermore, in this study the evaporation model of Linacre (1977) is used as the
reference method since Rodrigues ef al. (2021a) demonstrated good results for the Brazilian
semiarid region. In this document the use of the abbreviation RS stands for remote sensing and
is referring to the Linacre (1977) evaporation model. Figure 27 shows the comparison between
evaporation rates estimated by Delft3D and RS. This is an innovative evaluation not found in
previous studies. Actually, Sharaf er al. (2021) made a combined evaluation of the thermal
regime of a semiarid reservoir located in Lebanon using remote sensing and tridimensional
modeling approaches, but evaporation rates were not assessed. Also, Curtarelli et al. (2014)
applied remote sensing techniques in order to estimate inflow temperatures to improve the setup
of a tridimensional model, although no comparisons of the results were assessed.

Additionally, multiple studies investigate surface water temperatures by using
remote sensing data in order to estimate evaporation rates and its spatial distribution on the
reservoir (ZHANG et al., 2017, ZHAO; GAO, 2019, RODRIGUES et al., 2021a, RODRIGUES
et al., 2021b, GHAHREMAN; RAHIMZADEGAN, 2022), but few apply multidimensional
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models for this purpose. Among these, Mesquita ef al. (2020) and Lee et al. (2018) evaluated
the evaporation rates in tropical lakes using a bidimensional model, but it does not allow the
study of spatial distribution. On a different way, Elhakeem ef al. (2015) assessed the seasonal
surface variability of evaporation in a marine system, but, contrastingly to this study, the time
series of evaporation rates was a model input. No other study that applies multidimensional
models to simulate evaporation rates on reservoirs was found in the literature. Figure 27 brings
the comparison of the total evaporation rates estimated by Delft3D and RS. Both models
showed very close estimations for daily evaporation rates, with the higher deviation being noted
in 30-May-2013. It can be seen that the two different models based on different principles
accomplished to find similar results for the same parameter, which elucidates the accuracy of

both methods.

Figure 27 - Comparison between RS and Delft3D estimated daily evaporation
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Figure 28 shows the monthly rainfall from the nearest meteorological station
highlighting the months in which evaporation rates were analyzed. Seasonality is evident, with
almost all the precipitation events concentrated in the first months of each year. From the
observed days, 7-Apr-2011 is in the wet season, while 30-May-2013 is already in the end of the

rainfall period, and 1-Apr-2013 is in the dry period. Notably low precipitation events occur due
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to the drought period that started in 2012 and ended in 2018 for this region (PONTES FILHO
et al., 2020).

Additionally, another important information is the water level of the lake on the
analyzed days. A significant drop in the water level of Pentecoste reservoir occurs between
April of 2011 and May of 2013 (see Figure 22), as it fell from 55.2 m in April to 48.7 m in May,
representing a drawdown of 6.5 m on the water level followed by a 60% drop on the surface
area and 74% on the lake’s volume. Contrastingly, Valdespino-Caspillo et al. (2014) observed

a 10 m drop on the water level of a Mexican reservoir with maximum depth of 35 m, which

highlights the relevance of Pentecoste’s water level drawdown.

Figure 28 - Monthly rainfall with highlights on the months of interest
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5.3 Spatial distribution of evaporation rates
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Figure 29 gives the temporal evolution of the surface distribution of evaporation
rates from Delft3D, and Figure 30 compares the spatial distribution of evaporation results
between Delft3D and RS. On the Delft3D maps the boundary of the water surface area from
the RS model is plotted. Here, an interesting fact was noted on the Delft3D modeling results.
From a model perspective, Delft3D assumes that, when the water level of a given layer cell is
under a threshold value, no velocities, hence no momentum, is transferred laterally between
two adjacent cells. In this condition, the water can only move out of the so-called inactive cell

by the surface layer, i. e. by evaporation. Therefore, inactive cells containing water may exist
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in the model and they are part of the water balance. In practice, they may be interpreted as
moisture in the soil adjacent to the lake itself. Those cells tend to retain more heat and register
higher evaporation rates than those in the deeper region of the reservoir, as shallower regions
are susceptible to faster heating (BIGLARBEIGI et al., 2018, FRIEDRICH et al., 2018). This
process is seen in Figure 29 and Figure 30 (a.i), (b.i) and (c.i), as it gets more intense for the
days with the lower water levels, knowing that the lower the water surface area, the more energy

is retained in the borders.

Figure 29 - Temporal evolution of the surface distribution of evaporation rates
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Figure 30 - Spatialized evaporation rates from (a.i), (b.i), (c.i) Delft3D

and (a.ii), (b.ii), (c.ii) RS
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In the following, the hotter water in the inactive cells may not be transferred for the
lacustrine region of the reservoir, retaining heat on the adjacent region of the lake. This process
becomes more evident as the water level lowers, notably in Figure 30 (c), when the evaporation
rates of the active water surface are remarkably lower than the ones estimated by RS.
Interestingly, the averaged evaporation from both models is practically the same in all three
days (see Figure 27). In contrast, the spatial distribution of evaporation is more similar only for
7-Apr-2011, notably a day with higher water level and therefore no retained heat in the borders.
In agreement, the surface water temperature distribution on the active cells of the reservoir (see
Figure 31) shows a cooling pattern among the observed days with no meteorological reason,
even though no significant variability was noted in this period (see Figure 18).

Basically, the reservoir is losing heat for the inactive cells when the heat is not
transferred to its downstream region, which affects all the thermal structure of the water body.
As a consequence of that, the water column of the lake remains fully mixed even though the
measurements indicate a small but existing temperature difference between surface and bottom
(see Figure 31). This condition was not found until the end of the calibration, which indicates
that, in order to prevent the retaining of heat in the modeling, a possible solution would be to
use the threshold value as a calibration parameter. By doing this, heat would be transferred
throughout the reservoir and the thermal processes better reproduced. An optimal value between
numerical stability and calibration of thermal structure would be obtained. In the present study,
the calibration of the water budget by adjusting the Dalton’s coefficient led to a higher error on
the thermal structure. This was noted because a cooling of the water column occurred with heat
losses for the evaporation process. As the main objective was to reproduce evaporation patterns,

the water budget prevailed with better calibration goodness of fit metrics.
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Figure 31 - Surface temperature distribution modeled by Delft3D
for (a) 7-Apr-2011, (b) 30-May-2013, and (c) 1-Jul-2013

39°13'30"W  39°10'30"W 39°13'30"W 39°10'30"W

] 0 n ()]

o © o o

8 2 2 E

™ ™ & ™

2 [ 2] [}

o | 5 5 o

i o 5] B

) ™ & ™

[0 [27)) w

o ‘ © o (=}

s D o7 3

(a) 7-Apr-2011 (b) 30-May-2013

39°13'30"W  39°10'30"W 39°13'30"W 39°10'30"W
39°13'30"W 39°10'30"W

2 U Temperature (°C)

o o

0 -1 [~ O .

N3 >3 mem High : 32

™ ™ A

5 B W Low : 22

2 (2]

(=] (=]

) o

& )

%) ()

o o

< B &

wn wn

) )

i (c) 1-Jul-2013|

39°13'30"W  39°10'30"W

By analyzing the results from Delft3D and RS in Figure 30, similar evaporation
surface distribution is noted for 7-Apr-2011, which is the day with the higher water level and
in the month with the higher rainfall event among those observed (see Figure 28). Even though
the surface pattern is generally the same, the results from Delt3D show only slightly higher
losses than RS. Based on the fact that the RS depends on air and water temperatures, this may
indicate that, for the wet season, the main driver for evaporation is water temperature.
Regarding the other day of the analysis, Delft3d evaporation pattern differs from RS results on
7-Apr-2011 due to the retained heat in model’s inactive cells.

The pattern observed in the RS evaporation rates shows higher stability for all the
reservoir’s surface in May and July (Figure 30), which can be associated to the absence of rain
in that period of the year. This scenario favors the homogeneous evaporation of the water body,

in agreement with Rodrigues ez al. (2021b). However, Delft3D results indicate that the absence
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of rain not solely explains the surface distribution of the evaporation rates, even though it is a
potential factor. Delft3D does not account for the effects of precipitation directly on the water
body, hence changes in the evaporation pattern may be caused by the increased inflow on the
wet season, in agreement with Elhakeem ez al. (2015).

Additionally, Figure 30 shows higher evaporation rates at the boundaries of the
reservoir considering the RS model, although no boundary pattern is present in the active cells
of Delft3D results. In agreement to that, Ghahreman and Rahimzadegan (2022) also showed
higher evaporation losses on the borders of two reservoirs in Iran, where wind speed, along
with radiation, is a main driver for evaporation. However, Rodrigues e al. (2021a) found lower
evaporation losses in the boundary of the studied reservoirs located in the Brazilian semiarid
region, mainly due to influence of riparian vegetation. In fact, Pentecoste reservoir has no
vegetation near the lake and a heating of the water column in the borders occur, generating

higher evaporation rates in this region.

5.4 Thermal structure

In Figure 32 (a) the time series from PEA is observed, along with its correlation
with water depth in the analyzed point and the PEA estimated from the measurements. Initially,
it can be seen that the energy necessary for complete mixing the water column is high for the
beginning of 2011, and it shows lower values in the dry period of that year. After that, a small
rainfall event happens in 2012, when the PEA consistently increases. Continuing in the
simulation period, 2013 is another year of drought, and here the rainfall is even lower than that
of 2012 with barely no difference noted on PEA. In addition, the correlation coefficient between
Delft3D results PEA and the water depth indicates that 33% of the variation in PEA is explained
by its relationship with water depth. This result indicates that wet periods have a stable
stratification of the water column, which may cause worse water quality.

Accordingly to that, Li e al. (2010) assessed the hydrodynamics of a lake located
in the US and also found that water level drawdown is a main factor in thermal stratification
and water movement during receding water levels. Also, Xing ef al. (2018) discussed that
higher and more uniform wind are related to mixing events. In fact, the thermal structure of a
reservoir is a result of multiple driving forces, namely meteorological conditions and in-lake
features.

In this context, in Figure 32 (b) a comparison between estimated PEA from Delft3D

and from measurements for each calibration day is given. Here, it is notable that, for the first
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days, the model is sensible to the temperature differences and reproduces the thermal stability
until the thermocline breakdown in October. After that, the thermal stability is reestablished, as
described by PEA from measurements, but the model remains completely mixed. This enhances

the previous discussions regarding the lack of heat in the middle of the reservoir, which is

evidenced as the water level drops substantially.

Figure 32 - Comparison between PEA of the calibration cell from Delft3D and from

measurements (a) for all the simulation period along with water depth, and (b) for calibration
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On this basis, inflow temperatures in the wet season tend to be lower than the water
temperature of the reservoirs, which may induce an underflow in the lake. This condition
develops a temperature gradient in the water column and contributes for a stratification state
generated not by additional heating of the surface layer, but by a cooling of the deeper region.
Following this logic, the stratification of Pentecoste reservoir showed higher stability in the wet
season, as the inflows were not strong enough to generate turbulent mixing in the water column
in addition to their lower temperatures. Figure 33 gives the longitudinal-vertical section location
for branches (a) West and (b) East, while Figures 34 and 35 give the magnitude of water density,
temperature, and velocity for typical periods, where the previous discussion is better observed.
Additionally, in the Appendix this condition is given for days along all the simulation period,
and it is more evident in the wet season of the drier years, i.e. 2012 and 2013.

Accordingly to that, Plec ef al. (2020) found underflow conditions in a tropical

reservoir, although the underflow occurred even for high flow state. Also, Curtarelli ez al.
(2014) found higher temperature differences in the river-reservoir transition zone, indicating

river inflow as a contributor to the water column’s stability. The relevance of this discussion is
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supported by Chung ez al. (2014), that found increasing of cyanobacterial blooms during
warmer and drought years, when a submerged flow followed by a surface layer deepening and

stratification is noted.

Figure 33 - Location of longitudinal-vertical sections in (a) West and (b) East
branches for hydrodynamic plot
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Figure 34 - Magnitude of water density, temperature, and velocity in a typical day of March,
2012 for (a.i), (b.1), (c.i) West and (a.ii), (b.ii), (c.ii) East branches
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Figure 35 - Magnitude of water density, temperature, and velocity in a typical day of November,
2012 for (a.i), (b.1), (c.i) West and (a.ii), (b.ii), (c.ii) East branches
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The maps of water density, temperature, and velocity for typical days through all

the simulation period can be observed in the Appendix. It can be seen, in the velocity plots, a

confined region with higher velocities in the surface layer for all the simulation period. The

reservoir’s surface shows wind driven currents, notably where the evaporation occurs. Also, a

transfer of heat is noted in the surface on the temperature plots. Interestingly, in the wet season

it seems that the reservoir remains vertically stratified, with a similar pattern on the horizontal

axis. On the other hand, in the dry season a horizontal stratification is developed. A possible

reason for this condition is the increase on the wind velocities for this period.

Figure 36 shows the correlation between monthly averaged evaporation rates and

PEA for the calibration point of Pentecoste reservoir. It can be seen that the evaporation has an
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inverse relation with the stability of the water column. Initially this may seem contradictory, as
evaporation rates are expected to be higher when the surface temperature increases, scenario
that favors stratification events, but from previous discussions the stratification pattern of
Pentecoste reservoir is most likely due to the inflow’s lower temperatures than because of
surface water heating. Even though this scenario is noted in the wet period, in the dry season
there is the simultaneous occurrence of higher air temperatures, higher wind speeds, and barely
no precipitation and therefore no inflow, which contributes to mixing of the water column along
with higher evaporation rates. The previous statement along with the negative relation between
evaporation and PEA noted in Figure 36 (b) indicates that the pattern of the wet season
overcomes the one observed in the dry period, even though the low correlation coefficient might
also point an alternating positive/negative correlation depending on the season.

Finally, it is important to highlight the innovative content of the proposed
correlation. Evaporation rates are driven by multiple factors, and showing that 24% of its
variability is explained solely by the relationship between the two data, i. e. evaporation rates
and PEA, has a notable relevance. In fact, this discussion is supported by Mesquita ez al., (2020)
results, as a damping in evaporation was noted with high nutrient concentration, and knowing
stratification conditions are associated with low water quality, i.e. higher nutrient

concentrations (see CHUNG ef al., 2014; SHILEI et al., 2020; YANG et al., 2018).

Figure 36 - Correlation between monthly averaged evaporation rates and PEA in (a) line and

(b) scatter plots
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The study of a reservoir approaching both the spatial distribution and the vertical
processes of the water column is a potential tool to optimize the location of techniques to reduce
evaporation rates, namely air diffusers, floating structures, and floating solar panels, improving

water availability and water resources management. In this context, Lima Neto (2019) found
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an increase on the regulated flow by inducing artificial destratification, that reduced the
evaporation rates of a reservoir. Also, Shalaby et al. (2021) assessed the impact of floating
covers in evaporation suppression considering water ecology, which could be achievable with
the use of computational modeling. To conclude, Rodrigues et al. (2020) evaluates the potential
use of floating photovoltaic plant in a tropical reservoir, finding that the damping on
evaporation losses could supply around 50,000 people. The tool presented in this study along
with a calibration made with more data could be an additional feature to those mentioned

researches by bringing the best location to insert those innovative techniques.

5.5 Discussion of uncertainties

Uncertainty is defined as the lack of exact knowledge regardless the cause of it by
Uusitalo ef al. (2015). In fact, although the evaporation model demonstrated good accuracy
with respect to the reference data, several sources of uncertainty may be present in this
evaluation: i) distance from reference evaporation, ii) meteorological data - vapor pressure, air
temperature, relative air humidity and wind speed, iii) interpolation of the meteorological data,
iv) remote sensing data - surface temperature of water, as well as v) satellite limitations
(TIMMERMANS et al., 2014).

Regarding the distance between the reservoirs and the measured evaporation and
climatological data, how representative they can be? According to Blaney and Criddle (1950)
and Schutgens e al. (2017), climatological data can have a large cover area, essentially in
equatorial regions where they remain moderately constant.

Several studies estimate (by using hydrological models) and validate reservoir
evaporation worldwide, however, only a few disposes of evaporation measures taken very close
to the examined reservoir (PINTO, 2009) or even inside it (MASONER ef al., 2008). In some
researches, meteorological data and reference evaporation were measured at 1 km (YAO, 2009),
20 km (LOSGEDARAGH; RAHIMZADEGAN, 2018), or up to 65 km (ALI et al., 2008) from
the study area; these examples convey how far away a weather station can still represent a
region or, sometimes, is the unique manner to check the accuracy of the evaporation modeling.

Uncertainty can also be caused by reference data, such as Class A Pan evaporation.
During autumn/winter when the stored heat is released, the reservoir can evaporate more than
the Class A Tank, however, during spring/summer, when heat is stored in the reservoir, the
evaporation rate derived from the reference data may be higher than the lake (FARNSWORTH
et al., 1982).
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Uncertainties involving the interpolation of the meteorological data in order to
fulfill the days without measurements may also affect the final estimations of evaporation using
Delft3D. Regan et al. (2002) divides uncertainty into six classes: inherent randomness,
measurement error, systematic error, natural variation, model uncertainty, and subjective
judgement. This brings the importance of fully understanding the limitations of the modeling
tools, even the more complex ones as Delft3D. Deterministic models assume that a certain input
will always lead to the same output, following a set of equations that theoretically represent the
processes in nature. The more assumptions and simplification the model requires, the lower the
level of prediction is expected, scenario that is reflected in the coefficient of correlation, as
stated by Soares and Calijuri (2021).

When compared to physical and biological models, the hydrodynamics ones present
lower complexity and therefore higher coefficient of determination (SOARES; CALIJURI,
2021). In fact, evaporation is strongly related to the reservoir hydrodynamic behavior, and the
water temperature is a key aspect to correctly modeling it (DIJK; van VUUREN 2009,
ELHAKEEM et al., 2015).

Regarding the surface temperature of the water estimations some uncertainty may
arise and have a negative impact in the evaporation estimation. When the satellite scene is
captured, the models estimate the surface temperature, but this parameter is not constant
throughout the day. Consequently, the daily temperature variability can result considerable
changes in evaporation estimations by the Linacre (1977), as this parameter is one of the most
sensitive for the model (as surface temperature is used to discover the air temperature in
Linacre’s model) (ABDELRADY et al., 2016; LINACRE, 1977).

The different resolution of satellite images can also be another source of uncertainty:
satellites with high spatial resolution of the thermal band usually have a lower temporal
frequency (Landsat 8 — spatial resolution of the thermal band 100 m; temporal resolution 16
days), on the other hand, low spatial resolutions are associated with better temporal resolutions
(MODIS - spatial resolution thermal band 1000 m; temporal resolution 1 to 2 days) (KALMA
et al., 2008). In addition, the Landsat 5 and 8 moderate spatial resolution can result in a mix of
vegetation, water, and exposed soil, in heterogenous environment when using an algorithm to
classify and identify objects.

Another limiting factor for remote sensing is the cloud cover. Constant coverage
might make the application of methods unusual, as becomes impossible to capture the scenes.
In the present study, for example, only 9% of the available images could be used to estimate

evaporation because of high incidence of clouds. To overcome this issue, different remote
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sensing technologies can be used, as reported by Vinukollu ez al. (2019), the authors estimated
evapotranspiration in different regions of the world using a variety of satellites (AIRS, AVHRR,
CERES, MODIS and NOAA). In three small reservoirs located in the Brazilian semiarid Coelho
et al. (2017) used two satellites (Landsat 8 and RapidEye) to estimate Chlorophyll-a, trophic
dynamics and the characterization of colored dissolved organic matter. The high-resolution (1
m or less) of Aircraft Light Detection and Ranging, CubeSats and Drones is more suitable for
heterogeneous terrains covering and is being considered for the future to assess the impact in
forests (land change), reservoirs, urban areas, etc. (JIAO ef al., 2021).

In summary the uncertainties are inherent in both values, estimated and measured
(reference data) ones. In relation to the measurements, the ideal would be the installation of
Class A Tanks inside the reservoir under the study (MASONER et al., 2008), producing a more
accurate evaporation. However, this methodology is more expensive, and requires a higher level
of attention from the operator, when compared to the installation on the ground. Lowe ef al.
(2009) also listed detailed sources of uncertainty concerning evaporation estimations in

IESErvVoirs.

6 CONCLUSIONS

The main contribution of this study is the assessment of the hydro and
thermodynamics of Pentecoste reservoir by calibrating a tridimensional model and evaluating
the spatial distribution of evaporation patterns along with mixing conditions of the water
column. Another important finding of this research is that the drying and flooding algorithm
strategy is fundamental for applying adequately the evaporation model of Delft3D-FLOW.
Following this, curves representing the correlation between evaporation rates and air
temperature (r2 of 0.736) and wind speed (12 of 0.853) were proposed, which are potential tools
for the local water management company.

Additionally, an innovative evaluation was perfomed by comparing evaporation
results obtained from 3D modeling and remote sensing, with an overall difference between the
two models of less than 5%. Thus, when the spatial distribution of evaporation was evaluated,
a retention of heat in the adjacent cells of the model was found associated to the threshold value
adopted as a drying criteria. Therefore, the averaged evaporation rates were correctly
reproduced by Delft3D. On the other hand, surface variability was underestimated for the dry
period, when a strong reduction of the water level was observed.

As a consequence, reservoir cooling occurred, which was consistently reflected on
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the reservoir thermal structure, with a mixed condition being observed for the period with
higher water level drawdown per unit time. In this context, when the PEA of the water column
was analyzed, it showed a more stable stratification pattern for the wet season. This process
indicated a potential occurrence of an underflow due to the lower inflow temperatures in the
rainfall period, followed by the stratification of the water column not by heating of the water
surface, but by cooling of its bottom layer. On this basis, the monthly averaged evaporation was
found as negatively correlated with the stratification of the water column, even though the low
coefficient of correlation might be an indicative of alternating positive/negative relation
between evaporation and PEA depending on the season.

Finally, a discussion on the uncertainties involved in the study was made in order
to highlight the simplifications inherent to modeling approaches. Those approximations are part
of the limitations of the present research. As recommendations for future works, the calibration
of the drying and flooding criteria is indicated, along with including inflow rate, temperature
and evaporation measurements in field campaigns. In addition, it would be ideal to have
multiple sampling points in the reservoir in order to make a spatialized calibration of thermal
structure and evaporation.

This study brings an innovative approach which, with more data available for
calibration, may be used to optimize the location for techniques that lower evaporation rates,
such as air diffusers, shading structures, and floating solar panels. With the tridimensional
model, the impacts of floating solar panels on the lake’s evaporation and vertical processes may
be assessed in order to understand the effects on both hydrodynamics and water quality. The
proposed approaches represent potential tools in the process of enhancing water availability for

the population and supporting decision making in water resources management.
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Figure A. 1 - Magnitude of water density, temperature, and velocity in a typical day of March,
2011 for (a.i), (b.1), (c.i) West and (a.ii), (b.ii), (c.ii) East branches
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Figure A. 2 - Magnitude of water density, temperature, and velocity in a typical day of July,
2011 for (a.i), (b.i), (c.i) West and (a.ii), (b.ii), (c.ii) East branches
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Figure A. 3 - Magnitude of water density, temperature, and velocity in a typical day of
November, 2011 for (a.i), (b.1), (c.i) West and (a.ii), (b.ii), (c.ii) East branches
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Figure A. 4 - Magnitude of water density, temperature, and velocity in a typical day of March,
2012 for (a.i), (b.1), (c.1) West and (a.ii), (b.ii), (c.ii) East branches
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Figure A. 5 - Magnitude of water density, temperature, and velocity in a typical day of July,
2012 for (a.i), (b.1), (c.i) West and (a.ii), (b.ii), (c.ii) East branches
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Figure A. 6 - Magnitude of water density, temperature, and velocity in a typical day of
November, 2012 for (a.i), (b.i), (c.1) West and (a.ii), (b.ii), (c.ii) East branches
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Figure A. 7 - Magnitude of water density, temperature, and velocity in a typical day of March,
2013 for (a.i), (b.1), (c.i) West and (a.ii), (b.ii), (c.ii) East branches
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Figure A. 8 - Magnitude of water density, temperature, and velocity in a typical day of July,
2013 for (a.i), (b.1), (c.i) West and (a.ii), (b.ii), (c.ii) East branches
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