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Zusammenfassung

In den letzten Jahrzehnten hat die Anzahl von Extremwetter-Ereignissen im gleichen Tempo
zugenommen wie die Häufigkeit von Regen- und Trockenwetterperioden. Extremes Wetter
verursacht zahlreiche Naturgefahren wie Überschwemmungen, Murgänge und Kolmation, sowie
auch Ernteausfälle und Waldbrände. Während Hydrologen sich im Rahmen der Dringlichkeit
der Klimakrise mit komplexen Prozessen auseinandersetzen müssen, können die Daten für
ihre Modelle einerseits knapp sein, wie dies der Fall ist in der Region des Globalen Südens,
oder andererseits zu zahlreich und verrauscht. Dieses Szenario ungleich verteilter Daten und
(Wasser-)Ereignisse war die Motivation für die vorliegende Dissertation.

Der Text untersucht die folgenden fünf Themen: (1) Erosionsmodellierung von Gullys, (2)
Bewertung der Sedimentausbeute in nicht vermessenen Becken, (3) Blitzdürre – Definition
und Schlüsselfaktoren, (4) Identifizierung solcher Ereignisse und (5) die Werkzeuge, mit
denen Hydrologen Probleme im Zusammenhang mit extremen Wetterbedingungen und
deren Auswirkungen angehen können. Diese fünf Fragen führten zur Erstellung von vier
wissenschaftlichen Arbeiten und einer interaktiven App zur Identifizierung von Blitzdürren.

Die ersten beiden Veröffentlichungen befassen sich mit der Modellierung von Gullyerosion.
Im ersten Artikel untersuchen wir die Schlüsselvariablen, um die langfristige Erosion durch
Gullys erfolgreich zu modellieren. Wir präsentieren auch ein physikalisch-basiertes Modell für
kleine permanente Gullys, die einen weit verbreiteten Erosionsprozess in der Semiarid-Region
Brasiliens darstellen. In der zweiten Abhandlung schlagen wir eine neuartige Gleichung für die
Schubspannungsverteilung in Kanalbetten und Wänden vor. Diese Gleichung führt, zusammen
mit dem im ersten Papier vorgelegten Modellrahmen, zu einem neuartigen entropiebasierten
Gullyerosionsmodell, das die Simulation der Gullyerosion und die Bewertung der Gesamterosion
für Beitragsflächen von bis zu 8 Hektar ermöglicht.

In der dritten Publikation stellen wir eine neuartige Methode zur Berechnung der
Sedimentausbeute und des Abgabeverhältnisses in einem ereignisbasierten Zeitrahmen vor.
Die Technik kombiniert eine temporale Downscaling-Methode und ein gut veröffentlichtes
Sedimenttransportmodell, die beide auf dem Prinzip der maximalen Entropie basieren,
einem Werkzeug der Informationstheorie, das es dem Modellierer ermöglicht, die beste
Wahrscheinlichkeitsdichtefunktion zu identifizieren, ohne dabei unbewiesene Hypothesen
zuzulassen. Die vorgeschlagene Methode lieferte vielversprechende Ergebnisse: Sie bewertete
die Sedimentausbeute mit einer Nash-Sutcliffe-Effizienz von 0,96.



Im letzten Artikel untersuchen wir die Definition und die Schlüsselfaktoren für das
Auftreten von Blitzdürre im mitteleuropäischen Ackerland. Wir haben die Identifizierung von
Blitzdürren mithilfe von fünf verschiedenen, gut veröffentlichten Methoden und einer von
den Autoren vorgeschlagenen Methode, inspiriert durch unsere Definition von Blitzdürren,
verglichen. Es wurde ein hohes Maß an Synchronität einzelner Blitzdürre-Ereignisse festgestellt,
aber auch eine gewisse Divergenz in Dürreperioden. Um die Stärken und Schwächen dieser
Methoden auszugleichen schlugen wir vor, einen Ensemble-Ansatz zur Ereignisidentifikation
zu verwenden. Alle Methoden wurden in einem R-Paket implementiert und stehen der
Öffentlichkeit als Shiny-App zur Verfügung.
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Abstract

During the past decades, the number of extreme weather events has increased at the same
pace as the growing frequency of both unusual wet and dry weather periods. Extreme weather
causes multiple natural hazards, such as floods, debris flow and oversiltation, as well as crop
losses and forest fires. While hydrologists have to deal with complex processes under the
urgency of the climate crisis, data to power their models can be both scarce, as in regions of
the Global South, or too numerous and noisy. This scenario of unequally distributed data and
(water) events was the motivation for the present dissertation.

The text s driven by five questions regarding (1) gully erosion modelling, (2) sediment
yield assessment in ungauged basins, (3) the key factors of flash drought, its definition and (4)
how to identify such events, and (5) the tools available for hydrologists to tackle problems
related to extreme weather and their impacts. These five questions led to the preparation of
four scientific papers and an interactive application for flash drought identification.

The first two papers deal with gully erosion modelling. In the first paper, we explore the
key variables to successfully model long term erosion by gullies. We also present a physically-
based model for small permanent gullies, a common erosion process in the Brazilian Semiarid
Region. In the second paper, we propose a novel equation for shear stress distribution in
channel beds and walls. This equation, together with the model framework submitted in the
first paper, leads to a novel entropy-based gully erosion model that allows simulation of gully
erosion and assessment of total erosion for contribution areas up to 8 hectares.

In the third paper, we introduce a novel methodology to assess sediment yield and delivery
ratio in an event-based timeframe. The technique couples a temporal downscaling method and
a well-published sediment transport model, both based on the principle of maximum entropy,
a tool from Information Theory which allows the modeller to identify the best probability
density function without admitting any unproven hypotheses. The proposed method presented
promising results: it assessed sediment yield at a Nash-Sutcliffe Efficiency of 0.96.

In the last paper, we study the definition and key factors of flash drought occurrence
in Central European croplands. We compared the identification of flash droughts using
five different well-published methods and one proposed by the authors under the light of
our definition of flash droughts. A large degree of synchronicity of individual flash drought
events was identified, but also some divergence in drought periods. So as to balance out the
strengths and weaknesses of those methods, we suggested using an ensemble approach for



event identification. All methods were implemented in an R package and are also available in
a Shiny app for the public.

vi



Resumo

Nas últimas décadas, o número de eventos climáticos extremos aumentou no mesmo ritmo que a
crescente frequência de períodos incomuns de clima úmido e seco. As condições meteorológicas
extremas causam vários riscos naturais, como inundações, enxurradas e assoreamento, bem
como perdas de safra e incêndios florestais. Enquanto os hidrólogos têm que lidar com processos
complexos sob a urgência da crise climática, os dados para alimentar seus modelos podem ser
escassos, como nas regiões do Sul Global, ou muito numerosos e cheios de ruído. Este cenário
de dados e eventos (água) desigualmente distribuídos foi a motivação para a presente tese.

O texto é orientado por cinco questões relativas a (1) modelagem de erosão por voçorocas,
(2) avaliação de produção de sedimentos em bacias não monitoradas, (3) os principais fatores
causadores de flash droughts, sua definição e (4) como identificar tais eventos, e (5) as
ferramentas disponíveis para hidrólogos para lidar com problemas relacionados a condições
meteorológicas extremas e seus impactos. Essas cinco questões levaram à preparação de quatro
artigos científicos e um aplicativo interativo para identificação de flash droughts.

Os primeiros dois artigos tratam da modelagem de erosão em voçorocas. No primeiro artigo,
exploramos as variáveis-chave para modelar com sucesso a erosão de longo prazo por voçorocas.
Apresentamos também um modelo de base física para pequenas voçorocas permanentes, um
processo erosivo comum no Semiárido Brasileiro. No segundo artigo, propomos uma nova
equação para a distribuição da tensão de cisalhamento em leitos e paredes de canais. Esta
equação, associada a estrutura do modelo submetida no primeiro artigo, leva a um novo modelo
de erosão de voçorocas baseado em entropia que permite a simulação da erosão de voçorocas e
avaliação da erosão total para áreas de contribuição de até 8 hectares.

No terceiro artigo, apresentamos uma nova metodologia para estimar produção e taxa de
aporte de sedimentos baseado em eventos. A técnica acopla um método de redução de escala
temporal e um modelo de transporte de sedimentos da literatura, ambos baseados no princípio
da entropia máxima, uma ferramenta da Teoria da Informação que permite identificar a melhor
função de densidade de probabilidade sem admitir hipóteses não comprovadas. O método
proposto avaliou a produção de sedimentos com eficiência Nash-Sutcliffe de 0,96.

No último artigo, estudamos a definição e os principais fatores da ocorrência de flash
droughts em áreas agrícolas da Europa Central. Comparamos a identificação de flash droughts
usando cinco métodos diferentes bem publicados e um proposto pelos autores considerando
nossa definição de flash droughts. Um grande grau de sincronicidade de eventos individuais



de flash drought foi identificado, mas também alguma divergência nos períodos de seca. Para
equilibrar os pontos fortes e fracos desses métodos, sugerimos o uso de uma abordagem
conjunta de múltiplos métodos e critérios para identificação de eventos. Todos os métodos
foram implementados em um pacote R e também estão disponíveis em um Shiny App.
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1
Introduction

1.1 Hydrology and extreme weather

We live in a changing climate and a changing world. Recent events, as the intense floods in
Western Germany of 2021, the recent droughts in Europe (2018-2019) and in the Brazilian
Northeast (2012-2017) are a call for action, not only to stop greenhouse gasses emissions, but
also to advance in our understanding of causes and effects of such extreme weather.

There is evidence that both extremely wet and extremely dry events are increasing in
frequency (Herold et al., 2021). To illustrate this statement, we built Figures 1.1 and 1.2,
as an approach to observe trends in extremely wet and dry weather (wetness and dryness,
respectively). As an example, we took data from the centennial weather station of Potsdam
(Germany), in the periphery of Berlin, that has been providing continuous monitoring since
1893 (Fenner et al., 2018). We built ridge plots to analyse long term (120 years) trends in the
severity and duration of wet and dry periods, assessed with the Standardized Precipitation
Index (SPI – McKee, Doesken, Kleist, et al., 1993).

We can observe a clear trend of intensification of both severity and duration, with dry
and wet periods becoming longer and harsher. This process happens simultaneously for both
wet and dry events, suggesting a stronger alternance (and, therefore, higher frequency; Herold
et al., 2021) between extremes. In both Figures 1.1 and 1.2, we observe the emergence of a
longer tail towards extreme values in the last decades, indicating that new extremes, rarely
observed before, are now significant. These changes have been evolving over the decades, with
the last 40 years presenting the most skewed data.

Extreme climate can affect the ecology of regions (Easterling et al., 2000; Stenseth et al.,
2002, e.g., populations abundance, distribution, and behaviour) and impose economic and
social challenges (Lindner et al., 2010). Understanding the dynamics involved in extreme
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1. Introduction

Figure 1.1: Changes in severity (ΣSPI) distribution of both wet and dry periods in Potsdam.
The distributions are for 40-year long intervals, ten years apart. Note that the drought severity
had the sign inverted for visualization help. By definition, droughts are periods with negative SPI,
and severity.

Figure 1.2: Changes in duration distribution of both wet and dry periods in Potsdam. The
distributions are for 40-year long intervals, ten years apart.
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1.2 Hydrology and data

climate conditions and their impacts in ecosystems and landscapes is a necessary step towards
preservation and sustainability.

1.2 Hydrology and data

Hydrology, according to Chow, Maidment, and Mays (1988), is the physical science that studies
the hydrologic cycle, encompassing the distribution and circulation of water, its physical and
chemical properties and its interactions with the environment and all living things, particularly
humans. Water is the conveyance of extreme weather1, either through its abundance in floods,
debris flows, and storms, or its scarcity as in dry spells, droughts, and flash droughts.

To understand the hydrological cycle, hydrologists make use of models, to represent
quantitative or qualitatively the processes observed in nature (Singh, 1995). Those hydrologic
models are powered by data, used to calibrate and/or validate the model. Nevertheless, data
is often unevenly distributed, being abundant in some regions while very little data is available
in other regions. As illustrated in Figure 1.3, which maps rain gauge stations distribution in
the globe, the majority of regions with data scarcity is located in the Global South.

Figure 1.3: Location of the Centennial Observing Stations. The data from the World
Meteorological Organization. The WMO data accounts for 291 stations with over one hundred
years of constant monitoring. The Global South has a considerable lack of such data. The dots
indicate stations from the NCEI-NOAA with more than 50 years of data, also concentrated in
Europe and USA, besides some regions of Australia, Brazil, India, and South Africa.

Figure 1.3 shows in colours the distribution of the centennial meteorological observation
stations catalogued by the World Meteorological Organization. Such stations are considered
an excellent source of data, being operated uninterruptedly and in the same place for more
than 100 years. Only 61 countries have at least one centennial station catalogued, and the

1Or, as stated by Leonardo da Vinci, "the driving force of all nature" (Pfister, Savenije, Fenicia, et al., 2009).
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1. Introduction

majority are located in North America and Europe. Europe alone accounts for 49% of all
catalogued stations, while the entire African Continent has only 10%. Figure 1.3 also shows
the distribution of the rain stations catalogued by the NCEI-NOAA that have more than 50
years of continuous register and are still in operation. From the over 115 thousand stations
around the globe compiled in the database, only 2979 satisfy those criteria.

In contrast to data scarcity, we have scenarios when hydrologists have too much data, and
it is important to filter noise from meaningful information. This is hardly an easy task, as the
boundaries between those two categories can be blurred (Klemes et al., 1982).

In the era of the data revolution, hydrologists have taken advantage of new sources of
data (Vogel, Lall, et al., 2015), while the ever more powerful computers allow global models, as
the ERA5 (the 5th generation of the European Centre for Medium-Range Weather Forecasts
Re-Analysis - Hersbach et al., 2020) and GLEAM (Global Land Evaporation Amsterdam Model
Martens et al., 2017). The ERA5 captures over 24 million data points per day and delivers
over a hundred climatological variables, from precipitation to soil moisture (Hersbach et al.,
2020), with three to five days of delay. The GLEAM uses a broad set of satellites and models
to globally provide soil moisture in multiple depths, actual and potential evapotranspiration,
among other variables (Martens et al., 2017).

Yet another rich data source is the FLUXNET2015 data set (Pastorello et al., 2020),
containing a total of 212 sites with an eddy-covariance monitoring system and over sixty
variables with hourly resolution. Some advantages of such a dataset are the direct measurement
of the data, and a consistency test performed on all variables. In Figure 1.4, we observe
the significant difference between the three datasets. Assuming the values provided by
FLUXNET2015 as the ground-truth, both ERA5 and GLEAM fail to approximate the values
of soil moisture from the station. GLEAM is more successful in representing the decrease
during the summer, although it does not capture the quick-drying events in January and March.
ERA5 presents overall a poor performance in this particular station, with wide variability.

Figure 1.4: Comparison of Volumetric Soil Water values from three different datasets in Tharandt
(Germany) during the year 2003.

It is part of the researcher responsibility to use the appropriate tools to select and analyse
the data, convert it into meaningful information, and understand how the data and process
interact (Wagener et al., 2010; Slater et al., 2019).
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1.3 Motivation

In the perspective of climate change (Paglia and Parker, 2021), intensification of extreme
weather (Herold et al., 2021) and the sustainable development goals (SDGs; UN, 2015), three
research areas were selected: Erosion, Sediment Transport, and Droughts. Those three areas
are strongly related to the SDGs and the water-energy-food nexus (WEF-Nexus; Simpson and
Jewitt, 2019).

Erosion and Sediment transport are strongly related to "wet extremes", i.e., most erosion
and sediment transport occur during extreme events (Coppus and Imeson, 2002). Also, in those
areas, we deal with processes that usually present lack of data. We make use of Information
and Entropy theories (Shannon, 1948; Kullback and Leibler, 1951; Jaynes, 1957a; Jaynes,
1957b; Kullback, 1978a) to help understand these processes using the available data.

Borrelli et al. (2017), and Poesen (2018) state that soil erosion is a key challenge for the
21st century and the achievement of the SDGs, being linked to multiple goals. The FAO (2019)
has also pointed out erosion as a great threat to soil conservation and agriculture, being a
threat to the WEF-Nexus, responsible for crop losses of up to 33.7 million tons and additional
48 km3 of water usage yearly.

Erosion and sediment transport are natural processes of landscape formation, however,
with intense land-use change, the loss of topsoil causes loss of arable land (Panagos, Borrelli,
and Robinson, 2019). With the intensification of construction of dams in the last century
(Zarfl et al., 2015), for energy production, flood control, or water supply, sediment that
would leave the catchment now is trapped in reservoirs that work as sediment sinks. Such a
process threatens the sustainability of those structures and hinders their benefits (Landwehr,
Schomberg, and Pahl-Wostl, 2021), while current methods are not successful in estimating
the amount of sediment that reaches these reservoirs (de Araújo, 2007). In this context, the
selected problems are the modelling of erosion by gullies (Chapters 2 and 3), and the modelling
of sediment yield (Chapter 4).

The third area (droughts) is related to "dry extremes". Droughts are ranked first place
among natural hazards in terms of the number of affected people (Mishra and Singh, 2010).
FAO (2021) lists the impacts of droughts and the risks imposed by them on food security and
environmental conservation. In the last decade alone, the ten largest wildfires, all related to
dry conditions, consumed 36 million hectares. Additionally, drought induces crop losses that
cost over 37 billion US dollars yearly, and the consequent loss in dietary energy production
(calories) leading to food and nutritional insecurity (FAO, 2021).

Despite the substantial literature on droughts (McKee, Doesken, Kleist, et al., 1993;
Mishra and Singh, 2010; Serrano, Begueria, and Moreno, 2010; Mishra and Singh, 2011;
Marengo, Chou, et al., 2011; Samaniego, Kumar, and Zink, 2013; de Araújo and Bronstert,
2015; Svoboda, Fuchs, et al., 2016; Brito et al., 2017; Hao et al., 2018; Krakauer, Lakhankar,
and Hudson, 2019; Tijdeman and Menzel, 2021), there is a gap in our understanding of Flash
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Droughts (Otkin, Svoboda, et al., 2018), a different kind of drought, contrasting with the
conventional drought, that is characterized by slow onset, long duration and large affected
areas (Mishra and Singh, 2010). The interest in flash drought has increased recently, after
some extreme events in the last decade (Christian, Basara, Otkin, and Hunt, 2019; Christian,
Basara, Hunt, et al., 2020; Basara et al., 2019). However, there is still no consensus on a
definition and measurable metrics for flash droughts.

1.4 State of the Art

In this dissertation, we deal with three research areas, divided into two parts. In the first part,
we deal with Erosion and Sediment Transport related to "wet extremes". Also, in this first
part, we usually deal with a lack of data. We make use of Information and Entropy theories
(Shannon, 1948; Kullback and Leibler, 1951; Jaynes, 1957a; Jaynes, 1957b; Kullback, 1978a)
to help with the lack of available data. The two research processes from those areas are Gully
Erosion Modelling (Chapters 2 and 3), and Sediment Yield (Chapter 2).

In the second part, we tackle a novel area regarding Flash Droughts (Chapter 5), therefore
related to "dry extremes". Furthermore, in this second part, we deal with an abundance of
data from stations and remote sensing, but a lack of data in some particular variables, such
as soil physical characteristics and water content. To deal with such an amount of data, we
use statistical computing (Slater et al., 2019) and big data analysis applied to hydrological
sciences (Hampton et al., 2013; Chen and Han, 2016).

1.4.1 Linear erosion

Erosion is the natural process of abrasion of rocks that built (and keeps on building) the
landscapes we see today. This process can be slow and gradual or fast and destructive,
depending on the involved mechanisms (Haan, Barfield, and Hayes, 1994; Garcia, 2008).

Usually, erosion processes are divided into two big groups. (1) The laminar (or inter-rill)
erosion, that occurs in areas with sheet flow (shear stress τ → 0) and the main source of
detachment force is the raindrop splash; (2) the linear (rill or gully) erosion, with shear stress
as the main source of detachment forces, and occurring due to concentrated flow in channel
incisions (Haan, Barfield, and Hayes, 1994). The boundary between rills and gullies is blurred,
with multiple definitions, usually based on depth, width or cross-section (Brice, 1966; Imeson
and Kwaad, 1980; Poesen, 1993); being the most common the threshold of one square foot (929
cm2) for the cross-section area (Poesen, Torri, and Van Walleghem, 2011). Rill formation is
generally controlled by microrelief caused, for example, by tillage and landforming operations,
while gullies are connected to macrotopography and catchment relief (Poesen, Nachtergaele,
et al., 2003). After remediation, actions are applied, rills do not show up in the same place
and configuration, while (ephemeral) gullies tend to do so (Nortcliff, 1987; Grissinger, 1996;
Poesen, Nachtergaele, et al., 2003).

6



1.4 State of the Art

There is a shortage of gully-erosion monitoring, as pointed by Cerdan et al. (2006). They
identified the amount of site-year observations of linear to be over 40 times lower than for its
counterpart laminar erosion. There is also a lack of publications, with articles focusing on
laminar erosion being three to four times more frequent than on linear erosion (Alencar, 2018),
despite their relevance as a sediment source (McCool et al., 1987). Gullies alone produce
between 10 and 100 ton.ha-1.yr-1 in affected areas, besides causing changes to water and
sediment connectivities and productivity/biodiversity loss (Avni, 2005; Verstraeten et al., 2006;
Poesen, Torri, and Van Walleghem, 2011). Therefore, it is important to comprehend how
gullies behave (Poesen, 2018).

Despite their influence in hydro-sedimentological processes on a catchment scale, erosion
models overlook gully erosion assessment (Poesen, 2018). Gullies are complex systems with
the superposition of multiple processes, as shear stress, head-cutting, jet flow, piping, and
wall failure. Therefore, gully erosion is a process with the interaction of many variables, many
of which are difficult to model (Bernard et al., 2010; Castillo and Gómez, 2016; Alencar,
de Araújo, and Teixeira, 2020). Therefore, no model has ever been proposed to explain the
governing forces controlling gully initiation and growing (Bennett and Wells, 2019). In Figure
1.5, we have some examples of how different gullies can look like. In the first photo (left), we
have a gully head in shallow soil, that tends to be wider. In the second (centre), we have
a deep incision with a wall almost vertical, stabled by cohesion forces and roots. The last
photos (right and bottom) show deep gullies with strong activity in the wall, due to the high
concentration of silt. Gullies can vary widely in shape, scale and governing processes (Starkel,
2011).

Nevertheless, some models have been proposed to simulate gully erosion, with two distinct
approaches, empirical (e.g, Thompson, 1964; Watson and Laflen, 1986; Woodward, 1999;
Nachtergaele, Poesen, Steegen, et al., 2001; Nachtergaele, Poesen, Sidorchuk, et al., 2002;
Poesen, Vandekerckhove, et al., 2002; Yao et al., 2008; Wells et al., 2013), and physical models
(e.g., Foster and Lane, 1983; Storm, Barfield, and Ormsbee, 1990; Hairsine and Rose, 1992a;
Ascough et al., 1997; Sidorchuk, 1999; Dabney et al., 2015; Alonso, Bennett, and Stein, 2002),
both with limited success. The empirical methods are restricted to small areas and climatic
conditions, being hard to replicate or adapt to other areas. Physical models present better
performance and are more flexible, however require multiple calibrations and some variables (as
critical shear stress and shear stress distribution) are based on empirical equations themselves,
or yet, require so much data that is not feasible to implement (Douglas-Mankin et al., 2020).

More recently, the interest on gully erosion has grown, specially in identification (Marzolff
and Poesen, 2009; Agüera-Vega, Carvajal-Ramírez, and Martínez-Carricondo, 2017) and risk
and susceptibility assessment (Arabameri, Rezaei, et al., 2018; Arabameri, Pradhan, et al.,
2019; Conoscenti, Agnesi, et al., 2018; Bonakdari, Qasem, et al., 2020), using machine learning
and artificial neural networks.

In our literature review, we observed some gaps: the key variables of gully erosion
modelling (Hairsine and Rose, 1992a; Storm, Barfield, and Ormsbee, 1990; Bennett and Wells,
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Figure 1.5: The three upper photos row show gullies of different scales in Madalena (Ceará),
Campo Formoso (Bahia) and Gilbués (Piauí), from left to right. Lower, the register of a large
gully (50-metre wide and 20-metre deep) in Gilbués. Each one, at a different level, disturbs the
local hydrological functioning and the land use.

2019) and of a model for gully erosion that can be implemented in multiple temporal and
spatial scales (Sidorchuk, 2009; Bennett and Wells, 2019).

1.4.2 Sediment yield and sediment delivery ratio

Erosion and sediment transport lead to siltation, which causes water quality and quantity
depletion (de Araújo, 2003; Coelho et al., 2017). It also affects energy production (Landwehr,
Schomberg, and Pahl-Wostl, 2021; Zarfl et al., 2015) and increases overspill and consequent
floods (Mamede et al., 2012). That is particularly harmful in regions as the Brazilian semiarid,
where most water supply is provided via artificial surface reservoirs (Medeiros and Sivapalan,
2020). The Brazilian Semiarid Region has suffered from water scarcity for centuries (Gaiser
et al., 2003), with most of the rivers in the region being ephemeral or intermittent, and suffering
from frequent and long-lasting droughts (Aragão Araújo, 1990; Brito et al., 2017). Additionally,

8



1.4 State of the Art

the region has its precipitation concentrated in a few months, with rainfall intensities over
100 mm.h-1 (Figure 1.6) (de Figueiredo et al., 2016; Alencar, de Araújo, and Teixeira, 2020).
Under this scenario, artificial surface reservoirs in the State of Ceará alone accumulate over 22
hm3 of sediment per year, with a siltation rate of approximately 2.7 t.ha-1.yr-1 (de Araújo,
2003) (Figure 1.6).

Figure 1.6: On the left, a small reservoir in Auiaba (Ceará) with a high concentration of sediments,
rendering the water undrinkable. On the right, the register of an intense convective rainfall near
the municipality of Caridade (Ceará). Such events, with short duration and high intensity and
erosivity, are common in the area (author’s collection, 2017).

Sediment is a mixture of multiple materials, as primary mineral particles, aggregates,
organic matter and chemicals and has a defined life cycle of erosion, transport, and deposition
(Haan, Barfield, and Hayes, 1994). All these materials are originated in a catchment and
transported by erosive forces throughout the catchment. In the course of transport these
materials might settle in sink areas in the catchment or reach a water body (river, lake, reservoir
de Araújo, 2007), either being deposited on the bottom of the water body, in a process called
siltation (de Araújo, Güntner, and Bronstert, 2006), or being spilt and transported to outside
the catchment (Brune, 1953).

The hydraulic transport of sediments is the mechanism of change from potential and
kinetic energy from water into morphological alterations in the landscape (Aagaard and Hughes,
2021) and occurs when water moves towards the watershed outlet. The fraction of sediment
that leaves the catchment or is trapped in reservoirs is called the catchment’s sediment yield
(López-Vicente and Guzmán, 2021) and is defined by Equation 1.1.

SY = ε×SDR (1.1)

where SY is the sediment yield, ε the total mobilized soil (or gross erosion) and SDR the
sediment delivery ratio.

The Sediment Delivery Ratio (SDR) is therefore the ratio of sediment yield and gross
erosion (i.e., all mobilized soil by erosive forces in the catchment) (Haan, Barfield, and Hayes,
1994). It can be also interpreted as the probability of a particle of sediment reaching the
catchment outlet (de Araújo, 2007). For the sediment to be carried by runoff, it is necessary
a quantity of energy (or stream power) (Bagnold, 1966; Hairsine and Rose, 1992b; Beckers,
2018). The available energy for sediment transport, particularly in ephemeral water paths and
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on a hillslope scale, are directly dependent on precipitation intensity (de Figueiredo et al.,
2016).

There are multiple methods to estimate both ε and SDR. Gross erosion, is often estimated
via the Universal Soil Loss Equation (USLE; by Wischmeier and Smith, 1978) and its variations
(e.g., the Revised and the Modified Universal Soil Loss Equations – RUSLE and MUSLE
Renard et al., 1991; Williams, 1975), that take into account the rainfall energy (function of
the 30-minute intensity), as well as topographic conditions, land use and soil properties. To
assess the sediment delivery ratio, even though the process is dependent on the same variables
(e.g., available energy, land use, and topography), the multiple methods available are often
based only on topographical variables (de Araújo, 2003; Maner, 1958; Roehl, 1962; Williams
and Berndt, 1972).

There are some strategies to deal with over-siltation in reservoirs, as sediment management
(e.g., sediment washing) and sediment control (e.g., upstream infrastructure to capture sediment,
as check dams; Peng, Yonggang, and Yongming, 2011; Kondolf et al., 2014). Another successful
strategy is sediment reuse (Braga et al., 2019), particularly for small reservoirs that are
frequently dry. However, stakeholders still lack the necessary tools to efficiently plan such
actions (Landwehr, 2021).

de Araújo (2007) proposed a method to assess an event-based sediment yield model, by
deriving a SDR equation that is based not only on the topography of the hillslope but also
on the stream power (Bagnold, 1966; Bagnold, 1977) generated by the runoff. The model
presents good results for simulations in catchments of multiple scales, however, it requires a
large amount of data, rarely available, such as sub-hourly features of rainfall events. Automatic
stations that register sub-hourly precipitation with time resolutions ranging from 5 to 30
minutes are expensive to buy and maintain, making the monitoring of such precipitation
features hard, particularly in poor or developing countries. Figure 1.7 shows the contrast
between the distribution of automatic stations and conventional Ville de Paris rain gauges in
the Brazilian Semiarid Region, area of study of Chapter 3.

The review of the literature uncovered some gaps, as the lack of an event-based equation
for sediment delivery ratio that takes into consideration sub-daily features of precipitation,
besides topography and land use conditions.

1.4.3 Droughts and Flash Droughts

Drought is often defined as a long period of shortage of water availability. The primary causes
are insufficient precipitation, or excess on evapotranspiration and demand (Bullock, Haddow,
and Coppola, 2018). Differing from other natural hazards, droughts have three particularities:
(1) its onset and end are difficult to identify because they often accumulate slowly and last
even after the shortage end; (2) there is no universally accepted definitions of drought nor what
conditions constitute it; and (3) droughts are events that usually affect large, heterogeneous
areas and landscapes (Wilhite, 2000; Mishra and Singh, 2010; Bullock, Haddow, and Coppola,
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Figure 1.7: Maps of Ville de Paris (left) and Automatic (tipping bucket, right) gauging stations
in the Caatinga, the Brazilian dry forest located in the semiarid region and managed by the
Brazilian National Water Agency (ANA, 2019).

2018). Once drought conditions are established in a region, there is the initiation of a positive
feedback loop (Bravar and Kavvas, 1991). Low soil moisture in the upper layers reduces
evapotranspiration and relative air humidity, making it harder to reach saturation. Only when
external disturbances carry enough moisture from other areas into the drought-affected area,
there will be sufficient precipitation to end the drought (Wang and Asefa, 2019).

Some other classical definitions of drought are:

• Linsley (1959): a sustained period of time without significant rainfall.

• Palmer (1965): a significant deviation from the normal hydrologic conditions of an
area

• World Meteorological Organization (1986): a sustained, extended deficiency in
precipitation.

• UN (1994): the naturally occurring phenomenon that exists when precipitation has
been significantly below normal recorded levels, causing serious hydrological imbalances
that adversely affect land resource production systems.

• Schneider, Root, and Mastrandrea (2011): an extended period – a season, a year,
or several years – of deficient rainfall relative to the statistical multi-year mean for a
region.

These slow-evolving, long-lasting, widespread droughts, henceforth addressed as con-
ventional droughts, are also classified into four categories: Meteorological, Hydrological,
Agricultural and Socio-economical droughts. Each classification indicates what kind of effect
the drought event caused, its temporal extent and cause (Mishra and Singh, 2010).
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Another kind of drought that has gained attention from hydrologists and climatologists is
the Flash Drought (Otkin, Anderson, et al., 2013; Otkin, Svoboda, et al., 2018; Pendergrass
et al., 2020). This kind of drought, differently from its counterpart (classical droughts) has a
short duration (Mo and Lettenmaier, 2016), rapid intensification (Christian, Basara, Otkin,
Hunt, et al., 2019), and can affect both large and small areas (Li, Wang, et al., 2020).

Flash Droughts were firstly documented by Peters et al. (2002), and the first publication
dedicated exclusively to the topic only in 2013 (Otkin, Anderson, et al., 2013). Flash droughts
have drawn more attention from climatologists and hydrologists (Lisonbee, Woloszyn, and
Skumanich, 2021), particularly after exceptional events in the United States of America (Basara
et al., 2019; Christian, Basara, Otkin, and Hunt, 2019; Otkin, Zhong, Hunt, Basara, et al.,
2019), Russia (Christian, Basara, Hunt, et al., 2020), India (Mahto and Mishra, 2020), and
Spain (Noguera, Domınguez-Castro, and Vicente-Serrano, 2021). Despite the interest from the
scientific community, particularly in the last five years, there is no consensus of what should
be a definition of flash drought and how to identify an event.

There are multiple attempts to define flash droughts (Mo and Lettenmaier, 2016; Ford
and Labosier, 2017; Christian, Basara, Otkin, Hunt, et al., 2019; Pendergrass et al., 2020;
Noguera, Castro, and Serrano, 2020; Li, Wang, et al., 2020; Osman et al., 2021), however, no
definition has been universally accepted.

We understand Flash Droughts as a process of rapid (accelerated) and unusually large
depletion of soil moisture in comparison with “average” conditions of the growing season and
land-use related water demand, due to the simultaneous or concurrent occurrence of two or
more atmospheric and/or weather conditions over a short time frame of several weeks. When
combined, these conditions should lead to an extreme (rare) and dry setup when compared to
their expected values for the period of the year. Furthermore, flash droughts may or may not
have a direct obvious impact on biota or society, and may become a long-term drought.

Being a new research field, there is not much literature on the topic as of today (Otkin,
Svoboda, et al., 2018), but the interest has grown. Lisonbee, Woloszyn, and Skumanich (2021)
identified 20 papers with definitions of flash droughts and methods to identify them. The
papers, however, present elemental differences, e.g., if flash droughts are rapid-onset events
(11 papers), short-term droughts (9 papers) or both (1 paper). In Figure 1.8 we present a
bibliometric network2 of the papers indexed on the Web of Science™. We can observe some
trends in the interest for flash droughts, with the initial paper focusing on terms as rapid onset
(a basic feature of flash drought), comparison (to conventional droughts), and the US drought
monitor. More recent papers are interested in frequency, impact and trend.

Despite the multiple definitions, even when looking exclusively at those with rapid-onset,
authors showed a substantial difference (Osman et al., 2021) on flash drought identification.
Nevertheless, those definitions share some common features:

2Network built with assistance of VOSviewer and information extracted from the Web of Science™ on
10.10.2020.
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Figure 1.8: Bibliometric network of 81 papers indexed on the Web of Science™containing "flash
drought" in their topic (title, keywords, or abstract). The network shows the most common related
terms and how they connect. The larger the circle and font size of the term, the more frequent it
is. the colour scale indicates the average year of publications containing this term.

• Flash droughts evolve rapidly, with an intensification period lasting a few weeks;

• The final condition should lean towards extreme hot/dry conditions (high temperature,
or evapotranspiration, low precipitation or soil moisture, or etc.);

• Flash droughts are seasonal processes and relative to expected values. The weather
should be in an extreme hot/dry condition compared to usual values for that time of the
year;

• Flash drought is a threshold process that is correctly identified if, and only if,
environmental conditions meet a set of predefined rules.

The differences in identification might come from the different variables, statistics, indexes
and intervals selected by each method (Lisonbee, Woloszyn, and Skumanich, 2021). The most
common variables used to define and identify flash drought are precipitation, temperature,
evapotranspiration (potential and actual), and soil moisture. Authors use either combinations
of multiple variables (Mo and Lettenmaier, 2015; Mo and Lettenmaier, 2016; Zhang, You,
et al., 2017; Hunt et al., 2009; Zhang, Wu, and Hu, 2019; Zhang, Wu, Yeh, et al., 2020; Ran
et al., 2020), tracking a single variable (Osman et al., 2021; Ford, McRoberts, et al., 2015; Ford
and Labosier, 2017; Yuan et al., 2019; Li, Wang, et al., 2020; Liu, Zhu, et al., 2020; Zhang,
Chen, et al., 2019), or adapted indexes from the literature (Pendergrass et al., 2020; Noguera,
Castro, and Serrano, 2020; Noguera, Domınguez-Castro, and Vicente-Serrano, 2021; Christian,
Basara, Otkin, Hunt, et al., 2019; Christian, Basara, Otkin, and Hunt, 2019; Christian, Basara,
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Hunt, et al., 2020; Otkin, Anderson, et al., 2013; Nguyen, Wheeler, Otkin, et al., 2019). The
data is usually summarized in short time steps of pentads (73 per year) or weeks (52 per
year) and data is compared against the values for each variable/index for the same interval of
previous years. Some exceptions to that rule are Noguera, Castro, and Serrano (2020) that
divides each month into 4 irregular intervals ranging from 7 to 9 days (with a total of 48
intervals per year) and Osman et al. (2021) that compares the variable value to the values of
the same year, using an approach called volatility, borrowed from stock market analysis.

1.4.4 Entropy Theory

A relevant novelty of our project is that the designed equations should contain being not only
physical but also a statistical basis. The statistical approach is based on the Entropy Theory
(Shannon, 1948), a branch of the Information Theory (Kullback and Leibler, 1951; Kullback,
1978a). In Information Theory, the entropy indicates the level of knowledge (or uncertainty)
about a process or event (Singh, 2013).

Established by Jaynes (1957a) and Jaynes (1957b), the Principle of Maximum Entropy
(POME) allows selecting carefully the probability density function (pdf), which does not admit
unproven hypotheses (pdf*). The pdf* is obtained by maximizing the entropy function of
the Information Theory, subject to the constraints which, in this case, represent the prior
knowledge of the modelled system. According to the Principle of Maximum Entropy, the
function pdf* is the one that should be used in physical formulations. The principle has
been used successfully in several areas of knowledge, including Hydrology, Hydraulics and
Sedimentology (de Araújo and Chaudhry, 1998; de Araújo, 2007; Ghoshal, Kumbhakar, and
Singh, 2018; Chiu and Tung, 2002; Chiu, 1987; Chiu, 1988; Singh, 2014a; Singh, 2014b; Singh,
2018; Bonakdari, Sheikh, and Tooshmalani, 2014a; Cui, Sivakumar, and Singh, 2018). The
entropy of Shannon is described in Equation 1.2.

H = −
∫︂

Ω
f(x) lnf(x) dx (1.2)

where H is the information entropy and f(x) the function we are looking for, that maximizes
entropy H. Ω is the domain of function f(x). This maximization problem can be solved
algebraically with the method of the Lagrange Multipliers (Eq. 1.3) using up to three
constraints (de Araújo, 2007).

L = −
∫︂

Ω
f(x) lnf(x) dx − (λ0 − 1)

[︃∫︂
Ω
f(x)dx

]︃
−

n∑︂
u=1

λi

[︃∫︂
Ω
f(x)gi(x)dx− ci

]︃
(1.3)

λi are the Lagrange multipliers.Ci and gr(x) are t mathematical expression of the constraints
(Eq. 1.4). The constraints are previous knowledge that the modeller has on the process or
function. They are often statistical moments (e.g., mean and standard deviation) or constitutive
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equations (e.g., energy and mass balance). Because f(x) is a probability distribution function,
there is always a trivial constraint that

∫︁
Ω f(x)dx = 1.

ci =
∫︂

Ω
gi(x)f(x)dx, i = 1, 2, ..., n (1.4)

The Principle of Minimum Cross-Entropy (POMCE) is based on the relative entropy of
information proposed by Kullback (1978a) and is a generalization of the Principle of Maximum
Entropy of Jaynes (1957a). Both principles use all information available, however, the Principle
of Minimum Cross-Entropy minimizes the relative entropy against a prior function (Eq. 1.5).
The prior function is, ultimately, a new constraint, representing the previous knowledge or
educated guess from the modeller about the expected behaviour of the variable or process.
When the modeller has no knowledge, a natural decision is to use a uniform distribution as the
prior, which presents the same result as the POME (Kumbhakar, Ghoshal, and Singh, 2019).
Therefore, the POME can be understood as a particular case of the POMCE, when the prior
function is a uniform probability distribution3. The minimization problem can be solved again
with the method of Lagrangian multipliers, in the form of Equation 1.6.

D(f, q) =
∫︂

Ω
f(x)

[︃
lnf(x)
q(x)

]︃
dx (1.5)

L =
∫︂

Ω
p(x) lnp(x)

q(x) dx + λ0

[︃∫︂
Ω
p(x)dx− 1

]︃
+

n∑︂
i=1

λi

[︃∫︂
Ω
gi(x) f(x)dx− ci

]︃
(1.6)

1.5 Research questions and objectives

From the literature review, four gaps concerning our focus subjects were identified and selected.
The gaps led to the proposition of five questions listed below.

1. What are the key variables of erosion by gullies and how to model such processes?

2. How can we introduce relevant variables as precipitation patterns and features to assess
sediment yield and delivery ratio in ungauged basins?

3. What is the definition of Flash Droughts, and what are their key variables?

4. How can flash drought events be identified?

5. What are the available tools from Information Theory and Data Science to help
hydrologists to solve problems related to extreme event modelling and/or its impacts?

3Although the literature does not mention, functions with the form f(x) = aebx + c ∀ (a, b, c) ∈ R behave
the same, due to the general solution of the Lagrangian function.
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Based on those questions, six objectives were drawn:

• Using field experiments and modelling, identify the key variables to model long term
gully erosion and build a framework that allows the addition of multiple sources of energy
and sediment;

• Using the principle of minimum cross-entropy, model the key variables related to gully
erosion, namely shear stress in walls and bed;

• Using the principle of maximum entropy, propose a methodology to assess sub-daily
precipitation features (duration and 30-minute intensity) that allow SDR and sediment
yield estimations in ungauged catchments;

• Propose a new definition of flash droughts and a novel method, based on multiple
variables and thresholds, to identify them;

• Compare methods from the literature and their performance on identifying events in
Central Europe, building a visual platform to easily observe discrepancies between
methods;

• Implement all selected methods in R-language and build an open-source package to be
available to the community.

1.6 Data structure

To accomplish our objectives presented in Section 1.5 we use multiple data sources and formats.
All tabular data and code are publicly available4. Imagery, which comprises mainly of image
acquisition with UAV (Unmanned Aerial Vehicles, or drones) is typically too heavy for such
public online directories.

During the doctorate work, all data was handled and backed up periodically (every one to
three months) with the conventional 3-2-1 scheme (three copies, two different media, one out of
the office)5. All data used in the elaboration of our work is registered as public and/or under
CC BY 4.0, which allows copy, reuse, modification, and redistribution, provided reference of
the original creator.

For Chapters 2 to 4, precipitation data from conventional and automatic rain gauges
provided by the Brazilian National Water Agency and research groups were used to build
time series of precipitations (See Figure 1.7). Soil samples were collected and analysed for the
obtention of soil properties, as erodibility, bulk density, and critical shear stress. This data was
used to assess siltation in reservoirs and validate the gully erosion models. Imagery from UAV
was acquired under the proper regulations from each region (Ceará, Bahia, and Piauí – all

4Please refer to my GitHub page.
5One in the computer’s hard drive, one in the cloud and a second hard drive kept out of the office.
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of them, Brazilian Federal States). Structure from Motion (James, Robson, et al., 2017) was
used to generate Digital Surface Models and topography from reservoirs and gully systems.

For Chapter 5, data from the FLUXNET2015 monitoring stations were used.
FLUXNET2015 data6 is also scarce and not well distributed. Out of the 212 stations,
only 160 have soil water content measurements (only three in Latin America, and four in
Africa), and yet with an average duration of 6.6 years (range from 1 to 18 years). In total,
only 47 stations (or 22% of all stations) have a data series for soil water with 10 years or more.

1.7 Dissertation structure and articles overview

This dissertation comprises six chapters. Chapter 1 is the Introduction. Chapters 2 to 5 are
articles published or submitted, and follow the order of the objectives presented in Section
1.5. Research Question 1, related to gully erosion, resulted in two research papers, a first
that presents an physically-based model and key variables (Chapter 2) and a second with a
entropy-based approach (Chapter 3). Research Question 2, related to sediment yield, resulted
in one paper (Chapter 4). Research Questions 3 and 4 resulted in a paper (Chapter 5), as
well as in the elaboration of an R-package and interactive visualization tool. In Chapter 6, we
present a short technical description of the flash drought visualization tool, prepared in the
context of the research on flash drought definitions. Finally, Chapter 7 presents the conclusions
and outlook of the dissertation. All manuscripts have been drafted by Pedro Alencar. All
figures, tables, and calculations were also produced by the author except when otherwise noted.

Chapter 2, page 21:

Title: Physically based model for gully simulation: application to the Brazilian semiarid
region

Authors: Pedro Henrique Lima Alencar1,2, José Carlos de Araújo2, and Adunias dos
Santos Teixeira2

1 Institute of Ecology, Technical University of Berlin
2 Department of Agricultural Engineering, Federal University of Ceará

Journal: Hydrology and Earth System Sciences (Hydrol. Earth Syst. Sci.)

Year and status: 2020, published

DOI: https://doi.org/10.5194/hess-24-4239-2020

P. Alencar contributed with fieldwork, programming, and laboratory analysis. A. S.
Teixeira carried out image acquisition and processing. J. C. de Araújo acted as supervisor

6Data available at FLUXNET2015 Dataset website (Pastorello et al., 2020).
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of the work and in its conceptualization. All authors collaborated in the preparation of the
manuscript.

Chapter 3, page 45:

Title: Entropy-based Model for Gully Erosion – a Combination of Probabilistic and
Deterministic Components

Authors: Pedro Henrique Lima Alencar1,2, Antonio Alisson Fernandes Simplício3, and
José Carlos de Araújo2

1 Institute of Ecology, Technical University of Berlin
2 Department of Agricultural Engineering, Federal University of Ceará
3 Federal Institute of Science, Technology and Education of Maranhão

Journal: Science of the Total Environment (Sci. Total Environ)

Year and status: 2021, submitted

P. Alencar contributed with fieldwork, programming, image acquisition and laboratory
analysis. A. Simplício carried out image acquisition and processing. J. C. de Araújo acted as
supervisor of the work and in its conceptualization. All authors collaborated in the preparation
of the manuscript.

Chapter 4, page 67:

Title: Entropy-Based Temporal Downscaling of Precipitation as Tool for Sediment
Delivery Ratio Assessment

Authors: Pedro Henrique Lima Alencar1,2, Eva Nora Paton1 and José Carlos de Araújo2

1 Institute of Ecology, Technical University of Berlin
2 Department of Agricultural Engineering, Federal University of Ceará

Journal: Entropy

Year and status: 2021, published

DOI: https://doi.org/10.3390/e23121615

For this paper, P. Alencar contributed with programming, data processing, analysis, and
visualization. J. C. de Araújo contributed with programming and data processing, and E. N.
Paton with data analysis. All authors collaborated in the preparation of the manuscript.
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Chapter 5, page 87:

Title: How do we identify flash droughts? A case study in Central European Croplands

Authors: Pedro Henrique Lima Alencar1,2, Eva Nora Paton1

1 Institute of Ecology, Technical University of Berlin
2 Department of Agricultural Engineering, Federal University of Ceará

Journal: Hydrology Research (Hydrol. Res.)

Year and status: 2021, submitted

P. Alencar contributed programming, data preparation, analysis and visualization. E.
N. Paton contributed with data analysis and supervision. Both authors collaborated in the
preparation of the manuscript.
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2
Physically-based model for gully

simulation: Application to the Brazilian
Semiarid Region

Paper published in the journal Hydrology and Earth System Sciences
P.H.L. Alencar, J.C. de Araújo, A.S. Teixeira

Abstract

Gullies lead to land degradation and desertification as well as increasing environmental and
societal threats, especially in arid and semiarid regions. Despite this fact, there is a lack of
research initiatives. As an effort to better understand soil loss in these systems, we studied
small permanent gullies, a recurrent problem in the Brazilian Northeastern semiarid region.
The increase of sediment connectivity and reduction of soil moisture, among other deleterious
consequences, endanger this desertification-prone region and reduce its capacity to support
life and economic activities. Thus, we propose a model to simulate gully-erosion dynamics,
derived from the previous physically-based models by Foster and Lane and by Sidorchuk.
The models were adapted so as to simulate long-term erosion. A threshold area shows the
scale dependency of gully erosion internal processes (bed scouring and wall erosion). To
validate the model, we used three gullies ageing over six decades in an agricultural basin in the
State of Ceará. The geometry of the channels was assessed using Unmanned Aerial Vehicle
and Structure-from-Motion technique. Laboratory analyses to obtain soil properties were
performed. Local and regional rainfall data were gauged to obtain sub-daily rainfall intensities.
The threshold value (cross-section area of 2 m2) characterises when erosion in the walls, due
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to loss of stability, becomes more significant than sediment detachment in the wet perimeter.
The 30-minute intensity can be used when no complete hydrographs from the rainfalls are
available. Our model could satisfactorily simulate the gully-channel cross-section area growth
over time, yielding Nash-Sutcliffe efficiency of 0.85 and R2 of 0.94.

2.1 Introduction

On our way to sustainable development and environmental conservation, soil erosion by water
was pointed out as a key problem to be faced in the 21st century (Borrelli et al., 2017; Poesen,
2018). The impact of water-driven soil erosion, on the economy and food supply alone,
represents an annual loss of US$ 8 to 40 billion, a cut in food production of 33.7 million tonnes
and an increase in water usage by 48 km3. These effects are felt more severely in countries
like Brazil, China and India as well as low-income households worldwide (Nkonya et al., 2016;
Sartori et al., 2019). Estimates on total investments to mitigate land-degradation effects on
site (e.g. productivity losses) and their off-site effects (e.g. biodiversity losses, water body
siltation) lead to more alarming values, averaging US$ 400 billion yr-1 (Nkonya et al., 2016).
Nonetheless, these values were obtained by studies of soil loss using USLE (Universal Soil Loss
Equation) or similar methods, with none considering gully erosion. Thus, the real economical
and social impacts of soil erosion are not completely comprehended as long as we do not better
understand gully erosion and how to model it.

Notwithstanding, soil degradation had already been an issue since the early 20th-century,
having been, for instance, reported by the USDA and the National Conservation Congress,
with over 44 thousand km2 of abandoned land due to intense erosion. By the end of the 1930s,
this number had increased to over two hundred thousand km2 (Montgomery, 2007). Among
soil erosion mechanisms, gully erosion plays a relevant role in sedimentological processes in
watersheds since it frequently is the major source of sediment displacement (Vanmaercke et al.,
2016). Ireland, Sharpe, and Eargle (1939) observed the effect of intense land-use change on
gully formation early, mainly due to changes of land-cover and flow path direction. These
landscape modifications were connected to runoff acceleration and/or concentration, therefore,
triggering gullies.

Gully erosion consists of a process that erodes one (or a system of) channel(s) that starts
mainly due to the concentration of surface water discharge erosion during intense rainfall events
(Bernard et al., 2010). The concentrated flow causes a deep topsoil incision and may reach the
groundwater table and sustain the process (Starkel, 2011). Gullies are a threshold-controlled
process (Conoscenti and Rotigliano, 2020) and their initiation is connected to anthropogenic
landscape modifications as well as land use and land cover changes, as observed in the other
tropical biomes (Katz, Daniels, and Ryan, 2014; Hunke et al., 2015; Poesen, 2018). On the
other hand, the presence of vegetation may prevent soil erodibility both by increasing cohesion
forces and enhancing soil structure (Vannoppen et al., 2017). Maetens et al. (2012) suggested
that land-use changes lead to runoff changes and, hence, directly affect erosive processes. Gully
erosion can also be affected by climate change, e.g., an increase in rainfall intensity could lead
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to higher erosive potential (de Figueiredo et al., 2016; Panagos, Ballabio, et al., 2017). Gullies
are strongly dependent on landscape factors. With the advance of machine-learning techniques
and the use of large data sets, some of the factors that mostly influence gully formation were
identified, such as lithology, land use and slope. Some indexes were also pointed out as relevant
to indicate gully initiation, such as the Normalized Difference Vegetation Index, Topography
Wetness Index and Stream Power Index (Arabameri, Pradhan, et al., 2019; Azareh et al., 2019;
Conoscenti and Rotigliano, 2020).

Gullies play a relevant role in the connectivity of catchments (Verstraeten et al., 2006),
allowing more sediment to reach water bodies and, thus, increase siltation (de Araújo, Güntner,
and Bronstert, 2006). For being particularly relevant among the erosion processes, gullies
execute a great pressure on landscape development: they change the water-table height, alter
sediment dynamics and increase runoff (Valentin, Poesen, and Li, 2005; Poesen, 2018; Yibeltal
et al., 2019). They represent an increasing risk to society and environment for affecting land
productivity, water supply, floods, debris flow and landslides (Liu, Tang, et al., 2016; Wei
et al., 2018). Gullies also have a large impact on the economy due to high mitigation costs, a
reduction of arable fields, a decrease of groundwater storage, an increase of water and sediment
connectivity and more intense reservoir siltation (Verstraeten et al., 2006; Pinheiro, Metselaar,
et al., 2016). The assessment of gully impacts on production costs in an arid region of Israel
showed that costs of gully mitigation represent over 5% of total investments, and production
losses are as large as 37 % (Valentin, Poesen, and Li, 2005).

The State of Ceará, located in the semiarid region, has its total area (over 148,000
km2) included in the risk zone of desertification. From this total, about 11.5% is also under
advanced land degradation conditions, including the formation of Badlands and Gullies, a
similar condition to the one found in other desertification hotspots in the semiarid (Mutti
et al., 2020). The region is also especially vulnerable to climate change (Gaiser et al., 2003),
and both degradation and desertification can be accelerated by gullies (Zweig et al., 2018).
The Brazilian semiarid region is also characterised by shallow crystalline rock bed with scarce
groundwater and baseflow, which makes its population rely almost exclusively upon superficial
reservoirs for water supply (Coelho et al., 2017). Therefore, gullies are a two-way threat, first,
by depleting the already scarce groundwater and second, by increasing sediment connectivity,
causing siltation and resulting in loss of storage capacity and water quality (Verstraeten et al.,
2006).

Despite their relevance to hydro-sedimentological processes, gullies are often neglected
in models (Poesen, 2018), and should be directly addressed (Paton et al., 2019). However,
gully erosion is a process with the interaction of many variables, with several of them difficult
to assess (Bernard et al., 2010; Castillo and Gómez, 2016). According to Bennett and Wells
(2019), for instance, no model has ever been presented to clearly explain the process of gully
formation. Among the models that do consider gully erosion, the use of empirical approach
prevails (e.g. Thompson, 1964; Woodward, 1999; Nachtergaele, Poesen, Sidorchuk, et al., 2002;
Wells et al., 2013); whereas others focus primarily on physically-based algorithms (e.g. Foster
and Lane, 1983; Hairsine and Rose, 1992b; Sidorchuk, 1999; Dabney et al., 2015).
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It is, therefore, an important milestone to understand how gully erosion starts and develops
(Poesen, 2018). The objective of this work is to propose a physically-based model that predicts
growing dynamics and sediment production in small permanent gullies on a hillslope scale. In
order to achieve this, we tested two models – Foster and Lane (1983) and Sidorchuk (1999) –
and two adapted models, one being the modification of the model of Foster and Lane and the
other the coupling of both models. To validate the model, we selected three small permanent
gullies in the State of Ceará. The gullies’ geometry was assessed using UAV (Unmanned Aerial
Vehicle) and the soils were sampled and characterised.

We understand small permanent gullies to be the result of active erosive processes that
form channels by concentrated flow and do not interact with groundwater. Normally, these
gullies could be remedied by regular tillage processes, but in abandoned or unclaimed land,they
usually remain untreated for long periods. Although the land where they develop is usually
unused for economic activities besides livestock grazing in open range, the development of
such gullies threatens the ecosystem and community.

2.2 Materials and methods

2.2.1 Study area

The Brazilian Semiarid Region (1 million km2) is mainly covered by the Caatinga biome
with vegetation characterised by bushes and broadleaf deciduous trees (Pinheiro, Costa, and
Araújo, 2013). The region is prone to droughts and highly vulnerable to water scarcity (Coelho
et al., 2017). More than 25 million people live in this region where agriculture (maize, beans,
cotton) and livestock in the open range are of utmost socio-economic relevance. Usually, rural
communities use deleterious practices, such as harrowing and field burning, which enhance the
risk of intense erosive processes. These characteristics lead to a scenario of soil erosion and
water scarcity with high social, economic and environmental consequences (Sena et al., 2014).
Erosion in general (and gullies in particular) increases local water supply vulnerability due
to reservoir siltation (de Araújo, Güntner, and Bronstert, 2006) and water-quality depletion
(Coelho et al., 2017).

The study area is located in the Madalena Representative Basin (MRB, 75 km2, State of
Ceará, Northeastern Brazil; see Figure 2.1), located in the Caatinga biome, a dry environment
with a semiarid hot BSh climate, according to the Köppen classification. The annual
precipitation averages 600 mm, concentrated between January and June (Figure 2.2), and the
potential evapotranspiration totals 2,500 mm yr-1. Geologically, the basin is located on top of
the crystalline bedrock with shallow soils and limited water storage capacity. The rivers are
intermittent and runoff is low, typically ranging from 40 to 60 mm yr-1 (Gaiser et al., 2003).
The basin is located within a land reform settlement with 20 inhabitants per km2, whose main
economic activities are agriculture (especially maize), livestock and fishing (Coelho et al., 2017;
Zhang, Foerster, Medeiros, de Araújo, et al., 2018).
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Figure 2.1: Location of the study area and the gully sites (gullies 1, 2 and 3) and the digital
elevation models. The roads, rivers and reservoirs were mapped by Silva, Gorayeb, and de Araújo
(2015).

Three gullies were selected for this study, all located on the eastern portion of the basin.
The studied gullies have the following dimensions (average ± standard deviation): projection
area (317 ± 165 m2), length (38 ± 6 m), volume (42 ± 25 m3), depth (0.44 ± 0.25 m)
and eroded mass (61 ± 36 Mg). The coordinates are presented in Table 2.1. Despite their
small sizes, they possess a significant impact on the landscape for reducing productive areas
and soil fertility. According to the information obtained from local villagers, gully erosion
started immediately after the construction of a country road in 1958 (Figure 2.3). Before the
construction, the sites were covered by Caatinga vegetation (Pinheiro, Costa, and Araújo,
2013). The road modified the natural drainage system and does not provide for any side nor
outlet ditches, therefore generating a concentrated runoff at its side. This has caused excessive
runoff on the hillslopes and triggered gully erosion.

Figure 2.2: Monthly precipitation (median) and cumulative precipitation at MRB from 1958 to
2015.
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(a) (b) (c)

Figure 2.3: Aerial photogrammetry of the studied gullies. Note that they are at the margin of
the road, receiving the concentrated flow diverged from it. The continuous black line represents
the catchment boundaries; the blue line represents the flow paths; the dashed black lines are the
cross-sections used on the validation of the model; and the orange dots are the soil sampling points
- (a) gully 1; (b) gully 2; (c) gully 3.

Table 2.1: Coordinates of the three gullies used in this study (Datum: WGS84).

Area Latitude Longitude
Gully 1 04°58’54.3"S 39°29’36.4"W
Gully 2 04°59’53.1"S 39°29’49.4"W
Gully 3 05°00’02.4"S 39°29’59.4"W

2.2.2 Topography survey

The assessment of the gully data was achieved using an Unmanned Aerial Vehicle (UAV),
a technique applied in other regions as well (Stöcker, Eltner, and Karrasch, 2015; Wang,
Zhang, et al., 2016; Agüera-Vega, Carvajal-Ramírez, and Martínez-Carricondo, 2017). A UAV
equipped with a 16 MP camera (4000 x 4000 pixels) and field of view of 94 % was used. The
flight was at 50 m altitude with a frontal overlap of 80 % and lateral overlap of 60 %. For
the geo-reference of the mosaic, five ground control points were deployed which were evenly
distributed in each area, both in the high and low ground. The coordinates were collected
using a stationary GNSS – RTK (L1/L2) system with centimetre-level accuracy.

The Digital Surface Model was produced using the Structure from Motion technique.
This process consists of a three-dimensional reconstruction of the surface, derived from images
and the generation of a dense cloud of 3D points based on the matching pixels of different
pictures and Ground Control Points (GPCs); the processing result is a model as accurate as
one obtained by laser surveys (e.g., Light detection and ranging - LiDAR), but cheaper and
less time consuming (Stöcker, Eltner, and Karrasch, 2015; Agüera-Vega, Carvajal-Ramírez,
and Martínez-Carricondo, 2017). The ground sample distance (pixel size) obtained is four
to five centimetres and the digital models have high precision, with a vertical position error
of one centimetre and horizontal error of six millimetres. The vegetation, yet sparse, was an
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obstacle to increasing the quality of the survey. However, as the focus of this study was the
gully cross-section geometry, vegetation interference was acceptably low.

2.2.3 Soil data

Due to the scale of this experiment and the homogeneity of the soil-vegetation components
(Güntner and Bronstert, 2004), we divided the areas into two sets based on grain-size
distribution, organic matter and bulk density. Gully 1 (G1) has specific features and comprises
the first soil (S1), whereas gullies G2 and G3, close to each other, are represented by the
second soil (S2).

At the gully sites, soil surveys were carried out to assess the properties and parameters
required to implement the model; undisturbed soil samples were collected (see Figure 2.3)
at depths of 0.10 m, 0.30 m and 0.50 m (two sites, three depths, three samples per depth,
totalling 18 samples collected). At the depth of 0.50 m, a well-defined horizon C, rich in rocks
and soil under formation, was identified. The maximum depth of the non-erodible layer ranged
from 60 to 75 cm in all gullies. We performed grain-size distribution, sedimentation, organic
matter, bulk density and particle density analysis.

The soils are loamy, with clay content ranging from 6 % to 37 %. The particle density is
2580 kg m-3. The soils are Luvisols and have a typical profile, with the top layer relatively
poor in clay when compared to the layers below and with the regular occurrence of gravel at
the surface. Furthermore, Luvisols are rich in active clay, which makes them prone to form
cracks and macropores when dry (dos Santos et al., 2016), a process also documented in soils
with similar texture in a semiarid area in Spain (van Schaik et al., 2014). Rill erodibility values
(Kr) and critical shear stress (τ c) for the soils were obtained using the Equations 2.1 and 2.2
(Alberts, Nearing, et al., 1995) and are also presented in Table 2.2.

Kr = 0.00197 + 0.00030%VFS + 0.038633e(−1.84%OM) (2.1)

τc = 2.67 + 0.065%C − 0.058%VFS (2.2)

where %VFS is the percentage of very fine sand, %C is the percentage of clay and %OM is the
percentage of organic matter.

2.2.4 Rainfall data

Daily rainfall data for the location spanning the entire period was provided by the Foundation
of Meteorology and Water Resources of Ceará (Funceme). We used five rain-gauge stations in
the region, covering the period from 1958 to 2015. The annual rainfall in the area averages 613
mm (Supplementary material - Fig. S1) with a coefficient of variation of 43%, being typical
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Table 2.2: Grain-size distribution, organic matter for both soils (S1 - for the gully 1 - and S2
- for the gullies 2 and 3) at three depths (10, 30 and 50 centimetres) and the respective texture
classification (USDA); and the estimated (in italic) rill erodibility (Kr) and critical shear stress (τc

of the site soils) obtained using Equations 2.1 and 2.2.

Soil
and

layer

Gravel
> 2 mm

FCSa

> 0.1 mm
VFSb

> 0.05
mm

Silt
> 0.002

mm

Clay
< 0.002

mm

Organic
Matter

Bulk
density
(kg m-3)

Soil Class Kr

(s.m-1)
τc

(Pa)

S1-10 13 % 45 % 21 % 11 % 10 % 3.1 % 1699 Sandy
Loam

0.015 2.102

S1-30 6 % 46 % 16 % 14 % 18 % 3.3 % 1677 Sandy
Loam

0.016 2.912

S1-50 4 % 63 % 20 % 7 % 6 % 2.2 % 1765 Loamy
Sand

0.020 1.900

S2-10 17 % 33 % 22 % 11 % 17 % 4.9 % 1509 Sandy
Loam

0.012 2.499

S2-30 8 % 29 % 6 % 20 % 37 % 5.7 % 1572 Clay Loam 0.011 4.611
S2-50 2 % 28 % 15 % 20 % 25 % 1.4 % 1643 Loam 0.014 3.425

a Fine to Coarse Sand; b Very Fine Sand.

values for the Brazilian Semiarid Region (de Araújo and Piedra, 2009). The double mass
method was employed to check data consistency (Supplementary material - Fig. S2). The gaps
in the measurements (January 1958 and September 1960) were filled by the nearest gauging
station.

The modelling of the gullies is based on peak discharge, which demands sub-daily rainfall
data, but only daily precipitation was available inside the study basin covering the whole
experiment period. To proceed with the modelling, correlation curves relating total daily
precipitation and rainfall intensity were used. In order to define which was the best intensity
to be used in the modelling, four were tested (Figure 2.4) as input for the model: average (Iav),
sixty-minute maximum (I60), thirty-minute maximum (I30) and fifteen-minute maximum (I15)
intensities.

To build such curves, we used data from the Aiuaba Experimental Basin’s (AEB). This
basin has been monitored since 2005 (de Figueiredo et al., 2016) and has detailed hydrographs,
with 5-minute temporal resolution. This experimental basin is located 190 km south of MRB
and both basins are climatically homogeneous (Mendes, 2010). In addition, Figure 2.4 shows
the rainfall data for the MRB collected during the rainy season in 2019 (January to July). We
can observe that the data has similar behaviour but is constantly on the lower area of the plot.
It is relevant to note that in the year of 2019 in MRB it was dry (total annual precipitation of
402 mm, over 30 % lower than the average) and such behaviour was expected.

To obtain discharge values from intensity, we used the SCS-CN method (Chow, 1959). For
the models, the main rainfall related variables are the event peak discharge and its respective
duration. Because the gully catchment areas were small, their respective concentration time
was negligible compared with the intense-rainfall duration in the region (de Figueiredo et al.,
2016), yielding a uniform pattern of peak discharge.
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Figure 2.4: Correlation between daily precipitation and sub-daily variables at the Aiuaba
Experimental Basin (de Figueiredo et al., 2016). (a) daily precipitation versus event duration
(D); (b) daily precipitation versus 60-minute maximum intensity (I60); (c) daily precipitation
versus 30-minute maximum intensity (I30); and (d) daily precipitation versus 15-minute maximum
intensity (I15). The white circles indicate data obtained in Aiuaba from 2005 to 2014. The red
dots indicate precipitations measured in the MRB from January to July 2019 (rainy season).

2.2.5 Gully modelling

To model small permanent gullies, we propose two models based in classical formulations from
the literature of Foster and Lane (1983) and Sidorchuk (1999). The Foster and Lane Model
(FLM) is one of the most used models of gully erosion based on net shear stress and transport
capacity. The FLM assumes a rectangular cross-section and was originally designed for single
rainfall ephemeral gully modelling. The Sidorchuk Model (SM) considers the mass balance of
sediments, shear stress (in terms of critical velocity), soil cohesion and the Manning equation
to estimate the cross-section geometry and channel slope. It also uses empirical equations
based on field measurement to estimate the flow depth and width. This model gives special
attention to the processes involving gully wall transformation. A description of both models is
available in the literature and in the supplement materials of this paper.

The proposed models are the Adapted Foster and Lane Model (FLM-λ) and the coupled
model Foster and Lane & Sidorchuk Model (FL-SM). The key difference between the two
proposed models is the amount of data required to use each one. The models are presented
below.
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2.2.5.1 Adapted Foster and Lane Model (FLM-λ)

The Foster and Lane Model (FLM), as proposed by its authors, considers a single source
of erosion: the soil detached from the channels bed and walls due to shear stress. Field
observation and literature (Blong and Veness, 1982), however, show that wall instability and
failure can represent a significant source of sediment. To estimate the effect of wall erosion at
the studied site, we proposed an empirical parameter (λ – Eq. 2.3) to correct the effect of
lateral flow and wall erosion. This multiplicative parameter was calibrated and validated as
a function of the catchment shape based on two coefficients: the Gravelius coefficient (KG –
Eq. 2.4) and the Form coefficient (KF – Eq. 2.5). Both coefficients describe the geometry
of the catchment area and can be interpreted as how compact the distribution of area is.
Commonly linked to flood proneness, these parameters also relate to the transversal distance
of the catchment area, which influences the amount of lateral inflow into the mainstream.

λ = Ao

Am
(2.3)

KG = 0.28 · CP

CA
(2.4)

KF = CA

C2
L

(2.5)

In Equation 2.3, the terms Ao and Am are the observed and measured cross-section area and
in Equations 2.4 and 2.5, CP , CA and CL stand for the catchment perimeter, area and length,
respectively.

The plots of λ versus both parameters are presented in Figure 2.5. Two equations (λ(KG)
and λ(KF ), see Figure 2.5) were calibrated using data from 14 randomly selected sections
out of the 21 assessed by the DEM. The remaining data were used to validate the equations.
The model FLM-λ consists of processing the FLM as originally proposed and, afterwards,
multiplying the output area by the λ correction parameter. Since λ ≥ 1.0, the multiplication
simulates the effect of wall erosion.
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(a) (b)

Figure 2.5: Correlations between the ratio (λ = Ao/Am) and (a) the Gravelius coefficient (KG)
and (b) the form factor (KF ) for 21 monitored cross-sections at MRB. Black dots refer to calibration
cross-sections and white diamonds refer to validation cross-sections. The values of R2 indicated in
the plots are for the calibration. The validation R2 were 0.10 for KG and 0.54 for KF .

λ = max (5.859KF
0.707; 1.0) (2.6)

The coefficient (KF ) yielded a positive Nash-Sutcliffe Efficiency value and smaller RMSE
(0.17 and 0.67, respectively) which did not occur with the Gravelius coefficient (-2.43 and 0.84,
respectively). In the revised model, hereafter addressed as FLM-λ, the FLM area output is
multiplied by the calibrated parameter λ (Equation 2.6), yielding the eroded area. Applying
this factor caused a significant improvement in model efficiency, with NSE increasing from
0.557 to 0.757. The incremental area produced by the multiplication of λ is assumed to increase
the width of the upper half of the cross-section, keeping bottom width and the orthogonality
of the walls unchanged.

2.2.5.2 Coupled Model – Foster and Lane & Sidorchuk Model (FL-SM)

The previous model was produced due to the necessity of considering wall failure as a sediment
source and used an empirical approach. Another way, using a physically-based concept, is to
include the specific routine of the Sidorchuk model that tackles wall failure in the Foster and
Lame model. This can be achieved by simply including a test after each event, checking if the
depth of the channel causes wall instability given the current angle of the bank.

By analysing the data, however, we identified that for small cross-sections, even after
the critical had been reached, the section remained rectangular. This implies an additional
threshold mechanism related to the geometry of the channel and/or catchment. Therefore,
the FL-SM requires the determination of a threshold value for the implementation of the wall
erosion equations. Such a threshold controls when the wall erosion becomes significant for the
total amount of eroded soil. In the model, it represents the limit stage, above which Sidorchuk
(1999) equations are used. It also represents the scale when solely the channel bed erosion,
described by the Foster and Lane (1983) equations, start to consistently underestimate the
measured area. In this study, we used the Foster and Lane model to identify this scale where
both processes (channel bed and wall erosion) switch relevance.
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A flow chart of the FL-SM is presented below in Figure 2.6. The core of the model is the
Foster and Lane Model, processed for every runoff event. When the cross-section reaches the
threshold condition and satisfies the criteria for wall failure as described in Sidorchuk (1999),
a new step is included that calculates wall transformation.

Figure 2.6: Flow chart of the Coupled model FL-SM.

2.2.6 Model fitness evaluators

To assess the goodness-of-fit, the Nash-Sutcliffe Efficiency coefficient (NSE), the root mean
squared error (RMSE) and the percent bias (PBIAS) were used (see Moriasi et al., 2007).
Additionally, the methodology proposed by Ritter and Muñoz-Carpena (2013) asserts statistical
significance to the evaluators. The proposed model is based on Monte Carlo sample techniques
to reduce subjectivity when assessing the goodness-of-fit of models.

NSE = 1 −
∑︁n

i=1(Xo,i −Xm,i)2∑︁n
i=1(Xo

¯ −Xo,i)2 (2.7)

RMSE =

√︄∑︁n
i=1(Xo,i −Xm,i)2

n
(2.8)

PBIAS =
∑︁n

i=1(Xo,i −Xm,i)∑︁n
i=1(Xo,i)

(2.9)

In Equations 2.7, 2.8 and 2.9, Xo,i is an observation and Xm,i a modelled value, with n being
the total of observations and simulations. Xo

¯ is the average of the observed values.
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Figure 2.7: Performance of the coupled model (FL-SM), Foster and Lane Model (FLM and
FLM-λ) and the Sidorchuk model (SM). p-value < 0.001 for all sets. The grey bar indicates the
identified threshold area where there is a change, and SM becomes consistently better than the
FLM.

2.3 Results

2.3.1 Gully modelling

From the three gullies measured, twenty-one cross-sections with different dimensions were
selected and used to validate and compare the model’s quality. Figure 2.7 presents the scatter
of modelled and measured data for the models implemented. The FL-SM presented a Nash-
Sutcliffe Efficiency coefficient of 0.846 when using a threshold for the area of the cross-section
of 2.2 m2. In Figure 2.8, some output examples for the sections above the threshold are
presented.

In terms of geometry, sections models with the Foster and Lane Model with its original
formulation present output cross-sections similar to Figure 2.8 [(a), (b), (c)], with rectangular-
live shape. When the parameter λ is introduced (FLM-λ), the output cross-sections are
modelled with piled rectangles as in Figure 2.8 [(d), (e), (f)]. Using the FL-SM, when the
area surpasses the threshold value, sections have mainly trapezoidal geometry, as illustrated in
Figure 2.8 [(g), (h), (i)]. It is important to highlight that the model can produce triangular
geometry, but none was obtained in this study.

2.3.1.1 Threshold analysis

The interpretation of the threshold for implementation of the wall erosion routine can be
based on (a) the cross-section area or (b) the catchment geometry, as illustrated in Figure 2.9.
The first approach considers a critical area that once reached, marks when the wall erosion is
truly significant with respect to the other processes. In this study, the threshold identified
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Figure 2.8: Some examples of gully cross-sections measured (black line with circles) and the
modelled (dark grey line) geometry. figures (a), (b) and (c) show the output for the model of
Foster and Lane; figures (d), (e) and (f) the output for the model of Foster and Lane adapted with
the parameter λ and figures (g), (h) and (i) the result from the Sidorchuk Model (SM). Distances
in metres. The section in (a, d and g) is a section obtained from gully 1, (b, e and h) from gully 2,
and (c, f and i) from gully 3.

was at an area of 2.2 m2. After that, the model calculates the effect of sidewall erosion and
reaches the critical final area for the analysed section. The presence of a threshold for applying
the sidewall erosion routine indicates a change of relevance among processes on a given scale.
Although the threshold is addressed as an area, this is only a consequence of more complex
interactions among discharge, flow erosivity, cohesion and gravitational forces.

The second interpretation is related to the catchment geometry, as the approach given to
the parameter λ also related to the KF . From the distribution of the cross-sections, we can
observe sections that are better modelled by SM even below the threshold. By analysing the
values of the form coefficient (KF ) of each set (Figure 2.9b), we observed that set 1 has KF

of 0.08 (± 0.02) and set 2 has 0.22 (± 0.12). Higher values of KF indicate a more compact
catchment, with more lateral flux into the channel, therefore producing more erosion in the
soil. By sorting the model results of FLM and SM based on the form coefficient, using the
threshold of KF = 0.15, we obtained an NSE of 0.79.

Given the obtained efficiencies, in this study, we adopted a threshold based on the cross-
section area. However, the use of a catchment-based threshold should not be discarded and
could be promising, since there are reports in literature of the relation between lateral flow
and gully erosion (Blong and Veness, 1982).
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(a) (b)

Figure 2.9: Thresholds for wall erosion: (a) based on the cross-section area; (b) based on the
catchment geometry and KF . In both plots, the set 1 indicates the domain of bed erosion and
Foster and Lane equations and set 2 indicates the domain of wall erosion and Sidorchuk equations.
p-value < 0.001.

2.3.1.2 Rainfall intensity

From the three gullies, twenty-one cross-sections with no interference of bushes or trees were
selected from the Digital Elevation Model. The FLM was tested for the 60-minute, 30-minute,
15-minute and average intensities [FLM(I60), FLM(I30), FLM(I15), FLM(Iav)]. The best
response was shown when using the thirty-minute intensity [FLM(I30); NSE = 0.557]. Figure
2.10 presents the plot of the model outputs for the cross-section area compared with the
measured data. Moreover, the Foster and Lane Model did not show good responses to the
cross-section geometry, regardless of the intensity tested. This may indicate a flaw in the
model concerning the side-ward erosive process.

The FLM considers rectangular-shaped cross-sections, but the field survey showed that
the sections were rather trapezoidal or triangularly shaped (Figure 2.8). Among the factors
that can shape gully walls, others include seepage, angle of internal friction, and the slope
angle itself (Sidorchuk, 1999; Bingner et al., 2016). Besides this, gully walls can be shaped by
lateral discharge (Blong and Veness, 1982) which depends directly on the morphology of the
cross-section catchment area. Figure 2.10 also shows a tendency of the model to underestimate
the cross-section area, which implies that the model does not consider all the relevant erosive
processes. The sidewall erosion has proven to be a relevant source material, often representing
over 50 % of the eroded mass (Crouch, 1987) whereas the FLM only assumes the vertical
sidewall morphology. Therefore, in this study, we adopted the 30-minute intensity as the
standard intensity and duration to assess peak-discharge.
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Figure 2.10: Results of the FLM for cross-section area using different intensities (Iav – average;
I60 – 60-min; I30 – 30-min; and I15 – 15-min) to generate the peak discharge.

2.3.2 Model evaluators

The coupled model, FL-SM, presented the highest performance of goodness-of-fit evaluators
(Figure 2.11). The model yielded a PBIAS value below 10 %, which is very good. The
coupled-model RMSE was also low (0.397), whereas the NSE reached a value of 0.846, being
classified as good (Ritter and Muñoz-Carpena, 2013) or very good (Moriasi et al., 2007).

Figure 2.11: Model evaluators NSE, RMSE and PBIAS. The bar plot shows the performance of
all tested models – values of PBIAS in percentage.

Figure 2.11 shows the evolution of NSE values with more details to allow for conclusions
be drawn. The Foster and Lane model with λ parameter (FLM-λ) was calibrated with 14
cross-sections out of 21 and performed as well as the Sidorchuk model (SM), which considers
the sidewall effect. For the coupled model, there is no efficiency gain when applying the
calibrated parameter (λ) to sections below the threshold which indicates that the lateral inflow
is only relevant for larger sections. Figure 2.12 presents the Taylor diagram for comparison of
the four models. In this diagram, the closer a model is to the reference (measured data) the
better. The FL-SM presented the highest correlation and the lowest RMSE.
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Figure 2.12: Taylor diagram for the model performance. The azimuthal distance gives the
correlation (R - Pearson). The distance to the origin is proportional to the standard deviation of
the model values and the distance to the reference (measured data) is proportional to the RMSE.

We also used the strategy of Ritter and Muñoz-Carpena (2013), the FITEVAL. The
concept behind this strategy is a Monte Carlo approach to the Nash-Sutcliffe Efficiency
computation. Using repeated re-sampling from the dataset, their method delivers a probability
density function to the NSE. This allows for an uncertainty analysis for the evaluator. The
FL-SM presented an NSE ∈ [0.66;0.95] for a p-value of 0.05, being classified as acceptable to
very good. A conservative interpretation of this result implies considering the lowest values as
the minimum state of information, or as the one that contain (almost) no unproven hypothesis.
As a consequence, and according to Ritter and Muñoz-Carpena (2013), the FL-SM can be
classified as acceptable to very good. The detailed output of the FITEVAL analysis can be
found in the supplementary material (Fig. S6).

2.3.3 Gully growing modelling

Gully growth is commonly described as being a fast process in the first years which progressively
slows down its enlargement. In our model, the mechanism that produces this dynamic is event
piling. It could be observed that, after a particularly intense event, the channel is sufficiently
wide. Therefore, following less intense events produce only shallow flow and low shear stress,
producing fewer or no sediment. Only with a more intense event than the last erosive one,
there is further erosion.

Our model mimics this growing dynamic and its periods between extreme events. Such
behaviour is widely explored in literature (Vanwalleghem et al., 2005; Poesen, Vanwalleghem,
et al., 2006; Poesen, 2018) and illustrated in Fig. 2.13. Vanwalleghem et al. (2005), using
several data-sets from previous studies, found a strong correlation between GT (the percentage
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of the gully age over the total) and GV (the percentage of the gully volume over the total),
given by a function as expressed in Eq. 2.10. The parameters α and β were calibrated by
Vanwalleghem et al. (2005) as 96.5 and -0.07 with the coefficient of determination (R2) equal
to 0.99.

GV = α[1 − exp(β GT )] (2.10)

Figure 2.13: The behaviour of gully growing rate as proposed by literature (Vanwalleghem et al.,
2005; Poesen, Vanwalleghem, et al., 2006) and modelled (data from Gully 1). GV is the gully
volume in percentage and GT the gully age in percentage.

The parameters α (equal to 100) and β (equal to -0.22) obtained in our study differ from
the values in literature. While the difference in α is due to a numerical formulation (GVtotal is
equal to the measured volume), the parameter β brings us some insights. Its absolute value
for our data set is three times larger than that calibrated by Vanwalleghem et al. (2005). A
larger |β| indicates a fast initial growth, possibly caused by the intensive rainfall regime of the
region, with convective intense events and high erosivity (Medeiros and Araújo, 2014). This is
a different condition from Belgium and Russia, where most studies that lead to Vanwalleghem
et al.’s equation were carried out. Therefore, although gully growth behaviour is similar in
different regions, local conditions such as climate and land use should be taken into account.

2.3.4 Landscape development impacts on gully erosion

Gullies are scale-dependent phenomena and frequently related to thresholds due to their
initiation, which is based on catchment area and slope (Torri and Poesen, 2014; Poesen, 2018).
Both characteristics are directly linked to shear stress and stream power when using physical
gully models. Montgomery and Dietrich (1992) argue that changes in the landscape and the
drainage system can lead to a larger occurrence of channelisation and its impacts can be
noticed faster. Torri and Poesen (2014) suggest a threshold for head development in gullies as
conveyed in Equation 2.11.

S C0.38
A > k (2.11)
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where S (m m-1) is the slope, CA (ha) is the catchment area and k is a parameter for channel
and gully initiation.

For croplands in tropical conditions, the proposed value of k is 0.042 (Torri and Poesen,
2014). For the areas in the present study, we have channel initiation for values lower than half
(k = 0.020) and systematically lower than the field data of Vandaele et al. (1996) could be
observed. These findings suggest the vulnerability of the region gullying. Considering that the
three experimental sites were located next to a road, this disturbance triggered gully initiation
and other actions may cause similar problems in the region, such as deforestation and forest
fire. The roads have not only enlarged the total catchment area but have also increased its
length. While relations between catchment length and area are well-established (L = b c0.49

A )
with values of b varying from 1.78 to 2.02 (Montgomery and Dietrich, 1992; Sassolas-Serrayet,
Cattin, and Ferry, 2018), the present experiments found b equalling 3.17. With a smoother
surface and almost no meandering, road construction caused modifications that promoted more
energetic flows on the gully head. Road construction has also been identified as a potential
factor for gully initiation in other areas of the Brazilian Semiarid Region, as in the Salitre
Catchment, where large gullies started after construction of an unpaved rural road (da Silva
and Rios, 2018).

2.4 Discussion

2.4.1 Model limitations

The proposed models, especially the FL-SM, presented a significant improvement, reaching an
efficiency over 0.8. Yet, some reflections can be made to understand when the models fail, as
well as understand where new advances can be pursued.

2.4.1.1 Foster and Lane Model (FLM)

The FLM requires a peak discharge duration input. Given the lack of such data in the region,
our first step in this study was to identify which was the best peak and duration of rainfall
to be considered, based on rainfall intensity. Therefore, a relevant result from this work is
the confirmation that the 30-minute intensity is the one that provides the most information
about gully erosion. Wischmeier and Smith (1978) proposed the product of total storm energy
and the 30-minute intensity to “predict the long-time average soil loss in runoff”. The use of
I30 for estimating event-related gully erosion was previously experimentally tested by Han,
li Zheng, and meng Xu (2017). The authors had monitored a gully in the Loess Plateau in
China for 12 years, registering 115 erosive rainfall events. They concluded that the product of
30-minute intensity and total precipitation (P I30) was the key parameter to estimate total
soil loss. Our results corroborate this.
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Furthermore, by applying the I30 in this study in order to estimate peak discharge and
duration, it is implied that all the energy necessary to initiate and develop a gully channel
comes from the most intense 30 minutes. Due to the limited number of gullies, it is not
straightforward that the I30 could be the most representative index for any situation. Peak
discharge and critical rainfall duration are often central variables in gully models (Foster and
Lane, 1983; Hairsine and Rose, 1992b; Sidorchuk, 1999; Gordon et al., 2007) and are related
to erosion initiation parameters and thresholds, such as shear stress and stream power. This
second factor has frequently been reported in literature as being more correlated with both
laminar and linear erosion (Bennett and Wells, 2019). Figure 2.10a shows the performance of
the tested intensities. Although the model using the 15-minute intensity presented smaller
PBIAS and RMSE, the results indicated a large scatter around average.

Finally, the Foster and Lane Model also considers a fixed shear distribution, which is
often unrealistic (Bonakdari, Sheikh, and Tooshmalani, 2014a) and has a fixed rectangular
shape that, although frequently accurate for ephemeral gullies, does not agree with field data
and literature (Fig. 2.8; Starkel, 2011).

2.4.1.2 Sidorchuk Model (SM)

The SM produced good results in this study which were similar to those obtained by inserting
a calibrated factor (λ) in FLM. It is important to note that the original model used empirical
correlations to determine width (Sidorchuk, 1999; Nachtergaele, Poesen, Sidorchuk, et al.,
2002) and these were obtained using data from the Yamal basin. In the present study, we
substituted this approximation for the width estimated by the FLM model, which permitted a
more physical approach and increased the quality of the SM. The model was also capable to
predict the sidewall slope well.

The model, however, showed a trend of overestimating smaller cross-sections (see Figure
2.7) mainly due to section geometry. When applied, the bottom width of the channel is
considered to be the final width obtained by FLM. In larger sections, this hypothesis holds
once the discharge is large enough to carry all soil produced by sidewall erosion. In smaller
sections, part of the soil is deposited and produces a V or U-shaped cross-section (Starkel,
2011).

2.4.1.3 Proposed Models

The FLM was further improved by the addition of the calibrated parameter λ (FLM-λ). This
parameter was included to predict the effect of lateral discharges over wall erosion. Due to the
significant improvement produced by its insertion, it could be understood that the original
FLM fails to tackle this source of material (Blong and Veness, 1982; Crouch, 1987).

The FL-SM considers two sediment sources: channel bed and sidewall. Gullies are,
however, complex systems with many sources and interactions. Headcut, sidewall erosion due
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to raindrops, flow jets and piping were not considered in our modelling approach. Processes of
infiltration, subsurface flow and transport capacity were also neglected and should be properly
addressed in future works. Nevertheless, the FL-SM assumptions managed to mimic the field
measurements well, which implies that, at least in this study, the neglected processes are of
lower relevance or were considered indirectly. For instance, sidewall erosion by raindrops can
be considered insignificant over the wall failure process considered by Sidorchuk (1999). In
addition, it is important to notice that, by selecting the 30-minute intensity, a less intense
interval might be overlooked that also produces erosive discharge, and can, therefore, explain
the remaining processes.

One advantage of the FLM-λ over the FL-SM is that the former requires less data than
the latter. The Sidorchuk model, and consequently the FL-SM require extra fieldwork and
laboratory analysis to assess root mass and plasticity index.

Despite the good results obtained from the modelling, the use of stochastic approaches and
introduction of other sources of sediment(Sidorchuk, 2005) should improve the performance of
the model. This is also relevant for generalisation and modelling of classical gullies. In the
same way, the introduction of processes such as armouring and energy losses, as proposed by
Hairsine and Rose (1992b), can be interpreted as probabilistic terms.

Comparatively, with other models, either physical or empirical (Hairsine and Rose, 1992b;
Woodward, 1999; Wells et al., 2013; Dabney et al., 2015), our proposed model (FL-SM)
requires a similar or less amount of data, little calibration (one parameter – the threshold)
and is more versatile. Most models fail to account for multiple rainfall events (Foster and
Lane, 1983; Woodward, 1999; Nachtergaele, Poesen, Sidorchuk, et al., 2002) and to consider
multiple sources of sediment (Foster and Lane, 1983; Hairsine and Rose, 1992b; Dabney et al.,
2015). The FL-SM model (R2 = 0.94) presented a better performance index than empirical
models [e.g. R2: 0.55 and 0.12 for Woodward (1999) and Wells et al. (2013) respectively]
and physical models [e.g. R2: 0.87 and 0.84 for Foster and Lane (1983) and Sidorchuk (1999)
respectively]. This enhancing in the performance can be accounted for by the more detailed
modelling, considering wall failure and non-rectangular cross-section.

2.4.2 Data limitations

2.4.2.1 Topographic data

In terms of accuracy and agility, a topographic survey with UAV permits to measure sites within
a few minutes. Conventional measurements, such as those with total station or profilometer,
are more time consuming and do not grant better resolutions. The UAV accuracy, however,
can be enhanced by performing flights in lower heights and with more GCPs (Agüera-Vega,
Carvajal-Ramírez, and Martínez-Carricondo, 2017; James, Robson, et al., 2017), as well as
by using high-end equipment, such as more robust UAVs and stabilizers. Total stations can
also be used to improve the accuracy of ground control points (Mesas-Carrascosa et al., 2016).
Given the scale of this study and the presented results of the models, the four-centimetre pixel
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represents a good resolution, since it combines good precision with affordable computational
costs (Wang, Zhang, et al., 2016). The solution of UAV-based volume assessment is a good
option for monitoring gully evolution (Stöcker, Eltner, and Karrasch, 2015), allowing frequent
surveys, e.g., after every intense rainfall event.

However, trees and bushes obscure topographic measurements if too close to the gully
channel and/or too dense in the catchment. Thus, UAV monitoring is more reliable for gully
sites in non- or meagre-vegetated areas and meadows, which combines with the conditions of
this study, except for gully 3 (G3), where it was impossible to accurately measure the total
erosion volume due to relatively dense vegetation. It was, however, possible to select a large
enough number of sections (eight) at G3 to assess the total erosion volume.

The topographic survey showed that all gullies had a significant portion of their watersheds
occupied by the road, indicating a modification of the drainage system and change in the
catchment boundaries – both causes of gully initiation foreseen by Ireland, Sharpe, and Eargle
(1939) – due to road construction, which promoted intense runoff and triggered gullies. Impacts
of road construction on gully formation were also observed in Ethiopia (Nyssen et al., 2002)
and the USA (Katz, Daniels, and Ryan, 2014). Considering such previous records in literature
and the information collected from locals, the modelling considered 1958 as the start of gully
erosion, coinciding with road construction.

2.4.2.2 Soil data

Though the three studied gullies are located in the same mesoscale basin, the Caatinga biome
is known for its soil variability (Güntner and Bronstert, 2004) and soil properties do differ
among the gullies. However, only small changes of texture were observed in different depths,
allowing an analysis based on average properties. Nevertheless, for deeper and/or more variable
soils, the discretization of soil properties, and therefore parameters such as rill erodibility (Kr)
and critical shear stress (τc), can easily be taken into account. The good performance of the
final model (FL-SM) also indicates that the WEPP equations for critical shear stress and rill
erodibility (Eq. 2.1 and 2.2) can be used for the soils of the region. These equations were
obtained via regression curves from data collected on 34 plot areas in the USA with a wide
range of textures, slopes, land use and land cover. The areas from the WEPP model possess
different geological and climatic conditions from the soils in the Brazilian semiarid region;
this is why local studies should be carried out, given that empirical equations frequently have
strong local character (Ghorbani-Dashtaki, Homaee, and Loiskandl, 2016; Dionizio and Costa,
2019).

2.4.2.3 Rainfall data

This study shows that sub-daily information of rainfall is of crucial importance for gully
modelling. In this study, we used correlation curves based on long-term time series of a
similar catchment in the region. However, such analysis might introduce an averaged and
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monotonic behaviour for the intensities, as presented in Figure 2.4, and is, therefore, unrealistic.
Stochastic models should be tested to estimate sub-daily information from daily rainfall. The
estimation of discharge from rainfall can also be improved by considering water content in the
soil and modelling its evolution over the studied period using water balance models.

2.5 Conclusions

In this study, we proposed and tested two new gully models based on two previous models
(Foster and Lane, 1983 and Sidorchuk, 1999). We also investigated which rainfall intensity is
best suit for gully modelling when sub-daily rainfall data is not available, finding the 30-minute
intensity (I30) to be the most appropriate.

The models present a significant improvement when compared to other models in literature.
While the FLM-λ requires less calibration, the FL-SM presented better results, not only in
terms of total gross erosion, but also in terms of gully growing dynamic. Through modelling
and fieldwork, it was also possible to identify the effects of landscape change and climatic
conditions on gully development in the region. Gully is an erosion related to many processes
and it is scale-dependent. The attempt of proposing a generalist model for gullies should
also consider these different scales and mechanisms involved in different stages of the gully
development. Catchment shape and lateral flow have a central role in gully erosion and
their influence should be further investigated. Infrastructure construction, like roads, changes
conditions for gully initiation and was the trigger for the studied gullies.

Nonetheless, further efforts are required to fully model gully erosion, such as include the
multiple other sources including headcut, pipping, channel shear stress and flow jets. Also,
stochastic modelling should be implemented in order to tackle inherent uncertainties of many
sediment sources and lack of data.
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Abstract

Gullies are a major threat to ecosystems, potentially leading to land degradation, groundwater
depletion, crop loss, debris flow, and desertification. Gullies are also characterized by having a
fast development and turning into primary sediment sources. Despite their impact, we have
but scarce understanding of how gully erosion evolves and how to model it. In this paper, we
propose a new gully erosion model that is based on the classical premise of net shear stress,
i.e., hydraulic shear stress minus critical (resistant) shear stress, to calculate detachment
rates. In order to calculate hydraulic shear stress, we developed a new equation derived from
the principle of minimum cross-entropy; it was validated with laboratory measures from the
literature with a Nash-Sutcliffe Efficiency of 0.95. Soil samples were analysed in the laboratory
to assess critical shear stress and other soil properties. The novel gully erosion model was
implemented in three gully impacted locations with catchment areas ranging from 10-2 to 10+1

hectares. To assess channel geometry and eroded volumes, we used Unmanned Aerial Vehicle
and Structure-from-Motion technique. The model successfully estimated long-term erosion
rates, its efficiency was 0.77, and it is recommended for catchments up to 8 ha. Therefore, the
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new model provides planners and stakeholders with a tool to assess gully erosion, sediment
yield and geometry in most areas.

Keywords: linear erosion; open channel; entropy theory; minimum cross entropy

3.1 Introduction

As far as achieving sustainable development is concerned, soil erosion has been pointed out
as a central problem to be confronted in the 21st century(Borrelli et al., 2017; Poesen, 2018).
Additionally, the Food and Agriculture Organization named erosion as one of the most pressing
threats to soil conservation and agriculture (FAO, 2019). Soil erosion is already responsible
for crop losses up to 33.7 million tonnes and additional 48 km3 of water usage yearly, affecting
more severely countries like Brazil, China and India, and low-income households worldwide
(Nkonya et al., 2016; Sartori et al., 2019). Among the erosion processes, gullies are critical for
the functioning of hydrosedimentological processes in a catchment scale Vanwalleghem et al.
(2005) and Bingner et al. (2016).

Gullies are linear erosion, that develop rapidly and are connected to land degradation,
crop losses, and desertification (Valentin, Poesen, and Li, 2005); they are, however, frequently
overlooked by erosion models (Poesen, Vandekerckhove, et al., 2002; Poesen, 2018; Bennett
and Wells, 2019). Gullies are channels carved by concentrated rainwater overflow. The runoff
usually concentrates in narrow paths due to natural micro-relief (Poesen, Torri, and Van
Walleghem, 2011). This process causes an increase in sediment transport capacity, connectivity,
stream power and flow shear stress, which promote the deepening of narrow channels (Valentin,
Poesen, and Li, 2005). Erosion by gully, thus increase sediment yield (Bingner et al., 2016).
The resulting channels foster multiple hydrological modification at local (hillslope) and regional
(catchment) scale. Locally, gullies further a reduction in groundwater storage and fertility
(Valentin, Poesen, and Li, 2005); on a catchment scale, gullies increase water and sediment
connectivity from the upper areas to the outlet, causing water-body siltation and pollution
(de Vente and Poesen, 2005). Due to the increase in water connectivity, gullies may also
aggravate debris flow and floods (Liu, Tang, et al., 2016; Wei et al., 2018).

Such considerable hydrological changes in a region have a direct impact on the economic
and social activities of the respective areas. Productive lands affected by gullies present, on
average, a 37% loss in agricultural production and land recuperation costs in the order of 5.2%
of total expenses (Valentin, Poesen, and Li, 2005). Gullies are impediments for human, animal
and machinery movement on farmlands and may represent a risk to security of infrastructure
(Alencar, de Araújo, and Teixeira, 2020). The occurrence of gullies is usually related to changes
in land use, land cover and drainage conditions, and these transformations are commonly
associated with human activities such as deforestation and infrastructure development (Poesen,
2018). Gullies alone produce between 10 and 100 ton.ha-1.yr-1 in affected areas, besides causing
changes to water and sediment connectivities and productivity/biodiversity loss (Avni, 2005;
Verstraeten et al., 2006; Poesen, Torri, and Van Walleghem, 2011). Despite their strong
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impact on ecological, hydrological and social impacts (Poesen, 2018), there is a shortage of
gully-erosion monitoring, as pointed by Cerdan et al. (2006), who identified a number of
site-year observations of linear to be over 40 times lower than for its counterpart laminar
erosion.

Despite their influence in hydro-sedimentological processes in a catchment scale, erosion
models overlook gully erosion assessment (Poesen, 2018). Gullies are complex systems with
the superposition of multiple processes, as shear stress, head-cutting, jet flow, piping, and
wall failure. Therefore, gully erosion is a process with the interaction of many variables, many
of which are difficult to model (Bernard et al., 2010; Castillo and Gómez, 2016; Alencar,
de Araújo, and Teixeira, 2020). Therefore, no model has ever been proposed to explain the
governing forces controlling gully initiation and growing (Bennett and Wells, 2019), as gullies
can vary widely in shape, scale and governing processes (Starkel, 2011).

Many models have been proposed to estimate soil loss in gullies (Thompson, 1964;
Woodward, 1999; Nachtergaele, Poesen, Sidorchuk, et al., 2002; Wells et al., 2013; Foster
and Lane, 1983; Hairsine and Rose, 1992b; Sidorchuk, 1999; Dabney et al., 2015; Alencar,
de Araújo, and Teixeira, 2020). Among them, shear stress is the most used variable to describe
soil detachment due to gully erosion. Nevertheless, the shear stress distribution in the boundary
layer, which is decisive to assess erosive processes in channels, has not been well described
mathematically.

In the Foster and Lane model (1983, one of the most cited and used gully erosion models
– Alencar, de Araújo, and Teixeira, 2020), the soil detachment rate is directly proportional to
the difference τ − τc. τ is the acting shear stress promoted by the discharge in the channel and
τc the critical shear stress, a measure of soil resistance. Detachment occurs whenever τ ≥ τc.
The constant of proportionality is known as Rill Erodibility (Kr). This approach has been
successfully implemented in multiple studies (Storm, Barfield, and Ormsbee, 1990; Woodward,
1999; Casalı, López, and Giraldez, 2003; Dabney et al., 2015), yet these net-shear-stress
methods pose two challenges: (1) how to estimate soil-based parameters, i.e., critical shear
stress and rill erodibility; and (2) how to estimate shear stress distribution over the channel’s
boundary layer (wet perimeter).

Assessing soil-based parameters such as c and Kr is still an open problem (He et al.,
2021). They are frequently estimated with pedotransfer functions (Alberts, Laflen, et al.,
1989; Lal, 1994; Alberts, Nearing, et al., 1995). In order to assess c and Kr it is common to
employ percentages of sand, clay, organic matter, roots and the plasticity index; pedotransfer
functions (PTF) have been implemented successfully in multiple studies (Watson and Laflen,
1986; Ascough et al., 1997; Sidorchuk, 1999; Dabney et al., 2015; Alencar, de Araújo, and
Teixeira, 2020; Luquin et al., 2021).

With respect to assessing shear stress distribution on the boundary layer, several models
have been proposed, such as empirical equations (Foster and Lane, 1983; Storm, Barfield,
and Ormsbee, 1990), geometric methods (Khodashenas and Paquier, 1999; Ikeda, 1982),
physical-based equations (Prandtl, 1925; Smart, 1999; Yang and McCorquodale, 2004) and
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maximum-entropy-based equations (Chiu, 1988; Sterling and Knight, 2002; Bonakdari, Sheikh,
and Tooshmalani, 2014b).

The objective of this paper is to propose a novel gully erosion model based on the successful
net-shear-stress approach, and to validate it for gully-affected areas. To achieve that, we
propose a new shear stress distribution equation that was derived by applying the principle of
minimum cross entropy. The new shear stress distribution was validated with experimental
data from literature. Subsequently, the equation was included in the EBGEM (Entropy-Based
Gully Erosion Model) frame to assess net shear stress and after that, the EBGEM was validated
for three gully systems of different scales.

3.2 Materials and Methods

3.2.1 Entropy-Based Gully Erosion Model (EBGEM)

The EBGEM is an advance with respect to the model by Alencar, de Araújo, and Teixeira
(2020), which uses the model by Foster and Lane (1983) as the basis for a long-term modelling
of small gullies with an area-based threshold parameter to control wall geometry: cross-sections
with areas above 2 m2 have triangular or trapezoidal shape, otherwise the shape would be
rectangular.

In the EBGEM, we propose applying the entropy theory to derive a novel shear stress
distribution over the channel. Some of the advantages of this model are that it does not require
any previous calibration (such as the threshold parameter for wall erosion) and is not limited
to small gullies (drainage area up to 1 hectare and depth up to 1 meter), while using the same
input data as the model in Alencar, de Araújo, and Teixeira (2020). Moreover, the EBGEM
does not depend on empirical relations and the conveyance functions defined in Foster and
Lane (1983). The only exception is the initial incision, which uses the Watson and Laflen
(1986) equation to calculate the event-based width and depth. A complete EBGEM flowchart
is presented in Figure 3.1.

One of the great advances of the proposed model is the use of an accurate shear-stress
distribution in the channel, which is obtained by employing the Principle of Minimum Cross-
Entropy (Kullback, 1978a). Appendix A extensively describes how to deduce the shear stress
distribution function.

3.2.1.1 The Principle of Minimum Cross-Entropy (POMCE)

Kullback and Leibler (1951) first presented the concept of relative information, which was
further explored in Kullback (1978a). It late became known as the Kullback-Leibler Divergence
(DKL).
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Figure 3.1: Flowchart of the Entropy-Based Gully Erosion Model (EBGEM).

DKL(P ||Q) =
∫︂

Ω
p(x) lnp(x)

q(x) dx (3.1)

where P and Q are probability distributions following p(x) and q(x). Ω is the space (domain)
of both functions.

The POMCE follows the assumption that, given a chosen function (also known as prior
function) q(x), either guessed or obtained from previous knowledge about the data, the less
unbiased function p(x) to represent the variable, given a set of constraints ci(x), is the one that
minimizes Divergence (DKL). In other words, p(x) is the most similar function to prior q(x)
given the new knowledge gained by the constraints ci(x) and without assuming any unproven
hypothesis.

Using the Euler-Lagrange method to solve the minimization of Equation 3.1 subject to a
set of constraints ci(x), one finds the Lagrangian L (Eq. 3.2).

L =
∫︂

Ω
p(x) lnp(x)

q(x) dx + λ0

[︃∫︂
Ω
p(x)dx− 1

]︃
+

n∑︂
i=1

λi

[︃∫︂
Ω
ci(x) f(x)dx− ci(x)

]︃
(3.2)
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where λ0 and λi are Lagrange multipliers. From the method of Lagrange multipliers, one finds
the following equation (Eq. 3.3).

p(x) = q(x) exp
[︄
−1 − λ0 −

n∑︂
i=1

λici(x)
]︄

(3.3)

The constraints can be expressed as functions of x and statistical moments are frequently
used (Eq. 3.4).

c0(x) =
∫︂

Ω
p(x) dx = 1 (3.4a)

c1(x) =
∫︂

Ω
x p(x) dx = x̄ (3.4b)

Selecting a suitable prior function is essential for obtaining a good performance. Whenever
a uniform distribution is adopted as prior function, the POMCE is reduced to the maximization
of the Shannon entropy (Kumbhakar, Ghoshal, and Singh, 2019).

3.2.2 Cross-entropy shear stress equation

Using the principle of minimum cross entropy (Kumbhakar, Ghoshal, and Singh, 2019), we
derived a novel equation to assess shear stress distribution in the boundary layer of open
channels (Eq. 3.5; Appendix 3.5).

e−λx(λx+ 1) = 1 − (1 − e−λ(λ+ 1)) y
L

(3.5)

where x = τ
τmax

, y is the position over the wall or bed length (L), and λ is a Lagrange
multiplier that can be obtained through the constraints (Equation 3.4. Also, Equation 3.16 in
the Appendix A.1).

Equation 3.5 was validated with measured data (Knight, Demetriou, and Hamed, 1984;
Tominaga et al., 1989; Knight and Sterling, 2000) and compared with the following two
equations from literature: Sterling and Knight Equation (SKE – Eq. 3.6; Sterling and Knight,
2002) and Ford and Labosier Equation (FLE – Eq. 3.7; Foster and Lane, 1983).

τ = 1
λ

ln
{︃

1 + (exp (λ τmax) − 1) y
L

}︃
(3.6)

τ = 1.35τ̄
[︄
1 −

(︃
1 − 2X

P

)︃2.9]︄
(3.7)
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where τ̄ = ρgRS. X is the distance measured from the intersection of the water surface
following the wetted perimeter (P ).

3.2.3 Experimental Areas

To validate the EBGEM we surveyed three gully affected areas in Northeastern Brazil
(Madalena, Gilbués and Campo Formoso – Figure 3.2).

The Northeast of Brazil covers an area of over 106 km2. Its climate is predominantly
hot semi-arid (BSh, by the Köppen classification), while its vegetation mainly consists of
Caatinga forest, one of the largest dry forests in the world and formed mostly by broad-leaf
deciduous trees and bushes (da Silva and Rios, 2018). The average precipitation and potential
evapotranspiration are 800 and 2500 mm.yr-1, respectively (Pinheiro, Costa, and Araújo, 2013).
Housing over 25 million people, the main activities in the region are cash-crop agriculture
(sugar cane, maize, soy beans and cotton), open range cattle and fishery (Zhang, Foerster,
Medeiros, Carlos, et al., 2018; Coelho et al., 2017). The area is mostly situated on top of
crystalline bedrock with shallow soils and limited groundwater resources (de Araújo, Güntner,
and Bronstert, 2006). Therefore, rivers are intermittent and most water supplies rely on
surface reservoirs which, due to siltation, have reduced storage capacity and water quality
(de Araújo, Güntner, and Bronstert, 2006). This problem is aggravated by gully erosion.

Figure 3.2: Study areas in the Northeast of Brazil. On the right side, we present pictures of the
landscape of each area.
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The first area is located in the municipality of Madalena, State of Ceará, in the Madalena
Representative Basin (MRB). The MRB houses a land reform settlement with 550 families
who live from agriculture (maize, beans and vegetables), cattle raising (mainly for milk) and
fishery (Coelho et al., 2017). The 75 km2 basin has numerous gullies distributed along a
road constructed in 1958 (Figure 3.2). The construction of this road caused the initiation
of the gully erosions due to deforestation and modification of the drainage system (Alencar,
de Araújo, and Teixeira, 2020).

The second area is located in Gilbués, State of Piauí. The Gilbués Experimental Basin
(GEB) measures 6200 km2 and is the largest desertification area in Brazil. The region has
numerous badlands and gullies, some reaching dozens of meters of depth and width (Simplıcio
et al., 2020). The main economic activities are agriculture (soy beans) and livestock.

The third area is located in Campo Formoso, State of Bahia. The Representative Basin
of Campo Formoso (RBCF) stretches out over 16 hectares and is also under desertification, a
process that was initiated after intensive deforestation, when the native Caatinga forest was
removed to produce Agave sisalana on the hillslopes (Jesus, 2021). Agave production is still
the main economic activity in the region, besides livestock (da Silva and Rios, 2018).

3.2.4 Topography and soil survey

In the three regions, a detailed topographic survey was performed with the aid of an unmanned
aerial vehicle (UAV) carrying a camera with a 16 megapixels resolution (4000 x 4000 pixels)
and a field of view of 94 %. Flight altitude was 50 meters with frontal overlap of 80 % and
lateral overlap of 60 %. Geo-referencing the mosaic was possible due to eight ground control
points evenly distributed in each area, both in high and low ground. The coordinates of the
ground control points were collected using a stationary GNSS-RTK (L1/L2) system with
centimetre-level accuracy (Alencar, de Araújo, and Teixeira, 2020).

Thanks to the application of the Structure from Motion technique (Schonberger and
Frahm, 2016), it was possible to produce a detailed digital surface model (DSM) of each study
area. The Structure from Motion (SfM) is founded on a three-dimensional reconstruction of
the surface, it bases itself on images and the generation of a dense cloud of points obtained
by matching pixels of different images and ground control points. This process results in a
DSM as accurate as if obtained by through laser survey (e.g. LiDAr), while cheaper and
less time-consuming (Agüera-Vega, Carvajal-Ramírez, and Martínez-Carricondo, 2017). The
DSM pixel size (ground sample distance) ranges from two to five centimetres, while average
vertical position accuracy amounts to one centimetre and average horizontal accuracy to five
millimetres.

At multiple depths and locations of each study area, soil samples were extracted with an
Uhland sampler. The samples were analysed in laboratory in order to investigate the physical
properties of the soil which are necessary to assess critical shear stress and rill erodibility (Eq.
3.8 and 3.9). The detailed soil analyses results are available in the supplementary data of this
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paper. Table 3.1 presents the properties and classification of the soils in each region, following
the Brazilian Soil Classification System (Dos Santos et al., 2018).

Table 3.1: Soil properties and classification. Each study area was subdivided according to its soil
properties. The values of Kr and τC were calculated with Equations 3.8 and 3.9

Study
area

Soil texture Soil classa Kr

(s m-1)
τc

(Pa)

Madalena
Area 1 Sandy Loam 0.017 2.30
Area 2 Clay Loam TC17 (Luvisol) 0.012 3.50
Gilbués
Area 1 0.013 3.50
Area 2 Silt Loam RQ47 (Neosol) 0.009 3.50
Campo Formoso
Area 1 0.011 2.74
Area 2 0.012 2.75
Area 3

Sandy Loam CX33 (Cambisol)
0.013 2.75

a Brazilian Soil Classification System (Dos Santos et al., 2018).

The critical shear stress was estimated through pedotransfer functions (Alberts, Laflen,
et al., 1989; Lal, 1994; Alberts, Nearing, et al., 1995) that use mostly the content of sand (Sa),
clay(Cl), organic matter (Om), and root index (Ri) (Eq. 3.8 and 3.9).

Kr = 0.0017 + 0.0024Cl − 0.0088Om − 0.00088
[︃

ρ

1000

]︃
− 0.00048Ri (3.8)

τc = 3.23 − 5.6Sa − 24.4Om + 0.9
[︃

ρ

1000

]︃
(3.9)

rho is the density of water, 1000 kg m-3.

3.2.5 Rainfall data

Daily rainfall data for each location throughout the whole period of analysis was provided by
the Brazilian Water Agency (ANA) and the Foundation of Meteorology and Water Resources
of Ceará (Funceme). Table 3.2 indicates the periods of analysis and rain data availability. The
complete rainfall time series for all the study areas is available in the supplementary data. The
rain data was tested for consistency through the double mass method, and measurement gaps
(< 0.05% of the series duration) were filled with data provided by the nearest gauging station.

Since peak discharge is a measurement which is not available in any of the reseach areas,
it was assessed using the thirty-minute maximum intensity (I30) instead (Alencar, de Araújo,
and Teixeira, 2020). In order to obtain sub-daily rainfall intensity, a correlation curve between
total daily precipitation and 30-minute intensity was drawn (Figure 3.3). This was done on
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Table 3.2: Daily rainfall data availability. The start year reveals the beginning of erosion processes
in all the three, coinciding with infrastructural or land use changes, e.g. road construction.

Study area Start End Data source*
Madalena 1958 2015 Funcemea

Gilbués 1946 2020 ANAb

Campo Formoso 1967 2020 ANAb

* Rain gauges ville de Paris (daily total precipitation)
a FUNCEME: Foundation of Meteorology and Water Resources of Ceará
b ANA: National Water Management Agency

the basis of data from the Experimental Basin of Aiuaba (de Figueiredo et al., 2016) with
continuous monitoring of sub-daily rainfall since 2005.

Figure 3.3: Correlation between daily precipitation (P) and 30-minute maximum intensity (I30)
at the Aiuaba Experimental Basin (de Figueiredo et al., 2016). The blue line indicates the power
law regression and the shaded area the confidence interval at 95 %.

3.3 Results

3.3.1 Cross-entropy shear stress equation

The shear stress equation (Eq. 3.5) was derived by applying the Principle of Minimum
Cross-Entropy, and was validated using results from 13 experiments from Knight, Demetriou,
and Hamed (1984), Tominaga et al. (1989), and Knight and Sterling (2000). We evaluated
the gain in quality provided by the new equation when we compare t with the POME-derived
equation (SKE – Sterling and Knight, 2002) and with the equation in Foster and Lane (1983,
FLE). Figure 3.4 exhibits the absolute error distribution of the equations compared to 181
shear stress measurements in 13 sections.

Figure 3.4 conveys, a remarkable performance difference when comparing the FLE (Eq.
3.7) with SKE (Eq. 3.6) and Eq. 3.5. The two Equations 3.5 and 3.6 performed very similarly,
although the Cross-Entropy equation (Eq. 3.5) proved to be marginally better. Multiple
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(a) (b)

Figure 3.4: (a) Absolute error distribution for the Cross-Entropy Shear Stress Equation (Eq. 3.5),
Foster and Lane (1983, FLE, Eq. 3.7) and Sterling and Knight (2002, SKE, Eq. 3.6). Black dots
indicate the actual values of error for each equation. (b) The Taylor diagram presents the Pearson
correlation (azimuthal angle), standard deviation of results (radial distance) and root-mean-square
error (RMSE – grey contour lines) for the three equations. Note that Eq. 3.5 and SKE have very
similar results, with Eq. 3.5 being marginally closer to the reference (white circle over the x-axis).

performance evaluators for the three equations are listed in Table 3.3 which, at the same time,
displays that Eq. 3.5 performed marginally better than SKE in all criteria.

3.3.2 Entropy-based gully erosion model (EBGEM)

In this study, we measured and modelled nine gully systems from three catchments areas in
the Brazilian Northeast. In total, 65 cross-sections were modelled with the EBGEM. The
complete list of cross-sections and their characteristics can be found in Appendix 3.5 (Table
3.4). The drainage area of the gullies ranged from 10-3 to 102 hectares and the slope from 3 to
28 %. The dimensions of carved channels also differed, with eroded area ranging from 10-3 to
102 m2. In Figure 3.5 we show the scatter plot of measured and modelled values for all the
cross-sections.

Especially in the Campo Formoso sections we can notice that the model tends to
overestimate, where no particular trend can be observed in the other catchment areas. The
increase in marker size reveals an augmented squared-error.

In Figure 3.6 we present some model evaluators for the cross-sections. The model has
an overall efficiency of 0.77 when dealing with gullies with drainage areas of up to 3 hectares.
When considering all the sections (with drainage area up to 16 ha), efficiency drops to 0.58.

In Figure 3.6 and using the classification by Moriasi et al. (2007) we can see a good EBGEM
performance in Madalena (NSE = 0.69) and Gilbués (NSE = 0.72), and an unsatisfactory one
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Table 3.3: Multiple performance evaluators for the three models: EBGEM (Eq. 3.5), SKE (Eq.
3.6), and FLE (Eq. 3.7). The modelled values were compared with experimental results (Knight,
Demetriou, and Hamed, 1984; Tominaga et al., 1989; Knight and Sterling, 2000) of 13 cross-sections
with 181 point measurements.

Eq. 3.5 SKE FLE
NSEa 0.950 0.930 -0.594
RMSEb 0.037 0.042 0.204
PBIASc 3.3% 4.3% -2.1%
ρP

d 0.981 0.979 0.728
ρS

e 0.961 0.958 0.772
τK

f 0.839 0.829 0.601

a NSE: Nash-Sutcliffe Efficiency
b RMSE: Root Mean Square Error
c PBIAS: Percentage of Bias
d ρP : Pearson correlation coefficient – parametric measure of linear correlation
e ρS : Spearman’s rank correlation coefficient – non-parametric measure of rank correlation
f τK : Kendall rank correlation coefficient – non-parametric ordinal association coefficient

in Campo Formoso (NSE = 0.43), a locality with the largest gullies and catchment areas. This
result indicates a relation between model performance and catchment area, which might be
the key to multiple processes that are not considered in the EBGEM. Furthermore, Figure 3.5
shows that the model tends to overestimate eroded area in larger sections, suggesting that
processes not taken into account are protective responses to the erosion, either by human
action (e.g. simple structures of sediment retention) or natural event (e.g. shielding of top
layer by coarse material).

3.3.3 Gully growth modelling

Gully channel growth is usually described as being fast in the early stages of development,
and gradually slowing down thereafter (Vanwalleghem et al., 2005; Poesen, 2018; Alencar,
de Araújo, and Teixeira, 2020). Figure 3.7 shows the erosive-process evolution according to
the EBGEM. As comparison with the model by Vanwalleghem et al. (2005) displays that the
proposed model captures correctly the expected dynamic.

The equation proposed by Vanwalleghem et al. (2005; Fig. 3.7) has a very good agreement
with measured data, presenting R2 = 0.97. Nevertheless, it is interesting to note a significant
deviation in the early stages (GT < 5%), when most of the gullies present a faster development
than the one predicted by the Vanwalleghem et al. curve. Immediately after this intense initial
erosion, there is a growth deceleration relative to the Vanwalleghem et al. curve. This fact
might be explained by the regime of precipitation in the Brazilian Northeast, which differs
from the one of the countries where the equation was calibrated (Belgium and Russia). In our
study area, precipitation tends to be convective, with 30-minute intensities of up to 130 mm
h-1 and a high inter-annual variability (Medeiros and Araújo, 2014).
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Figure 3.5: Measured and modelled area of the 65 modelled cross-sections in the three study
areas in Brazil: Campo Formoso, Gilbués, and Madalena.

3.4 Discussion

Soil erosion by water was pointed out as a key problem to be dealt with in order to achieve
the 21st century sustainable development goals (Borrelli et al., 2017; Poesen, 2018). Gullies,
as presented in Section 3.1 are a major threat to environments, reducing available water for
vegetation and accelerating desertification processes (Valentin, Poesen, and Li, 2005). This
is particularly harmful to arid and semiarid regions, where studies on gully susceptibility
mapping showed that, over 30% of the catchments in those regions have high or very high risk
of gully erosion (Javidan et al., 2019; Azareh et al., 2019), potentially making gullies the main
source of sediment (Bocco, 1991; Bennett and Wells, 2019). Understanding the behaviour and
processes in gullies is relevant to guarantee effective actions of control and prevention (Castillo
and Gómez, 2016; Bennett and Wells, 2019).

3.4.1 Entropy-based gully erosion model (EBGEM)

The EBGEM main driver of gully erosion is shear stress, and this fact explains why the
novel entropy-based shear stress distribution is so advanced. Still, gully erosion is a highly
complex and non-linear process in terms of time and scale (Sidorchuk, 2005). and there are
also unforeseen processes that gain relevance as the drainage area grows and, consequently, a
gully system becomes more complex. In Figure 3.8 we present the direct effect of a drainage
area over model performance.

It can clearly been seen in Figure 3.8 that, a model experiences a monotonic performance
decrease when the drainage area increases. This is most likely due to the increasing complexity
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Figure 3.6: Performance evaluators (NSE, R2 and RMSE) for the model and the three research
areas.

Figure 3.7: Growth dynamic of all the gullies. The black continuous line represents the model
proposed by Vanwalleghem et al. (2005). GT is the percentage of gully age (time) over the total
and GV the percentage of gully volume over the total.

of gully formation in larger areas, where processes that before had apparently been negligible
begin to represent important processes and influence on gully erosion. Some of such processes
are, among others: shielding (Mohr et al., 2021), energy dissipation due to turbulent flow
processes (Tominaga et al., 1989) and turbulent bursts (Nearing, 1991). It is interesting to
highlight that the larger drainage areas in Campo Formoso have steep slopes in the head of
the catchment (S > 20%) and low slopes in the channel (S < 6%). This leads to the erosion
of coarser material from higher regions of the catchment and to its posterior deposition in the
channel, as observed in the field (see respective photographs in the supplementary data to this
paper). The overestimation bias observed for large sections and/or drainage areas (Fig. 3.5)
could be explained by an overestimation of the runoff and transport capacity.

In Figure 3.9 we compare the results of the coupled Foster-Lane-Sidorchuk Model (Alencar,
de Araújo, and Teixeira, 2020) with those of the proposed Entropy-Based Gully Erosion Model
(EBGEM). The FL-S Model is based on the Foster and Lane (1983) model, and uses its shear
stress distribution (FLE - Eq. 3.7) to estimate erosion. It moreover includes a routine to
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3.4 Discussion

Figure 3.8: Effect of drainage area on model efficiency. Values in the x-axis indicate the maximum
area considered (i.e., for 5 ha it means that all sections up to 5 ha were used in the calculation).
The blue line stands for the linear regression between the area and the Nash-Sutcliffe efficiency
coefficient (NSE), while the grey-shaded area represents the 95% confidence interval. Note that
there is a gap in the plot because no areas between 6 and 12 ha were measured.

allow simulation of long term erosion and the Sidorchuk et al. (2003) algorithm to estimate
wall-failure (Alencar, de Araújo, and Teixeira, 2020).

Figure 3.9: Comparison between model outputs of FL-SM (Alencar, de Araújo, and Teixeira,
2020) and EBGEM. The straight black line indicates the identity. It is easy to note that EBGEM
results are better distributed around this line.

We can observe in Figure 3.9 that the FL-SM significantly overestimates the cross-section
area for sections above 5 m2 (usually associated with large catchments). This increasing
difference in larger catchments and/or sections derive from the scope of the model itself.
Alencar, de Araújo, and Teixeira (2020) propose the FL-SM model be employed to simulate
small permanent gullies. The model relies on (and is highly sensitive to) an additional
parameter related to the cross-section area which, for larger sections, simulates a stronger
response to wall erosion. Additionally, the model based on Foster and Lane (1983) assumes
that the entire section is affected by erosion when net shear stress available.
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One of the improvements of the new EBGEM is that it does not depend on this particular
critical area parameter. This makes the EBGEM easier to implement and suitable also for larger
gully systems. Both Moriasi et al. (2007) and Ritter and Muñoz-Carpena (2013) propose a
threshold of NSE = 0.65 as good/acceptable for hydrological models. Borrowing this threshold
and using the results in Figure 3.8 makes the EBGEM model acceptable to be implemented in
catchments measuring up to 8 hectares.

The identified upper limit of catchment area (8 hectares) is an evidence that models that
rely solely on bed and wall erosion (Foster and Lane, 1983; Storm, Barfield, and Ormsbee,
1990; Sidorchuk, 1999; Torri and Borselli, 2003; Dabney et al., 2015; Alencar, de Araújo, and
Teixeira, 2020) are not sufficient to model more complex gully systems, that occur in larger
catchments and which channels may reach dozens of meters of depth and width. In order to
model such processes, more energy and sediment inputs are required (Alonso, Bennett, and
Stein, 2002; Sidorchuk, 2015; Bennett and Wells, 2019).

Nevertheless, an advantage of the EBGEM is that it is not bounded by regional features
and can be easily implemented in other regions. Shear stress is based on channel geometry,
differently from more conventional approaches (Storm, Barfield, and Ormsbee, 1990; Torri
and Borselli, 2003; Casalı, López, and Giraldez, 2003). Critical shear stress and rill erodibility
are estimated from pedotransfer functions obtained using Water Erosion Prediction Project
(WEPP) equations (Alberts, Nearing, et al., 1995; Ascough et al., 1997), that were obtained
from experiments in a wide range of soils. Nevertheless, when available, local values can be
used. Furthermore, the limit of 8 hectares established in this paper comprises most gully
systems. Multiple studies that investigated the relation of catchment area and gully erosion
identified that most gullies are within this limit (Vandekerckhove et al., 2000; Nachtergaele,
Poesen, Steegen, et al., 2001; Knapen and Poesen, 2010; Yibeltal et al., 2019).

Additionally, the proposed model includes a novel shear stress equation, that presents
better perforce than other well published approaches (Sterling and Knight, 2002; Bonakdari,
Sheikh, and Tooshmalani, 2014b) and a shorter computational time (Bonakdari, Sheikh, and
Tooshmalani, 2014b; Khozani and Bonakdari, 2018) is of interest not only to gully erosion
modelling, but to channel engineering in general. Shear stress distribution in channel boundary
layer is important also to estimate channel durability and flow resistance (Knight, Yuen,
and Al Hamid, 1994), velocity distribution (Tominaga et al., 1989), erosion and deposition
(Storm, Barfield, and Ormsbee, 1990), sediment transport (Chiu, 1988), and river morphology
(Khodashenas and Paquier, 1999).

3.4.2 Cross-entropy shear stress equation

Entropy-based equations constitute a significant improvement compared to the empirical
equation used by Foster and Lane (1983). A disadvantage of the latter is that the distribution
shape never changes and that it assumes a continuous differentiable function. Such functions,
however, can only be observed in a cross-section with that has a wetted perimeter following
a path that is differentiable itself (e.g. round and parabolic), as the round sections studied
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by Knight, Yuen, and Al Hamid (1994). In rectangular, trapezoidal or any other section
with vertexes, the shear stress distribution on the boundary layer presents a discontinuity
(Chiu, 1988; Tominaga et al., 1989; Knight and Sterling, 2000). Equation 3.5 provides a
distinct parameterization for each part (edge) of the section, and this significantly improves
its performance.

Equation 3.5 also performed better than the maximum entropy-based equation of Sterling
and Knight (2002). The Principle of Maximum Entropy (POME) is a particular case of the
Principle of Minimum Cross-Entropy (POMCE), and occurs when the prior function used in
POMCE is a uniform probability distribution (Kullback, 1978a). By using the POMCE and
a prior function that resembles more the probability distribution of shear stress values, we
are able to obtain a better fitted function while maintaining the same number of unknown
parameters (Lagrange multiplier λ).

Equation 3.5 (RMSE = 0.033) also presented a better performance when compared to
other entropy based models from the literature that improve upon the Sterling and Knight
equation, such as Bonakdari, Sheikh, and Tooshmalani (2014b, RMSE = 0.052) and Khozani
and Bonakdari (2018, RMSE = 0.072), two models based on the Tsallis and the Renyi entropy
theories, respectively. Our equation has the advantage of requiring the calibration of only
one parameter (Lagrange multiplier ) for each stretch of the wetted perimeter (bed and wall),
while both Bonakdari, Sheikh, and Tooshmalani (2014b) and Khozani and Bonakdari (2018)
require the calibration of two. Therefore, less computational time was needed for our equation,
and this was particularly important to this study, since it was necessary to recalculate the
shear stress profile at every time step.

3.5 Conclusions

We propose a novel gully erosion model driven by net shear stress. For the assessment of
shear stress exerted by water flow, our suggestion is a novel cross-entropy-based shear stress
distribution function. It is a high-performing new function in comparison to independent
laboratory results, and achieves a Nash-Sutcliffe Efficiency of 0.95. Our new gully erosion
model (EBGEM) was tested in three gully-affected areas drainage areas ranging from 10-2 to
10+1 hectares, and cross-sections area ranging from 0.08 to 25 m2. The model presented good
results and attained NSE levels from 0.77 to 0.49. The drainage area plays a relevant role for
model efficiency. While the model performs well for small catchments, its efficiency steadily
drops for larger areas due to unforeseen processes. This is why it is recommended to implement
it in catchment areas up to eight hectares. The Entropy-based Gully Erosion Model is easy
to create and requires little parameterization, being well suited for modelling and simulation
in small catchments and small permanent gullies. Future outcomes should tackle additional
sediment and energy sources related to gully erosion, such as head cut, pipping, and flow jets.
The entropy theory has great potential to deal with uncertainties and may be used to further
advance gully modelling.
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Appendix 1 - Mathematical foundation

Proof of the entropy-based shear stress equation

The Gamma distribution is very flexible and frequently used in hydrological and ecological
processes (Singh, 1998). Its formulations are:

q(x) = Gamma(x, α, β) = 1
Γ(α)β

αxα−1e−βx (3.10)

where α and β are parameters. By setting α and β as 2 and 1, respectively, one finds a rather
simpler distribution that was used as our prior function.

q(x) = Gamma(x, 2, 1) = γx e−x (3.11)

where γ is a scaling factor
(︂
γ = e

e−2

)︂
so that

∫︁ 1
0 q(x)dx = 1.

We can solve equation 3.2 with the Lagrange multipliers method (Eq. 3.3) and the help
of selected constraints (Eq. 3.4).

(1) From the first constraint (Eq. 3.4a) we obtain:

∫︂ 1

0

e

e− 2xe
−xe−1−λ0−λ1xdx = 1; let e−λ0

e− 2 = ψ and 1 + λ1 = λ (3.12a)

ψ = λ2

1 − e−λ(λ+ 1) (3.12b)

(2) And from this first constraint (Eq. 3.4b) we obtain:

∫︂ 1

0

e

e− 2x
2e−xe−1−λ0−λ1xdx = x̄ (3.13a)

ψ

∫︂ 1

0
x2e−x(1+λ1)dx = x̄ (3.13b)

ψ

[︄
2 − e−λ((λ+ 1)2 + 1)

λ3

]︄
= x̄ (3.13c)

From Equations 3.12b and 3.13c:

2
λ

− λ

eλ − λ− 1 = x̄ (3.14)
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Finally, from the connection with the spatial domain:

1
L

dy

dx
= p(x) (3.15a)∫︂ y

0

1
L
dy =

∫︂ x

0

e

e− 2xe
−xe−1−λ0−λ1xdx (3.15b)

y

L
= ψ

[︄
−e−λx(λx+ 1)

λ2

]︄x

0
(3.15c)

e−λx(λx+ 1) = 1 − (1 − e−λ(λ+ 1)) y
L

(3.15d)

Equation 3.15d cannot be further simplified, hence it becomes necessary to use numerical
methods to find an explicit expression for t(y).

A solution is to use the Newton-Raphson method for each y. Good approximations are
expected, once the left side of Eq. 3.15d grows monotonically and has a single solution.

Obtaining constraint values

Following the same premises as Sterling and Knight (2002), Knight and Sterling (2000) and
Khozani and Bonakdari (2018) we assumed a division of the cross-sectional wetted perimeter
in two zones (wall and bed) and also a similar behaviour of the two zones, although controlled
by different parameters, yet calibrated by using the same empirical equations (3.16) of Knight,
Yuen, and Al Hamid (1994).

τw

ρgRS
= 0.01%SFw

(︃
1 + Pb

Pw

)︃
(3.16a)

τb

ρgRS
= (1 − 0.01%SFw)

(︃
1 + 1

Pb/Pw

)︃
(3.16b)

τmax,w

ρgRS
= 0.01%SFw

[︄
2.0372

(︃
Pb

Pw

)︃0.7108]︄
(3.16c)

τmax,b

ρgRS
= (1 − 0.01%SFw)

[︄
2.1697

(︃
Pb

Pw

)︃−0.3287]︄
(3.16d)

%SFw = Csf exp(α) (3.16e)

α = −3.23log10

(︃
Pb

Pw C2
+ 1

)︃
+ 4.6052 (3.16f)

Csf =
{︄

1.0 ∀ Pb/Pw < 4.374
0.6603(Pb/Pw)0.28125 ∀ Pb/Pw ≥ 4.374

(3.16g)

where Pb and Pw are the wetted perimeter in bed and wall, respectively; C2 = 1.38. This is
how we solve the Eq. 3.15d for wall and bed zones.
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On the validation of the unique solution of Equation 3.15d

For each y ∈ [0, L] in Equation 3.15d, let 1 − (1 − e−λ(λ+ 1)) y
L be equal to −w, where w ∈ R,

then:

f(x) = e−λx(λx+ 1) + w = 0 (3.17a)
df

dx
(x) = −λ2xe−λx (3.17b)

d2f

dx2 (x) = λ2e−λx(λx− 1) (3.17c)

For a negative value of λ, the roots of equation 3.17b are 0 and −∞, therefore:

d2f

dx2 (0) = −λ2e0, which is negative (3.18a)

d2f

dx2 (−∞) = λ2e+∞(+∞), which is positive (3.18b)

It is also important to note that Equation 3.17b, for x → −∞ is indeterminate (−∞ × 0).
Moreover, the roots of equation 3.17c are 1/λ and +∞. Therefore, the function has a
maximum at x = 0 and monotonically decreases for all x > 0. For x < 0, the function reaches
an asymptote at y = w as x → −∞, as illustrated below.

Figure 3.10: Numerical example of equation 3.17a for λ = −10. The figure illustrates the
uniqueness of the solution of f(x) = 0.

For general cases, x̄ > 0.75xmax (Foster and Lane, 1983), therefore Eq. 3.14 yields λ < 0.
In the experimental cases, x̄ ∈ (0.87, 0.98). Although physically inconsistent, it is easy to show
that for λ > 0 the equations still hold with a unique solution between zero and one.
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Appendix 2 - List of cross-sections and their characteristics

Table 3.4: Cross-sections and their characteristic.

Measured Modelled
Site Gully Sec.

DAa

(m)
Pb

(m)
Lc

(m)
Kc

d Kf
e Shape f Slope

A* W* A* W*
S1 3200 433 195 2.14 698.25 v 13% 0.25 2.26 0.31 1.98
S2 3080 416 188 2.10 700.88 v 15% 0.74 3.19 1.34 3.41
S3 1183 337 179 2.75 156.81 v 16% 0.68 3.56 0.92 2.82
S4 491 108 36 1.36 265.10 t 18% 0.50 3.76 0.34 1.82
S5 78 50 23 1.58 31.29 t 12% 0.08 1.50 0.07 1.16

Gully 1

S6 3060 408 185 2.07 717.47 t 15% 0.77 2.18 1.70 3.71
S1 2000 383 123 2.40 347.81 t 3% 3.00 8.93 2.05 4.14
S2 1870 379 114 2.45 310.52 t 3% 2.43 7.32 1.79 3.89
S3 1470 336 100 2.45 244.14 t 3% 1.11 6.89 0.60 2.62
S4 252 80 24 1.41 126.88 t 5% 0.64 2.95 0.46 2.04
S5 40 44 12 1.93 10.69 t 6% 0.01 0.48 0.01 0.27
S6 1930 381 119 2.43 327.30 t 3% 2.40 7.44 1.54 3.60

Gully 2

S7 1425 320 92 2.37 252.94 t 3% 1.47 6.16 0.87 2.83
S1 3500 554 204 2.62 509.10 v 4% 1.13 6.32 1.65 4.19
S2 3400 540 193 2.59 505.65 t 4% 0.96 5.54 0.83 3.39
S3 1000 248 105 2.20 207.39 v 4% 0.20 2.18 0.31 2.05
S4 56 49 14 1.84 16.59 t 8% 0.10 1.30 0.09 1.19
S5 2230 473 186 2.80 283.51 v 4% 0.51 3.02 0.67 2.88
S6 4800 620 213 2.51 764.51 v 4% 3.75 6.06 3.12 5.12
S7 4964 639 218 2.54 769.74 t 4% 2.15 4.68 2.67 4.86

M
ad

al
en

a

Gully 3

S8 4712 609 205 2.48 763.59 v 4% 1.54 5.33 2.87 4.96
S1 2388 434 147 2.49 385.74 t 16% 5.77 6.51 6.85 7.21
S2 2238 384 129 2.27 434.41 t 16% 4.95 5.84 6.80 7.18
S3 2156 359 120 2.16 460.30 t 17% 3.91 3.97 9.76 8.16
S4 1783 322 114 2.14 390.41 t 17% 1.93 2.69 4.37 6.30
S5 1440 285 105 2.11 324.85 t 18% 1.99 2.94 3.44 6.00
S6 916 234 83 2.16 195.91 t 20% 1.91 4.14 3.35 5.82

Gully 1

S7 517 168 62 2.07 120.98 t 23% 1.80 2.68 4.45 6.07
S1 277 165 68 2.77 36.07 v 8% 0.56 2.35 2.18 5.57
S2 201 133 59 2.63 29.10 t 7% 0.35 2.17 0.11 0.34
S3 150 160 49 3.66 11.16 v 6% 0.62 2.64 2.02 5.70
S4 96 113 37 3.23 9.15 v 6% 0.45 2.03 0.09 0.16

Gully 2

S5 64 68 22 2.40 10.99 v 6% 0.17 1.86 0.04 0.16
S1 4414 407 169 1.72 1499.41 t 7% 14.95 11.68 10.90 8.64
S2 3531 352 149 1.66 1286.78 t 7% 9.64 10.35 8.86 7.96
S3 3065 328 139 1.66 1114.93 v 7% 9.59 9.53 7.44 7.46
S4 2754 300 121 1.60 1078.37 v 8% 8.47 10.83 10.01 8.28
S5 2008 97 106 0.61 5413.43 t 8% 1.73 4.61 2.77 6.52
S6 393 261 55 3.68 28.92 v 8% 1.47 4.55 2.20 6.22
S7 53 131 22 5.01 2.13 v 10% 0.33 3.68 0.03 0.22

G
ilb

ué
s

Gully 3

S8 157 69 29 1.53 66.74 v 24% 3.29 6.11 3.46 5.58
S1 27631 1022 220 1.72 9319.94 v 7% 3.08 6.47 4.29 6.78
S2 29194 1037 231 1.70 10105.06 v 7% 2.93 7.91 3.79 6.54
S3 33257 1103 254 1.69 11597.34 v 6% 3.99 9.55 3.62 6.63
S4 37631 1189 295 1.72 12770.22 v 6% 3.34 5.56 5.74 7.76
S5 35756 1144 279 1.69 12467.05 v 6% 3.12 6.79 4.85 7.20
S6 37787 1196 311 1.72 12724.11 v 6% 2.89 2.80 6.50 8.33
S7 137562 2891 738 2.18 28879.38 v 7% 7.65 7.24 16.58 12.89
S8 147719 3024 796 2.20 30428.23 v 6% 8.28 7.67 15.41 12.47
S9 159125 3169 892 2.22 32160.02 v 6% 19.22 13.96 17.66 13.28

Gully 1

S10 141781 2912 771 2.17 30237.01 v 7% 8.37 7.04 16.08 12.69
S1 129219 1659 665 1.29 77391.74 t 5% 25.15 16.67 16.98 13.28
S2 124000 1580 610 1.26 78562.11 t 5% 7.21 9.47 15.50 12.58
S3 126406 1607 650 1.27 78959.70 t 5% 12.47 8.70 18.03 13.94
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Measured Modelled
Site Gully Sec.

DAa

(m)
Pb

(m)
Lc

(m)
Kc

d Kf
e Shape f Slope

A* W* A* W*
S4 128125 1625 630 1.27 79343.67 t 5% 9.53 10.48 16.55 13.06
S5 122344 1554 590 1.24 79047.76 v 5% 4.35 5.43 11.62 11.02
S6 43125 1024 448 1.38 22609.34 v 7% 2.32 5.75 4.83 7.47
S7 40781 969 420 1.34 22582.82 v 7% 2.13 5.36 3.90 7.17
S8 38438 918 380 1.31 22371.65 v 7% 1.66 6.60 2.94 7.09

C
am

po
Fo

rm
os

o

Gully 2

S9 23906 688 273 1.25 15409.29 t 9% 2.99 8.55 3.33 6.21
S1 1922 272 124 1.73 638.85 t 8% 0.29 3.52 0.34 2.50
S2 2611 297 136 1.63 987.53 v 7% 0.59 5.76 0.50 2.73
S3 1768 228 105 1.52 766.36 v 8% 0.59 3.59 0.41 2.49
S4 1194 176 79 1.42 590.82 t 9% 0.96 6.19 0.30 2.23

Gully 3

S5 75 37 14 1.21 51.25 v 10% 0.28 2.84 0.05 1.35

aDA: Drainage area in square metres
bP: Perimeter of the drainage area in metres
cL: Length of the drainage area in metres
dKg : Gravelius coefficient

(︁
0.28 P

DA

)︁
eKf : Form coefficient

(︁
t DA

P

)︁
fShape: Indicate the general cross-section shape. "v" indicates V-shaped sections and "t" trapezoidal-shaped cross-sections.
*Area (A) and width (W) of cross-sections in m2 and m respectively.
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Entropy-based method for temporal

downscaling of precipitation to improve
sediment delivery ratio assessment

Paper published in the journal Entropy
P.H.L. Alencar, E.N. Paton, J.C. de Araújo

Abstract

Many regions around the globe are subjected to precipitation-data scarcity that often hinders
the capacity of hydrological modeling. The entropy theory and the principle of maximum
entropy can help hydrologists to extract useful information from the scarce data available. In
this work, we propose a new method to assess sub-daily precipitation features such as duration
and intensity based on daily precipitation using the principle of maximum entropy. Particularly
in arid and semiarid regions, such sub-daily features are of central importance for modeling
sediment transport and deposition. The obtained features were used as input to the SYPoME
model (sediment yield using the principle of maximum entropy). The combined method
was implemented in seven catchments in Northeast Brazil with drainage areas ranging from
10−3 to 10+2 km2 in assessing sediment yield and delivery ratio. The results show significant
improvement when compared with conventional deterministic modeling, with Nash–Sutcliffe
efficiency (NSE) of 0.96 and absolute error of 21% for our method against NSE of −4.49 and
absolute error of 105% for the deterministic approach.

Keywords: maximum entropy; sediment transport; sediment yield; hydrology
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4. Entropy-based method for temporal downscaling of precipitation to improve sediment
delivery ratio assessment

4.1 Introduction

Climate change challenges our capacity to preserve natural resources, such as clean water and
productive soil. The Food and Agriculture Organization named erosion as one of the most
relevant threats to soil conservation and agriculture (FAO, 2019). Climate change is blamed
for erosion rates increasing by nearly 17% in the USA and Europe until 2050 due to higher
rainfall erosivity (Nearing, Pruski, and O’neal, 2004; Panagos, Ballabio, et al., 2017). This is
why soil erosion turned into a key challenge for the Sustainable Development Goals of the UN
(Keesstra et al., 2016; Borrelli et al., 2017). Soil erosion also imposes a threat to water supply,
as pollutants and heavy metals are transported along with sediment, augmenting toxicity,
turbidity and eutrophication in aquatic environments (Coelho et al., 2017; Li, Peng, et al.,
2020).

In addition, 30% of all land on Earth has an arid or a semiarid climate (Sivakumar,
Das, and Brunini, 2005), which causes some places to be especially vulnerable to climate
change and soil erosion (Huang et al., 2015). Special attention is required for semiarid regions,
since they house and sustain over 14% of the global population and around 70% of the
dry-land population (Huang et al., 2015). Arid and semiarid areas are commonly affected
by data scarcity, particularly in Africa, Asia and South America (Sanyal, Densmore, and
Carbonneau, 2014; Worqlul et al., 2017; Rezende de Souza et al., 2021). It is necessary to
improve sedimentological and other models in order to better estimate the amount of sediment
reaching water bodies. Modelers normally have information only on daily precipitation data,
yet sub-daily processes play a crucial role in sediment transport, as a substantial amount occurs
during high-intensity storms (Srinivasan and Galvão, 2003; Shrestha et al., 2019). Therefore,
we need a methodology to downscale precipitation duration and to improve erosion models at
the sub-daily scale.

Diverse branches of water sciences point out the use of stochastic methods in hydrology as
being the next generation of models (Sidorchuk, 2009; Singh, 2018). In this context, a powerful
tool deployed in several studies over the last decades is the principle of maximum entropy
(PoME—Shannon, 1948; Jaynes, 1957a). The first applications of the PoME in water sciences
were proposed by Chiu (1987) and by Singh and Chowdhury (1985) for modeling velocity
distribution in open channels. Since then, several other applications in hydrology, hydraulics
and sedimentology have been presented (Sterling and Knight, 2002; Singh, 2011; Cui and
Singh, 2013; Chen, Singh, and Xiong, 2017; Kumbhakar, Ghoshal, and Singh, 2020).

de Araújo (2007) proposed a PoME-based model to assess sediment yield and reservoir
siltation. The model (sediment yield using the principle of maximum entropy—SYPoME),
however, requires sub-daily data, such as rainfall duration and intensity measurements, which
are often unavailable in arid and semiarid regions (Pilgrim, Chapman, and Doran, 1988), such
as the Brazilian northeast region. According to the Brazilian Water Management Agency
(ANA, 2019), the country’s semiarid region has 2163 operating rainfall stations connected to
the national weather monitoring system, which averages one rain gauge per 462 km2. Most of
those instruments are standard Ville de Paris gauges, providing only daily precipitation. Only
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36 are active and reliable automatic stations providing sub-daily precipitation data—one every
27,800 km2, on average (Figure S1—Supplementary material). The gauging station density
is much lower than in other regions (e.g., the density of automatic stations is one per 3600
km2 in the United States and 77 km2 in Italy—NOAA, 2013; Baldassarre, Castellarin, and
Brath, 2006). The data series are also not long; only 16 stations have more than 15 years of
continuous data.

The Brazilian northeast (106 km2) has an average annual temperature varying
between 20 and 28 ◦C and is characterized by a high temporal and spatial rainfall
variability (Medeiros and Araújo, 2014), with average annual rainfall between 400 mm and 800
mm (increasing towards the coast—Cadier, 1994; Andrade et al., 2020) and evapotranspiration
between 2000 and 2600 mm per year (de Figueiredo et al., 2016). The vegetation is mainly
Caatinga, formed by deciduous broadleaf bushes. The largest part of the region is placed over
Precambrian crystalline bedrock with shallow soils. In these areas, groundwater is scarce and
usually salty (Gaiser et al., 2003; Marengo, Alves, et al., 2013). The simultaneous occurrence
of such geological features, concentrated precipitation patterns and high evaporation rates
leads to a scenario where rivers are predominantly intermittent (Montenegro and Ragab, 2012).
As a result, water for over twenty million people living in the Brazilian northeast region is
mainly supplied by reservoirs (Coelho et al., 2017). The region has a concentration of reservoirs
as high as one per 5 km2 (Mamede et al., 2012). Due to excessive erosion and eutrophication,
however, reservoir siltation is one of the key threats to the water supply in the region (Coelho
et al., 2017).

Our objectives are as follows: (1) to propose a temporal down-scaling method to estimate
sub-daily precipitation data from daily precipitation data based on the principle of maximum
entropy (MEDRID); (2) to assess the method quality when implemented on ungauged regions
(spatial-scalability); and (3) to evaluate the effect of the method on the performance of
long-term sediment yield modeling.

In order to achieve these objectives, measured data of high-resolution precipitation were
used to calibrate and validate the MEDRID method, and the statistical distance measures
after Kullback (1978b) and Fedotov, Harremoes, and Topsoe (2003) were used to assess spatial
scalability. Measured sediment yield data of seven catchments of different sizes and series
durations were employed to test and validate the improved sediment yield modeling using
scaled precipitation together with the model by de Araújo (2007), which is based on entropy
equations and quantifies gross erosion by means of the universal soil loss equation (USLE).

4.2 Materials and Methods

Sediment yield can be quantified by multiplying gross erosion and sediment delivery ratio
(SDR—Maner, 1958; Sharda and Ojasvi, 2016; Llena et al., 2021). These terms are highly
nonlinear, and deterministic models do not always account for their uncertainties (Sidorchuk,
2009; Royall and Kennedy, 2016; Llena et al., 2021). Therefore, such processes need to be
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modeled stochastically and event-wise (Sidorchuk, 2009; Gupta et al., 2020). In this study,
the sediment yield of sub-daily events was quantified using the principle of maximum entropy
(PoME). To incorporate sub-daily rainfall information, we developed temporal-downscaling
equations to assess the effective rainfall duration (D) and its respective 30-minute intensity
(I30). As proposed by de Araújo (2007), the rainfall duration was drawn on to calculate the
SDR, and the I30 to calculate the erosivity factor of the universal soil loss equation (Wischmeier
and Smith, 1978), so as to assess gross erosion.

A new method (Figure 4.1) was proposed to estimate sediment yield: it consists of an
entropy-based approach to downscale rainfall duration and intensity (the MEDRID—maximum
entropy distribution of rainfall intensity and duration method). We coupled MEDRID with
the SYPoME model to determine an event-wise SDR (de Araújo, 2007).

Figure 4.1: Flowchart of the proposed model. The processing is divided in two main parts,
the MEDRID method and the SyPOME model. The two parts are coupled by a Monte Carlo
process with multiple random seeds generated.

4.2.1 Maximum Entropy Distribution of Rainfall Intensity and Duration—
MEDRID Method

Two sub-daily variables were selected to be assessed from daily rainfall data: (1) the duration–
precipitation ratio D/H (D for duration and H for total daily precipitation) and (2) intensity–
precipitation ratio I30/H (where I30 stands for 30-minute intensity). Three probability density
functions were tested to fit D/H frequencies: the beta (B3), the gamma (G2) and the
generalized gamma (G3) distributions (Stacy, 1962; Chen, Singh, and Xiong, 2017). For the
intensity–precipitation ratio (I30/H), two probability density functions were tested: the beta
(B3) and the uniform distribution. After calibrating the equations using the principle of
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maximum entropy (Singh, 1998), we tested the best fitting equations to measured data, as well
as spatial scalability.

Table 4.1 presents the three probability density functions (PDFs—beta, gamma and
generalized gamma), their constraints and the respective system of equations for parameteri-
zation. Ψ(·) is the digamma function, the first derivative of Γ(·), the gamma function. Ψ′(·)
is the tri-gamma function, the second derivative of Γ(·). The terms a, b and c in the three
distributions are parameters obtained maximizing entropy using the Lagrange multipliers
method (Kumbhakar, Ghoshal, and Singh, 2020). The systems of equations in Table 4.1
can be solved using empirical data (e.g., rain gauge readings, as for this study—Singh and
Chowdhury, 1985). The parameter r in the beta distribution (B3) is a scale factor. For this
specific distribution, the random variable X ∈ [0, 1]. The systems of equations were solved
with help of the software Octave (v. 5.1.0.0).

Additionally, sub-daily data are scarce and stations may cover a large area. It is important
to assess the loss in performance of the method when using data from a distant station. This
loss of performance can be measured as the difference between the calibrated PDF for the
weather station and the expected PDF, if the region of study had such a station. In this study
we compared the variations among four stations with sub-daily data (Aiuaba, Sobral, Sumé
and Gilbués) using the Kullback–Leibler divergence (Kullback and Leibler, 1951) and the
Kolmogorov–Smirnov distance (Kolmogorov, 1933; Smirnov, 1939). These statistical measures
allow us to find similarities between the areas, and therefore to determine which areas can be
modeled with which calibrated PDF without a significant performance loss.

Let m and n be two populations (sets)—in our study, automatic stations—each with an
associated PDF pm and pn. Kullback and Leibler (1951) present a measure that allows us to
compare how different those two distributions are. Known as the Kullback–Leibler divergence,
the DKL is an asymmetric measure, given by Equation (4.1).

DKL(Pm ∥ Pn) = I(m : n) =
∫︂ +∞

0
pm(x)ln

[︃
pm(x)
pn(x)

]︃
dx (4.1)

J(m,n) = I(m : n) + I(n : m)
2 (4.2)

where pm and pn are continuous probability distributions. I(m : n) can be understood as
the loss of information if the population m is modeled using pn instead of pm. Furthermore,
ref. Kullback, 1978b introduces a symmetric measure, given by Equation (4.2). J(m,n) is also
a measure of divergence between the distributions pm and pn and can be interpreted as how
easily we can distinguish the two distributions, henceforth called symmetric divergence.

The Kolmogorov–Smirnov distance (δ—Equation (4.3)) is the maximum distance between
two distributions in their domain and is related to the Kullbach–Leibler divergence by Pinsker’s
inequality (Equation (4.4)).

δ(Pm, Pn) := sup

{︃⃓⃓⃓⃓∫︂ x

0
pm(x)dx−

∫︂ x

0
pn(x)dx

⃓⃓⃓⃓}︃
(4.3)
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E [︂ln (︂

xr )︂]︂
=
ψ(a)−

ψ(a
+
b)

a
b=

x̄
1c [︃ln(a
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bc )︃]︃

=
−
E

[ln(x)]

ii.
E [︂ln (︂1

−
xr )︂]︂

=
ψ(b)−

ψ(a
+
b)

ψ(b)−
ln(b)=

E
[ln(x)]−

ln(x̄)
a

c
b

c
=
E

(x
c)

iii.
1c 2
ψ

′ (︃
bc )︃

=
var[ln

(x)]

72



4.2 Materials and Methods

δ(Pm, Pn) ≤
√︃

1
2DKL(Pm||Pn) (4.4)

It is also important to note that J is not an actual distance, while δ is. The PDFs obtained
for each of the four stations will be compared pairwise. The lower the values of DKL and δ

are, the more alike are the two distributions and the lower the loss of information is between
the areas.

4.2.1.1 Other literature approach

de Araújo (2017) also attempted to assess event duration using stochastic modeling using
Equations (4.5 to 4.7). D is duration and H daily precipitation. S• is the standard deviation of
the sample. j is a counter index (j-th event). χ is a random number such that χj ∈ [0, χmax].
χmax is calibrated for each watershed. The author proposes that for each event j, at least 20
values of χj should be drawn. The simulated duration D would be the arithmetic average of
the 20 produced results.

Dj = D̄ + kjSD (4.5)

kj = Hj − H̄

SH
χj (4.6)

D̄ −Dj

H̄ −Hj
= SD

SH
χj (4.7)

4.2.2 Sediment Yield-PoME – SYPOME Method

de Araújo (2007) proposed an entropy-based model for event-based SDR (Equation (4.8)) and
sediment yield (SSY – Mg km−1 yr−1). ε̄ (Mg km−1 yr−1) is the gross erosion obtained,
for example, by using the universal soil loss equation –USLE (Wischmeier and Smith, 1978),
L0 the hill slope length (m), Lm the maximum sediment travel distance (m), x0 the initial
position of erosion in the hillslope and λ a Lagrange multiplier.

SSY = ε̄× SDR = ε̄×
eλLm (L0 − x0)λ−

(︂
eλ(L0−x0) − 1

)︂
λL0

(︁
eλ(x0+Lm) − 1

)︁ (4.8)

The SDR is the ratio of sediment yield (SSY ) and mobilized sediment (ε̄). The SDR
is physically constrained to a closed interval (SDR ∈ [0, 1]), and it can be interpreted as
the average probability of a detached particle reaching the river system (de Araújo, 2007).
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The SYPoME model uses as input the duration of the sub-daily precipitation which, in our
case, is not known. The MEDRID method can solve this gap, based on daily precipitation.

4.2.3 Monte Carlo and MEDRID-SYPoME coupling

A Monte Carlo approach was used to adapt the SYPoME model (de Araújo, 2007) and
its output to an interval of possible values of sediment yield associated to a probability
function (Vrugt et al., 2008). The results were compared with measured data from seven
catchments (Figure 4.2 and Table 4.2) and values from the literature model (Maner, 1958).

Using the MEDRID method we can find the probability distribution function (PDF)
for the duration–precipitation ratio D

H . To model the inherent uncertainty of the duration–
precipitation ratio we used the Monte Carlo approach. For each event in the time interval ∆t,
a large number of random seeds (#rand ∈ [0,1]—Equation (4.9)) are generated and used as
input in the calibrated PDF to assess the duration (Figure 4.1).

#rand = F

(︃
x ≤ D

H

)︃
=

∫︂ D/H

0
f(x)dx (4.9)

where f is the calibrated PDF according to Table 4.1 and F the associated cumulative
distribution function of x. Solving Equation (4.9) for D/H, with known H, we can obtain the
rainfall duration for each random seed #rand. The set of pairs (D,H) is used as input for the
SYPoME model.

4.2.4 Gross erosion and siltation assessment

To estimate gross erosion in the catchments we used the universal soil loss equation (Equation
(4.10)—Wischmeier and Smith, 1978; Bagarello, Ferro, and Pampalone, 2020). A more detailed
description of each factor and the values for the study areas can be found in the supplements
to this paper. Siltation (∆V ) and sediment yield are proportional and related according to
Equation (4.11).

ε̄ = RK LS C P (4.10)

SSY = ∆V ρs

η A∆t (4.11)

where ∆V is the volumetric siltation, or the reservoir capacity loss (in m3), ρs is the bulk
density of the silted sediment (in Mg m−3), η the trap efficiency of the reservoir (using, e.g., the
method by Brune, 1953), A is the catchment area in hectares and ∆ t the interval of time
in analysis.

In order to assess the performance gain by using the MEDRID+SYPoME model, we
compared the measured data with empirically based SDR equations (Sharda and Ojasvi, 2016).
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Gaiser et al. (2003) found that, for the Brazilian northeast region, the most fit among those
equations is the one by Maner Maner, 1958, (hereafter Equation (4.12)). Simplıcio et al. (2020)
had the same result for the dry Cerrado region of Gilbués (Figure 4.2).

SDR = exp
[︃
2.943 − 0.824 log10

(︃
FL

FR

)︃]︃
(4.12)

FL (m) is the length factor, measured as the maximum distance in the catchment with a
straight line from the outlet to the water divide approximately parallel to the main river. FR

(m) is the relief factor, calculated as the difference between the outlet altitude and the average
altitude of the water divide.

4.2.5 Study area

We selected seven catchments in three different states of the Brazilian northeast, all under dry
conditions (Figure 4.2) to test the method approach for precipitation downscaling (MEDRID)
and the sediment yield assessment model (SYPoME). The catchments vary widely in area and
availability of data (number of years in a time series). They also vary in terms of land use and
land cover. The characteristics of the studied catchments are listed in Table 4.2.

The Brazilian northeastern region houses the country’s semiarid region (BSh climate,
according to the Köpper Classification—Gaiser et al., 2003) and the Caatinga Biome.
The Caatinga is the largest tropical dry forest in the world and houses the highest endemic
genera of all (Miles et al., 2006; Silva and Souza, 2018). The main economic activities in the
region are agriculture (especially maize, beans and soybeans), livestock and fishing (Coelho
et al., 2017). Due to deleterious practices in agriculture and overgrazing, the degraded area
surpassed 72,000 km2 in the Brazilian Drylands (ca. 8% of its original area—Tomasella et al.,
2018).

As presented in Section 4.1, the Brazilian northeast region suffers with data scarcity
concerning sub-daily rainfall events. Therefore the selection is restricted to the existing (and
operating) stations. The stations in Gilbués, Aiuaba and Sumé (Figure 4.2) were maintained
by research groups (Simplıcio et al., 2020; de Figueiredo et al., 2016; Srinivasan and Galvão,
2003) and only the station of Sobral is maintained by the Brazilian Water Management Agency
(ANA). Those four stations presented consistent measurements over at least two years without
gaps. Another constraint for the selection of stations was the proximity to the sediment
control equipment. Again, the stations in Gilbués, Aiuaba and Sumé were installed to monitor
experimental basins and are inside the catchment areas. The Sobral station was chosen because
it is in the Várzea da Volta catchment and is the closest to Acarape under the same climate
conditions. For a detailed map of stations in the region please refer to the Supporting Materials.

Experimental data were used to estimate sediment yield (Morris and Fan, 1998). We used
bathymetric assessments from different years of the reservoirs of five catchments (Canabrava,
Aiuaba, Várzea da Volta, Acarape and Gilbués) to estimate the total siltation (∆V—see
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Equation (4.11)). Direct data for sediment yield (SSY) were available at the micro-basins in
Sumé, where monitoring is carried out eventwise (Srinivasan and Galvão, 2003). Table 4.2
lists the type and timing of available sediment yield data. For each catchment we obtained the
time series of daily rainfall from FUNCEME (2019). Sub-daily measurements are scarce and
available for the whole study period only in one station in Gilbués (Simplıcio et al., 2020) and
one in Aiuaba (de Figueiredo et al., 2016), the basins with the shortest and most recent time
series. Assuming similar climatic and environmental conditions, we used the data from the
Aiuaba station for the analysis of Canabrava, and from Várzea da Volta for Acarape.

Figure 4.2: Location of study areas (catchments) and automatic rain gauges. All areas are
located in the Brazilian northeast.

4.3 Results

4.3.1 Probability distributions functions - MEDRID

Table 4.3 presents the entropy-based calibrated parameters for B3 (beta distribution), G2
(gamma distribution) and G3 (generalized gamma distribution). Those values were obtained
by solving the systems of equations in Table 4.1. In Figure 4.3 we present the model evaluators
of distributions at the four stations. From the method evaluators we can observe that B3
represents poorly the distribution when compared with the gamma distributions (Figure 4.3).
G3 performs slightly better than G2. From Table 4.3 we see that the parameter c of the
generalized gamma does not sufficiently approach the unit (when c = 1, the gamma and
generalized gamma are equal). The strict two-parameter gamma distribution (G2) does not
quite represent the process, but less skewed function G3 does.
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Table 4.3: Equation parameters for the D/H distribution. a, b and c are the parameters
as described in Table 4.1. The data used to calibrate the parameters are available in the
supplementary material.

B3 G2 G3
a b a b a b c

Sobral 1.124 4.316 0.250 1.525 0.066 2.114 0.678
Aiuaba 1.584 10.686 0.138 1.855 0.004 3.306 0.488
Gilbués 0.696 2.691 0.777 0.953 0.390 2.099 0.812
Sumé 0.955 5.398 0.740 0.911 0.269 1.410 0.818

Two probability distribution functions were tested for the ratio I30/H. The beta
distribution (B3) and uniform distribution allow an explicit definition of lower and upper
boundaries. For the Sobral, Aiuaba and Gilbués stations the uniform distribution presented
much better results, with Nash–Sutcliffe efficiency (NSE) as high as 0.98, while the beta
distribution had an efficiency lower than 0.50 (Figure 4.4). In the Sumé station both B3 and
uniform distributions had similar performance with NSE of 0.98 and 0.99, respectively. In this
work we used the uniform distribution for the modeling in all regions.

Additionally, using statistical measures, we calculated the information loss resulting from
using the PDF calibrated for one region into another (Equations (4.2) and (4.3)). We compared
the four stations with sub-daily data among themselves. The measures (symmetric divergence
and Kolmogorov–Smirnov distance) for the variable D/H are given in Table 4.4.

Table 4.4: Values of symmetric divergence and Kolmogorov–Smirnov distance for the generalized
gamma distribution of D/H. The higher the value, the greater the difference between the
probability distributions.

(a) Symmetric Divergence

Sobral Aiuaba Gilbués Sumé

Sobral 0 0.198 1.210 0.097
Aiuaba 0.198 0 2.494 0.536
Gilbués 1.210 2.494 0 0594
Sumé 0.097 0.536 0.594 0

(b) Kolmogorov–Smirnov Distance

Sobral Aiuaba Gilbués Sumé

Sobral 0 0.242 0.550 0.152
Aiuaba 0.242 0 0.719 0.365
Gilbués 0.550 0.719 0 0.404
Sumé 0.152 0.365 0.404 0

These measures indicate that there is a considerable difference in the duration–precipitation
(D/H) distribution in Gilbués over the other three regions.
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Sobral and Sumé also appear to be very similar, despite the distance between them.
Located in the Brazilian Semiarid Region, the stations in Sobral, Sumé and Aiuaba are under
the same major atmospheric process for rainfall formation (the Inter-Tropical Convergence
Zone—ITCZ) and have a similar rainfall regime (more than 70% of the annual precipitation
concentrated in three months) and amount (500–600 mm yr−1). Gilbués has a higher
precipitation rate (1200 mm yr−1) and better temporal distribution. Therefore, based on
statistical distances (Table 4.4) and regional characteristics, Sobral and Sumé are most similar
and have the lowest information loss when (quality) data from one station are used for the
other region. Aiuaba is also similar to Sumé and (especially) to Sobral. Gilbués has particular
PDF parameters, with both DKL and δ significantly higher when compared with the other
three stations.

Figure 4.3: Probability distributions and the performance evaluators for the variable D/H.

Figure 4.4: Probability distributions and the performance evaluators for the variable I30/H.
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4.3.2 Sediment yield modelling

Two models were tested to assess sediment yield: a classic model consisting of the multiplication
USLE gross erosion (ε̄) and empirically based SDR (Maner, 1958), hereby called model M1,
and the proposed MEDRID+SYPoME model (M2).

In Table 4.5 we present the output of the combination of the MEDRID method and
SYPoME model (M2) for the seven study areas. Average modeled sediment yield at the outlet
varied between 5 (Aiuaba) and 2346 (Sumé 4) Mg km−2 yr−1 and SDR between 5.9% (Várzea
da Volta) and 29.7% (Gilbués). The outputs for sediment yield and SDR of model M2 passed
the normality test Shapiro and Wilk, 1965 and we obtained the confidence interval (p = 0.01)
using a Gaussian distribution. M1 is a deterministic model, thus it has only one single output,
presented in Figure 4.5.

Table 4.5: Modeled values (M2) of sediment yield and SDR for the study areas. The values are
shown in terms of average (µ), standard deviation (σ) and coefficient of variation (CV). Confidence
intervals (CIs) of the average calculated for p = 0.01.

Basin
Sediment yield SDR

(Mg km−2 yr−1 ) (%)
µ σ CV CI µ σ CV CI

Canabrava 664.5 24.9 4% 12.5 13.9 0.2 1.4% 1.04
Aiuaba 5.0 1.2 25% 0.6 14.8 4.2 28.4% 2.12

Várzea da Volta 418.2 20.2 5% 10.1 5.9 0.4 7.3% 0.22
Acarape 189.5 9.1 5% 3.1 8.3 0.7 8.1% 0.23
Sumé 2 13.1 1.8 14% 0.9 23.5 2.6 11.1% 1.32
Sumé 4 2345.6 264.1 11% 132.9 20.4 3.0 14.6% 1.50
Gilbués 2141.7 540.5 25% 272.0 29.7 8.9 29.9% 4.47

In Figure 4.5, we present two plots. Figure 4.5a shows modeled (M1 and M2) and measured
values of siltation rate (siltation rate per unit of area) and Figure 4.5b the modeled (M1 and
M2) values of SDR. The siltation rates generated by our approach (M2) clearly outperform
those based on deterministic methods (M1). When assessing average sediment yield for each
area, our model also outperforms the deterministic model for all experimental basins, with an
error reduction by a factor of at least 2 and as high as 20 (Table 4.6). In addition, the new
methodology (M2: MEDRID+SYPoME) presented better performance evaluators (NSE =
0.96 and RMSE = 608.6 ton km−2 yr−1) than the conventional (M1) approach (NSE = −4.49
and RMSE = 3286 Mg km−2 yr−1).
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Figure 4.5: M1 and M2 outputs of (a) sediment yield and (b) SDR. Red dots in (a) indicate the
measured values of sediment yield.

By comparing the values of siltation rate in Figure 4.5a with land use and land cover (Table
4.2) we can draw a strong correlation between them. Catchments with preserved vegetation,
such as Aiuaba and Sumé 2, have the lowest siltation rate, over two orders of magnitude lower
than degraded regions, such as Sumé 4 and Gilbués. Basins with the presence of agriculture
(Canabrava, Várzea da Volta and Acarape) presented intermediary rates, although ten times
larger than preserved regions.

Figure 4.5b shows the modeled average SDR (for the whole time series) of the basins
obtained by M2 and M1 (Equation (4.12)). Considering the area of the basins (Table 4.2),
we can observe a dependency of the SDR to the catchment area. Although M2 also showed a
similar tendency, its values of SDR are systematically lower than M1’s. It is interesting to
note that for the catchments Canabrava, Acarape and Várzea da Volta there is almost no
dispersion of SDR values. This is due to the long time series for those experimental areas.
With a long temporal series, the averaging of the SDR of all events tends to a narrow range of
values that can be understood as the basin SDR. Additionally, the Maner equation (Equation
(4.12)) allows values of SDR numerically larger than 100 %, which is inconsistent with the
physical interpretation of SDR. Whenever the calculated SDR was larger than the physical
limit, the value was limited to 100 %, as is the case of Gilbués.

4.4 Discussion

The complexity of hydrological processes can be better modeled with the help of stochastic
approaches (Sidorchuk, 2009; Singh, 2011). Ref. Sidorchuk, 2009 proposed a path for
sedimentological models relying on the combination of deterministic and probabilistic models
in a so-called third-generation erosion model, to which our method belongs. By introducing
stochastic routines and calibrating parameters with the principle of maximum entropy, we
extracted from the scarce data more valuable information than by employing deterministic
models, and even preserved the local characteristics of each region. The method performed
well across a large range of time series and catchment-area scales.
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Table 4.6: Measured and modeled values of siltation rate (Mg km−2 yr−1). M1 represents
the classic model using empirically based SDR (Maner, Equation (4.12)) and M2 the proposed
MEDRID+SYPoME model.

Sediment Yield (Mg km−2 yr−1) Relative Error (%)
Measured Modeled Modeled Modeled ModeledName Brune

Coefficient M1 M2 M1 M2

Canabrava 0.98 704 1042 664 48.0% −5.6%
Aiuaba 1.00 4 2 5 −50.0% 27.5%

Várzea da Volta 0.95 164 824 418 402.3% 155.1%
Acarape 0.98 233 473 191 102.9% −18.1%
Sumé 2 1.00 17 114 13 570.6% −21.8%
Sumé 4 1.00 3857 7644 2314 98.2% −40.0%
Gilbués 1.00 2518 10305 2142 309.3% −14.9%

NSE −4.49 0.96

4.4.1 Probability distributions functions - MEDRID

In the literature (Singh, 1998; Bhunya et al., 2007; Brigandì and Aronica, 2019; Martinez-
Villalobos and Neelin, 2019) many probability distribution functions are related to precipitation
processes (e.g., gamma, power-law, exponential); especially concerning its duration (e.g.,
gamma, Weibul, lognormal). From Figure 4.3, we conclude that, although the gamma
distribution (G2) does reproduce the D/H ratio, the generalized gamma distribution yields the
best results in all study areas. Its better fit to the measured data appears to be related to the
high complexity (uncertainty/entropy) involved in rainfall events, when many factors interact
simultaneously. In such conditions, a less constrained distribution such as the G3 allows
for more flexibility and calibration. With one additional parameter, the function becomes
more adaptable to the peculiarities of each region in comparison with G2. This is confirmed
by the values obtained for the parameter c, which never approximate to one (Table 4.3).
Table 4.1 shows that a parameter c equal to one reduces a generalized gamma distribution to
a conventional one (G2).

Information entropy is a measure of uncertainty (Jaynes, 1957a). Therefore, the PoME
delivers the probability distribution function that maximizes the uncertainty under a set of
constraints and avoids unproven assumptions (Chiu, 1991). It can be proven that the uniform
distribution, such as the one obtained for I30

H , has the highest uncertainty (see Jaynes, 1957a).

In the selection of the best distribution using the PoME, additionally to the constraints
listed in Table 4.1, there is an implicit assumption taken: that the data follow a specified
distribution (i.e., beta, gamma, uniform, etc.). Silva Filho, de Araújo, and Raabe (2020)
pointed out that the selected constraints of the PoME have to be relevant to the studied
variable and that additional constraints do not necessarily lead to better results. Therefore,
as we see in Figures 4.3 and 4.4, the narrowest distribution does not necessarily best suit
the model. The constraints-quality trade-off problem becomes clear in the modeling of rain
intensity (Section 4.3.1), where the most suitable distribution is the uniform one. Such a
result occurs because the unproven implicit constraint (the distribution itself) is shown not to
be valid.
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The use of a uniform distribution for intensity implies that a stochastic approach is
more valid than regression curves, as previously proposed by Avila and Avila, 2015; Alencar,
de Araújo, and Teixeira, 2020; Dash, Das, and Adhikary, 2019. Therefore, in stochastic
models, a more realistic approach to be adopted is the uniform distribution, as expressed
in Equation (4.13). The value of 30-min intensity (I30) can vary between 0—in the case of
H → 0—and 2H (for a precipitation with duration lower than 30 min). Equation (4.13) is
a general equation and does not depend on calibration. Nevertheless, the implementation
of Equation (4.13) also requires a Monte Carlo approach, as presented in Section 4.2.3,
with drawing of multiple random seeds (#rand).

I30 = H

D
+H

(︃
2 − 1

D

)︃
#rand such that I30

H
∈ (0, 2] (4.13)

In terms of regionalization of the MEDRID method, equations calibrated using data from
a gauged catchment can be used in ungauged regions, provided that they have similar relief
and climatic conditions, thus reducing the loss of information. It is important to note that
geographic proximity between the station and the application site is not enough to guarantee
better parameter homogeneity and, thus, good model performance. The equations from Sumé
and Sobral are remarkably similar, although they are more distant from each other than to
Aiuaba. Nevertheless, the conditions of the Aiuaba catchment, which is higher and prone to
orographic precipitation, may explain its distinction from the others. Finding the causes of
similarities between areas, however, surpasses the scope of this work. Still, from analysis of
relief and climate of the studied areas and based on the statistical distances (Table 4.4), we
can build a map of possible factors that influence such similarity (Figure 4.6). The relative
position of each area in Figure 4.6 is based on geographical location. The connecting lines
indicate how similar the areas are to each other.

Figure 4.6: Clustering (connections) of regionalized PDFs and possible influencing factors for
the similarities, based on relief and climate conditions. Note that nodes are positions to roughly
match the geographical location of each study area (no scale—Figure 4.2).
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De Araújo’s (2017, see Section 4.2.1.1 of this paper) method of precipitation down-scaling,
although simpler, has two problems. Firstly, each precipitation event is processed by the
model only once, using an averaged duration as input. This reduces the freedom of the
model to simulate extreme cases. The model by de Araújo (2017) also tends to represent the
process by a linear function, after the averaging (Figure 4.7). Secondly, the author’s approach
assumes a normal distribution of duration and daily precipitation. It is also assumed that
both distributions are related by an unknown scaling factor χ (Equation (4.7)). None of these
assumptions could be confirmed by experimental data.

Figure 4.7: Scatter plot of daily precipitation and duration for Aiuaba. Note that both methods
depend on random seeds, therefore the points’ position in the plot is not fixed, but rather an
example. Other examples are available in the supplementary material.

4.4.2 Sediment yield modelling

In all cases the MEDRID+SYPoME model (M2) performed better than the deterministic
model (M1) with empirically based SDR. As shown in Figure 4.5 and in Table 4.6, the relative
error was reduced nine-fold, on average. Except for Várzea da Volta, the average error was
21%, five times smaller than the average error for M1. When also excluding Várzea da Volta,
the performance of M1 was similar to values obtained from the literature, see (Risse et al.,
1993). The Nash–Sutcliffe efficiency of event-wise sediment yield calculated for the catchments
of Sumé 2 and 4 (0.52 and 0.47, respectively) can be classified as satisfactory since its efficiency
is marginally equal to 0.50 (Moriasi et al., 2007). These are, nonetheless, important results,
especially considering the little information required to achieve them. The efficiency of the
model for total siltation rate is 0.96 (Table 4.6); its classification ranges from very good
(Moriasi et al., 2007) to good (Ritter and Muñoz-Carpena, 2013). This supports the argument
that stationary parameters such as relief (in our temporal analysis scale) play a relevant role for
sediment delivery mechanisms (Simplıcio et al., 2020); they therefore increase the performance
of the model over time.

Both models perform poorly in the assessment of siltation of the Várzea da Volta reservoir
(see also Gaiser et al., 2003). This is mainly caused by the peculiarity of its catchment
topography and lithology. As illustrated in Figure 4.8, the upper (southern) part of the
watershed is formed by a plateau ending in a cliff of over 500 meters in depth formed by
soil that is prone to erosion (USLE parameter K = 0.032 Mg h MJ−1 mm−1—Gaiser et al.,
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2003). The lower portion of the watershed is mostly flat, and its soil has a higher permeability,
promoting an interruption of connectivity and therefore reducing the SDR, similar to the process
identified by Medeiros and Araújo (2014) in a flat area upstream of the Benguê Reservoir in
north-eastern Brazil. Our model (M2) was not able to describe such behavior, although it
significantly reduces the error when compared to the conventional methodology (M1).

One limitation of this study is the use of the universal soil loss equation to assess gross
erosion. The USLE does not directly address gully erosion (Wischmeier and Smith, 1978).
Nevertheless, gullies may be major sediment sources (Bennett and Wells, 2019), especially in
degraded areas such as Sumé 4 and Gilbués (Srinivasan and Galvão, 2003; Simplıcio et al.,
2020).

Figure 4.8: Topography and river system of the Várzea da Volta Catchment area.

4.5 Conclusions

We have proposed a novel method to downscale duration and intensity of precipitation for
erosion modeling based on daily data. The best probability distribution function for the
duration–precipitation ratio (D/H) is the generalized gamma distribution (NSE = 0.98).
For the ratio I30/H, the uniform distribution (NSE = 0.47) performs best. The MEDRID
method presents resilience to regionalization, therefore demanding fewer climatological stations
to cover a large area and allowing the implementation of the model in regions with data scarcity.

Using the downscaled duration and I30 intensity generated by MEDRID, we are able to
assess sediment yield with a higher accuracy than conventional USLE and relief-based SDR.
The coupling MEDRID+SYPoME model allowed assessment of event-wise sediment yield
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and presented errors that were six times smaller than the ones from conventional models.
The new model (MEDRID+SYPoME), based on the combination of deterministic and entropy-
based components, improved substantially the performance of assessment of sediment yield
(NSE = 0.96) when compared with deterministic modeling.

Additional studies should be carried out to test and assess the most suited probability
distribution families to precipitation data, especially 30-min intensity. Efforts are still necessary
to validate the method’s potential concerning regionalization. It is not at all a trivial matter to
determine which factors (relief, climate, position, etc.) influence homogeneity between regions,
and therefore produce similar PDFs.

The MEDRID method can be used to assess rainfall sub-daily features (duration and
30-min intensity). When coupled as MEDRID+SYPoME, the novel model provides accurate
results for sediment yield across a wide range of catchment areas in catchments with areas of
different orders of magnitude (from 10−3 to 10+2 km2) and land use.
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Abstract

Many definitions and delineation methods exist for identifying flash droughts, which are events
of rapid and unusually large depletion of root-zone soil moisture, in comparison to average
moisture conditions, due to climatic compound conditions over a short period of several weeks.
Six flash drought identification methods were compared to analyse their functioning using data
from several experimental cropland sites across Central Europe. Co- and misidentification of
the flash drought time series were assessed using confusion and synchronicity metrics. Even
though a large degree of synchronicity of individual flash drought events was observed, some
divergence in drought periods was detected, which was related to four intrinsic differences in
the underlying flash drought definitions: (1) type of critical variable, (2) velocity of drought
intensification, (3) pre-set threshold values for final depletion, and/or (4) minimum length of
the duration of flash droughts. To balance the strengths and weaknesses of those methods that
are not soil moisture-based, we suggest using an ensemble approach for event identification. In
doing so, the current unclearly defined sub-types of flash droughts can be detected, regardless
of the different combinations of compound drivers and differences in intensification dynamics.
All methods were implemented in an R package and are available as a Shiny app for the public.
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Keywords: climatic compound events; confusion matrix; flash drought; plant water stress;
synchronicity metrics

5.1 Introduction

Droughts are among the most extreme climatic weather events that threaten food security
(FAO, 2021). They have negative impacts on the global food-energy-water nexus and the
Sustainable Development Goals (D’Odorico et al., 2018). Droughts are generally characterised
by unusually high levels of rainfall deficit, runoff deficit or soil moisture deficit (Palmer, 1965;
Mishra and Singh, 2010) and are expected to increase in many regions of the world in terms of
frequency, severity, and duration under current and future climate change conditions (Lesk,
Rowhani, and Ramankutty, 2016; Samaniego, Thober, et al., 2018).

Flash droughts (FDs) are a special form of drought. In contrast to the descriptions
of classical droughts (de Araújo and Bronstert, 2015; Oikonomou et al., 2020), FDs are
characterized by a rapid onset and relatively short durations (Otkin, Svoboda, et al., 2018;
Lisonbee, Woloszyn, and Skumanich, 2021). They are associated with severe and immediate
soil moisture depletion, resulting in plant water stress and mortality (Ford and Labosier, 2017;
Osman et al., 2021; Liang and Yuan, 2021)

One of the first flash drought studies was by Peters et al. (2002), who were among the
first to study single short drought events in late summer, characterised by the concurrence of
low antecedent moisture and unusually high temperature. Interest in FDs has increased over
the last few years, motivated by extreme flash drought occurrences in the USA, Russia, and
China, which caused extreme impacts on managed vegetation, disruption to the global food
supply, and increased wildfires (Christian, Basara, Otkin, and Hunt, 2019; Otkin, Anderson,
et al., 2013; Mo and Lettenmaier, 2016; Christian, Basara, Otkin, Hunt, et al., 2019; Liang and
Yuan, 2021). A flash drought in Australia during the spring of 2019 is thought to have played
a central role in the massive forest fires that consumed over 1.6 million hectares (Nguyen,
Wheeler, Hendon, et al., 2021).

Over the last two decades, multiple methods have been proposed to identify flash drought
events (Lisonbee, Woloszyn, and Skumanich, 2021), yet there is no consensus on what a
flash drought entails and how they may be defined in terms of onset, duration, velocity of
intensification, and absolute or relative changes (Osman et al., 2021). In their recent literature
review, Lisonbee, Woloszyn, and Skumanich (2021) identified as many as 20 studies with
different definitions using climate variables or indexes related to soil moisture, air temperature,
precipitation, and actual and potential evapotranspiration. Eleven of these definitions included
an interval of intensification or rapid onset as part of flash flood delineation, whereas nine
studies merely considered short-term drought events as flash droughts. A method comparison
study by Osman et al. (2021) identified four core types where the definition of a heatwave
flash drought (Mo and Lettenmaier, 2015) was based on temperature anomalies, rapid soil
drying (Ford and Labosier, 2017; Yuan et al., 2019), actual and/or potential evapotranspiration
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anomalies (Christian, Basara, Otkin, and Hunt, 2019; Pendergrass et al., 2020), and multi-
criteria indexes (Chen, Gottschalck, et al., 2019). For the United States, they showed that
flash drought frequency, spatial extent, and onset would vary significantly depending on which
definition is used. They also suggested that a root-zone soil moisture-based method effectively
captures flash drought onset in both humid and semi-arid regions. Other than the study by
Osman et al., which focused on the identification of spatial differences in delineated flash
droughts, there have been no systematic studies on the temporal divergence and synchronicity
of delineated flash droughts. At the same time, little is known about flash drought dynamics
in Central Europe and it is not known which flash drought method would apply to this region,
given that the present methods have so far been used for flash drought identification mainly
outside Europe.

Due to the lack of a general definition, we define a flash drought as the process of rapid,
accelerated, and unusually large depletion of root-zone soil moisture, in comparison with
"average" moisture conditions, due to the simultaneous or concurrent occurrence of two or
more atmospheric and/or weather conditions over a short period of several weeks during the
main growing season.

The objective of this study was to compare the functioning of six recently developed flash
drought identification methods with data from four well-monitored experimental cropland sites
in Central Europe, by assessing co- and misidentification of flash drought time series using
similarity and synchronicity metrics. We selected two soil moisture-based methods (Osman
et al., 2021; Ford and Labosier, 2017) and four indirect methods that used single or multiple
climatic variables or indices for flash drought delineation (Noguera, Castro, and Serrano, 2020;
Pendergrass et al., 2020; Christian, Basara, Hunt, et al., 2020, and a Multi-Criteria method by
the authors). The methods were implemented in an R package and a Shiny App available to
the public.

5.2 Materials and Methods

5.2.1 Flash Drought Identification Methods

The following six flash drought identification methods were selected on the basis that they
used station data as input and, following our definition, included a clear definition of the rapid
onset of water limitation. The first two methods are soil moisture-based and the other four
used indirect proxies of drought conditions, such as anomalies of rainfall, temperature, and the
ratio of actual and potential evapotranspiration. The methods used are described as follows:

M1: Osman et al. (2021) borrowed the concept of volatility from stock market analysis
techniques for the analysis of rapid soil moisture changes. According to them, a flash drought
occurs when the one-pentad (5 d) running average for root-zone soil moisture content falls
below the four-pentad (20 d) running average for a period of at least four pentads, with soil
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moisture at the end of this period dropping below the 20th percentile for that time of year
(Figure 5.1a).

M2: Ford and Labosier (2017) identified flash droughts as periods when the pentad-average
0–40 cm volumetric water content declines, from at least the 40th percentile to below the 20th

percentile, in four pentads or less (Figure 5.1b).

M3: The Multi-criteria method is a new method that uses a set of 10 anomalies and indexes
derived from weekly precipitation, temperature, and potential evapotranspiration data. It
calculates a score for each week equivalent to the proportion of indicators that meet or surpass
the respective pre-set thresholds. Weeks with a score higher than 0.65 and an absolute change
of score (∆score) higher than 0.25 over up to 3 weeks are classified as flash droughts (Figure
5.1c). The event duration is computed as the time from the beginning of intensification until
the score is below 0.65. A full description of this method is provided in Appendix 5.4.

M4: Christian et al. (2020) used the standardized evaporative stress ratio (SESR), which
is derived as the z-score of the quotient of actual to potential evapotranspiration rate values
for a specific pentad. They used four criteria which flash drought events were required to
have: 1) a minimum length of five SESR changes, equivalent to a length of six pentads (30 d
minimum length), 2) a final SESR value below the 20th percentile of SESR values, 3) SESR
changes must be at or below the 40th percentile between individual pentads and no more than
one SESR change above the 40th percentile following the previous criterion, and 4) an overall
mean change in SESR during the entire length of the flash drought must be below the 25th

percentile in SESR (Figure 5.1d).

M5: Noguera et al. (2020) used the standard precipitation evapotranspiration index (SPEI)
on a short timescale (1 month) and performed calculations based on a temporal frequency of
1 week (four per month). To identify the rapid onset of a drought event, the change in the
SPEI for each week, in periods of 4 weeks, was calculated and the onset of a flash drought was
defined as involving a change in SPEI equal to or less than –2 SPEI units (z-values) over an
intensification period of 4 weeks. Further, final SPEI values had to be equal to or less than
–1.28 SPEI units (Figure 5.1e).

M6: Pendergrass et al. (2020) utilised the evaporative demand drought index (EDDI)
following Hobbins et al. (2016) and Lukas, Hobbins, and Rangwala (2017), which is calculated
based only on the potential evapotranspiration using the Penman–Monteith equation. The
method identifies a flash drought when a 50% increase in EDDI over 2 weeks is sustained for
at least another 2 weeks (Figure 5.1f).

Workflow and key characteristics are summarised in Figure 5.1 and Table 5.1. Readers
interested in a more detailed description of the percentiles and thresholds are referred to the
original papers.

The six methods used one or more climate variables (rainfall, temperature, soil moisture,
and actual and potential evapotranspiration). Further, they all share an underlying set of
characteristics:
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A. Flash droughts evolve rapidly, with an intensification period lasting between 2 and 4
weeks.

B. The final conditions at the end of a flash drought lean toward extreme values, often
characterised by the variable reaching values under the 20th percentile or, in some, a
z-score value over ±1.

C. Flash droughts are considered seasonal phenomena and are identified based on the
expected values of climatic variables for each specific time of the year subdivided either
in pentads or weeks

D. Flash droughts depend on crossing certain thresholds and are thought to be correctly
identified if, and only if, environmental conditions meet a set of predefined rules.

The key differences between the methods are how the flash drought variables and durations
are defined. Methods M1-Osman et al. and M2-Ford Labosier take a direct approach to
assess plant water availability using soil water data, whereas all other methods use proxy
variables, which are likely to be less accurate, while simultaneously overcoming severe data
limitations. Additionally, differences exist in the definition of the onset of the flash drought
periods, the time resolution used (weeks and pentads), the minimum period over which it
should be sustained, and the maximum duration beyond which it might be considered a
"normal" drought (Table 5.1).

All six methods were implemented in R programming language, and are organised in an
R-package named "fdClassify"1 and in a Shiny-App named "FD-Viz"2.

1Link to fdClasify git repository: https://github.com/pedroalencar1/fdClassify
2Link to Flash Drought Visualization tool (FD-Viz): https://pedroalencar.shinyapps.io/FD-Viz/
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(a) (b) (c)

(d) (e) (f)

Figure 5.1: Flowcharts of the six methods for flash drought identification: (a) M1: Osman et al.
(2021); (b) M2: Ford and Labosier (2017); (c) M3: Novel multi-criteria method; (d) M4: Christian,
Basara, Hunt, et al. (2020); (e) M5: Noguera, Castro, and Serrano (2020); (f) M6: Pendergrass
et al. (2020). The implementation of all methods is available in the supplements of this paper as
an R package.
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5.2.2 Comparison Metrics

Two types of metrics were used to compare the six FD methods: synchronicity metrics and
the confusion matrix. The method of Osman et al. was used as a reference method as it was
considered the method which most closely followed our definition of a flash drought as given
in Section 5.1 (using rapid soil moisture decline as a key variable for FD identification). This
method was evaluated against measured soil moisture data (see Section 5.2.3) in the root zone
and, therefore, appeared to be particularly suited to reproduce the flash drought dynamics of
croplands.

5.2.2.1 Synchronicity metrics

The concept of synchronicity based on the work of Kemter et al. (2020) was employed to
compare the rate of identification of flash drought events and the intervals, which were correctly
identified as intervals with no flash drought, for a weekly resolution. Synchronicity metrics
were originally developed to analyse whether extreme floods occur concurrently with the same
timing in larger basins (Kemter et al., 2020). It is based on the two synchronicity metrics sync1

and sync0, which are defined as the average proportion of successful identification of flash
drought events and no flash drought events, respectively. Here, the Osman reference method
was compared separately with the other methods. The metrics can take values between zero
and one, therefore, a perfect agreement between one method and the Osman et al. reference
method occurs if both metrics are equal to one. If only sync1 is close to one and sync0 is close
to zero, it would mean that all FD events were identified as in the reference method, but the
interval times without flash droughts were all identified incorrectly (by identifying many more
FD events, where the reference method did not find one). The two metrics sync1 and sync0

are further summarised by their harmonic mean sync (which is given by the reciprocal of the
arithmetic mean of their reciprocals) to represent the trade-offs between the two synchronicities.

5.2.2.2 Confusion Matrix

A confusion matrix is a tool borrowed from data science (James, Witten, et al., 2013), from
which several metrics can be derived to evaluate the rate of true and false identifications of an
event using a weekly resolution. Using the Osman et al. method as the reference method, for
all weeks the matrix assesses the following scores for each flash drought identification method
individually (Figure 5.2 presents as an example of the comparison of M1 with M2):

• A true positive score (TP) for a true identification of a flash drought: both methods
identified a flash drought,

• a true negative score (TN) for a correct non-identification: both methods did not identify
a flash drought,
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• a false positive score (FP) for a wrong identification: the Osman et al. method did not
identify a flash drought but the other method did and,

• a false negative score (FN) for an incorrect identification: the Osman et al. method did
identify a flash drought but the other method did not.

The four scores are then summarised into several confusion metrics that describe the
degree of similarity (equations in Table 5.2):

A. The true positive rate (TPR) and positive prediction value (PPV), which evaluate the
performance of the tested method to correctly replicate a flash drought.

B. The negative rate (TNR) and negative prediction value (NPV), which evaluate the
performance of the tested method to correctly replicate the intervals between flash
droughts.

C. The Matthews correlation coefficient (MCC), which summarises resemblance and
considers imbalanced datasets for which one class of events, in this case, the flash droughts,
is much smaller than the other class, that is, no flash drought periods (Matthews, 1975;
Delgado and Tibau, 2019; Chicco, Tötsch, and Jurman, 2021).

Figure 5.2: Graphic representation of the confusion matrix for an example data set of 8 weeks.
The M1 Osman reference method is compared with method M2 Ford (or any other method)
for true negative, true positive, false negative, and false positive identification of flash droughts.
Grey intervals: a flash drought occurred according to M1, red intervals: a flash drought occurred
according to M2, white interval: no flash drought occurred according to either method. The plot
in the middle visualizes the same identifications (TP and FN) on the left side and the right side
shows opposing identifications (FP and TN).

The metrics range from 0 to 1, with values close to 1 indicating a high degree of similarity
and values close to 0 indicating little resemblance.
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Table 5.2: Metrics derived from confusion matrices used in this study.

Metric Equation

True negative rate (TNR) TNR = T N
T N+F P

Negative predictive value (NPV) NPV = T N
T N+F N

True positive rate (TPR) TPR = T P
T P +F N

Positive predictive value (PPV) PPV = T P
T P +F P

Matthews Correlation Coefficient (MCC) T P ×T N−F P ×F N√
(T P +F P )(T P +F N)(T N+F P )(T N+F N)

5.2.3 Data and study areas

The climate series from cropland stations of the FLUXNET2015 dataset (Pastorello et al., 2020)
was used for flash drought identification, as this dataset provided high-quality measured data
for most of the required climate variables. Daily station data of the variables of precipitation,
temperature, soil water content, latent and sensitive heat fluxes, wind speed, and relative
humidity, with durations ranging between 11 and 14 years, were available for four stations in
Central Europe (Figure 5.3), where soil water data was the most limiting criterion for station
selection. Table 5.3 contains information on soil type and location.

Potential evapotranspiration was calculated using the standard method described by Allen
(1998). The actual evapotranspiration (ET) was calculated using Equation 5.1, which relates
evaporation to latent heat and temperature:

ET = Hl

lvρw
(5.1)

where Hl is the latent heat flux, ρw is the density of water, and lv is the latent heat of
vaporisation, which in turn is a function of air temperature calculated following the procedures
Rogers (1989).

Table 5.3: Experimental cropland stations with information on location, duration of available soil
moisture series, soil type, and climate zone

Station
Dur.

(years)
Lat. Lon.

Elev.

(m.a.s.l.)

Temp.

(ºC)

Prec.

(mm)
Cli.* Soil

Reference

(DOI)

BE-Lon 11 50.55 4.75 167 11.4 766 Cfb
Luvisol

(silt loam)
10.18140/FLX/1440129

DE-Geb 14 51.10 10.91 161.5 9.7 531 Cfb
Chernozem

(-)2
10.18140/FLX/1440146

DE-Kli 11 50.89 13.52 478 7.8 811 Cfb
Podsol

(silty loam)
10.18140/FLX/1440149

IT-BCi 11 40.52 14.96 20 17.9 1199 Csa (-)2 10.18140/FLX/1440166

1 Data source: fluxnet.org/data/fluxnet2015-dataset/
2 Data not available
* Climate classification according to the Köppen classification system.
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5.3 Results and Discussion

Figure 5.3: Location of selected FLUXNET2015 stations in Europe. The colours indicate land
cover classes. The bar size is proportional to the length of the data series, varying from 11 to 14
years.

5.3 Results and Discussion

Station-by-station comparison

Flash droughts identified by all six methods for the four stations showed many commonalities
as well as disparities (Figure 5.4a-d). Each time series plot in Figure 5.4 shows the daily
soil moisture content in a black line and the critical variable of each method in red: the
20th percentile for M1 Osman et al. and M2 Ford Labosier, the summary score for M3 the
Multi-criteria method, SESR for M4 Christian et al., SPEI for M5 Noguera et al., and EDDI
for M6 Pendergrass et al. The green bars mark the duration of identified flash droughts and
the yellow bars indicate periods in which a method missed identification by a small fraction of
its respective score or threshold.

In the majority of the 11-year study period, all methods detected at least one flash drought
per year, except in 2005 and 2008. Method M6 Pendergrass et al. yielded the lowest number
of events at all stations (4-7), whereas the other methods identified considerably more events
varying between 8-10 (M2), 13-14 (M3), 5-15 (M4), and 5-15 (M5). M1 Osman et al., with
11-18 events, identified the largest number of events.
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5.3 Results and Discussion

Concurrent flash drought identification of five methods, marked with black frames, (three
methods, marked with blue frames) occurred 6 (2) times at Be-Lon, 10 (2) times at DE-Kli, 7
(1) times at DE-Geb, and 6 (3) times at IT-Bci, with some small variations in the exact start
time and duration. Station DE-Geb showed the overall best overlap for all methods, followed
by Be-Lon. De-Geb and IT-Bci were characterised by longer periods, with no clear overlap
between 2009 and 2012 for De-Geb. There was also no clear overlap between 2004-2006 and
2010 for IT-Bci.

The two soil moisture-based methods, M1 and M2, showed the highest similarities overall.
Every single event of M1 as the reference method was assessed for consistency with our flash
drought definition. Other events that were not detected by the reference method were also
evaluated to determine if they should have been delineated. It is noteworthy to mention
that there were no concurrent flash drought identifications that did not include the reference
method M1.

Concurrent identification among multiple methods would considerably increase if the
just-missed events (yellow coding in Figure 5.4) were also considered, suggesting that some
of the thresholds might have been set too rigidly. The red bars in Figure 5.4 mark obvious
false identifications due to artefacts of the percentile approaches. This signifies some threshold
crossing, but at the same time, the corresponding time series does not show any rapid decrease
in absolute terms. Methods M3 to M5 showed 24 false events altogether, with most of them in
the early spring or autumn seasons. Instances of false identification may be reduced if additional
rules regarding absolute changes in climate variables are introduced into the methods.

Method comparison using synchronicity metrics

The metrics of synchronicity sync1 (two methods identifying the same flash drought periods)
and sync0 (two methods identifying the same no flash drought intervals), and their harmonic
mean sync are given in Figure 5.5 for methods M2 to M6, in comparison to M1 as the reference
method, for all four stations. None of the methods showed perfect agreement with the reference
method, for which all three metrics would have equalled 1.

Methods M2 to M5 presented intermediate values for the harmonic mean sync indicating
similar behaviour regarding flash drought and no drought identification, in comparison to the
reference method M1, with sync values ranging between 0.47 (M2: Ford Labosier) and 0.39
(M5: Noguera et al.). The Multi-criteria method M3 showed the highest sync1 values overall,
particularly for station BE-Lon, directly followed by M2. For methods M2 to M5, the sync1

value at station DE-Geb was significantly smaller than that of the other stations, indicating
that the co-identification of flash droughts in comparison with method M1 was the smallest at
this station.

Method M6 (Pendergrass et al.) showed the largest differences from the reference method,
with a sync value of only 0.2. However, M6 had large values for sync0 (0.9), thus showing a
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great agreement in not identifying periods of no flash drought. Moreover, the small value of
sync1 (0.1) clearly shows that M6 rarely co-identified a flash drought simultaneously with M1.

Figure 5.5: Synchronicity metrics of co-identification of flash drought events (sync1) and intervals
between flash drought events (sync0) for Methods 2 to 6, compared to M1 Osman et al. as the
reference method. The grey surface plot indicates the possible values of the harmonic mean sync.

Method comparison using confusion matrix metrics

The metrics given by the confusion matrix in Figure 5.6 provide a slightly different picture
compared to the synchronicity metrics. The MCC describing the general resemblance of co-
identification between reference method M1 Osman et al. and the other methods was highest
for M2 Ford Labosier (median value of 0.43), followed by the Multi-criteria method (0.28).
The other three methods had small values close to zero indicating little overall resemblance.

All methods had high values for the TNR and NPV, with M2 Ford Labosier and
M6 Pendergrass et al. having the highest TNR (above 0.9), and all NPV metrics varying
between 0.7 (Pendergrass et al.) and 0.8 (Ford Labosier). Hence, the methods did well in
identifying intervals with no flash drought, relative to the reference method. However, there
were significantly larger discrepancies for the TPR and PPV, M2 Ford Labosier had reasonably
high values (0.75 and 0.43, respectively), directly followed by the Multi-criteria method (0.55,
0.51) and the method of Christian et al. (0.45, 0.41), whereas Noguera et al. and Pendergrass
et al. had very low values, particularly for the TPR metric, with values below 0.3. Thus,
method identification deviated significantly in two ways: the identification of multiple events
that were not identified by the reference method or the omission of multiple events (e.g. M3
Noguera et al. and M6: Pendergrass et al., both examples are also illustrated in Figure 5.4).

Both comparison metrics showed that even though there is a considerable resemblance
in how certain methods identify flash drought events, there are just as many disparities. By
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5.3 Results and Discussion

Figure 5.6: Confusion matrix with multiple metrics evaluating true and false identifications of
flash drought and no flash drought weeks of Methods M2 to M6 compared to those of M1 Osman
et al., which was the reference method. Box plots represent all metrics including the data from all
four stations and all weeks during the study period 2004-2014.

studying each time series in Figure 5.4 in detail, four key factors were identified that explain
the differences in flash drought detection as visualised in Figure 5.7:

A. Critical proxy variable opposed soil moisture dynamics
An example of this behaviour is shown in Figure 5.7A, where monitored soil water content
increased due to a longer rainfall period. However, M3 Christian et al. identified a flash
drought event using the SESR index, which increased considerably due to an on-going
increase in the potential evapotranspiration rate.

B. Velocity of depletion was too small
As shown in Figure 5.7B, Method M4 Noguera et al. showed a decrease in their proxy
variable SPEI during a period of rapid depletion of soil moisture. However, the time
period over which the intensification occurred was not long enough to trigger a flash
drought with M4 (but the reference method M1 was able to identify it).

C. Threshold for final depletion was not exceeded
In this case, the critical final threshold for flash drought identification is not exceeded.
For example, the score of the M3 Multi-criteria method did not surpass the set value of
0.65 during an actual incidence of rapid soil moisture loss (Figure 5.7C).

D. Duration of the event too short:
Finally, the event in Figure 5.7D shows an event missed by the EDDI index of M6
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Figure 5.7: Differences in flash drought detection due to four factors, illustrated with an example
of misidentification: A) Critical proxy variable SESR of M3 Christian et al. opposed moisture
dynamics; B) Velocity of depletion was too small for M5 Noguerra et al.; C) Threshold for final
depletion of M4: Multi-Criteria score was not exceeded; and D) Duration of the event was too
short for M6 Pendergrass et al.

Pendergrass et al., where a significant amount of precipitation caused a short recuperation,
which did not break the course of rapid and extreme drying visible in the soil moisture
series. However, the two intervals with high EDDI were too short to be classified as flash
droughts by M6.

Misidentification and near-misses (as illustrated in Figure 5.7) might have been due to
just one of the factors, but were often due to a combination of them.

Commonalities and disparities due to the lack of definition – the way forward:
the ensemble approach

So far, we established that all six methods showed clear commonalities, but also disparities,
in the detection and delineation of individual flash drought periods. The differences in the
detected periods can be directly linked to the use of different critical variables and threshold
values, and the different minimum durations and absolute or relative changes that are required
for each method to detect a flash drought (Table 5.1).

We showed that the choice of the critical variable plays a major role in explaining the
differences in identifications (Figure 5.7A). Different critical variables are already used in the
analysis of ‘normal’ droughts, where the choice of variables such as rainfall, runoff, and soil
moisture deficits determines the type of drought form to be analysed. Normal droughts are
commonly categorised into meteorological, hydrological, and agricultural droughts (Mishra
and Singh, 2010). There are no comparable sub-definitions for flash droughts, although several
studies have stated that some flash droughts are mainly influenced by heatwave dynamics and
others state that they are more strongly influenced by rainfall deficits (Mo and Lettenmaier,
2016; Pendergrass et al., 2020), but currently no clear definitions exist for such sub-types.
Flash droughts are known to be triggered or exacerbated by compound extreme climatic events
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(Pendergrass et al., 2020; Otkin, Svoboda, et al., 2018; Lisonbee, Woloszyn, and Skumanich,
2021), but the relative magnitude and associated impact of each extreme have not yet been
established (Mo and Lettenmaier, 2016). At the same time, the methods differ in the extent
to which they include compound dynamics in their detection procedure. Notably, method M6
Pendergrass et al. does not include any information on rainfall; therefore, it may be considered
as a flash drought method that is solely driven by evaporative demand. Methods M3-5 include
a mixture of rainfall deficit, heatwave, and evapotranspiration information, whereas M1 and M2
use soil moisture as an integrative response variable for all vertical water exchange processes.
We propose that by using multiple methods, one can identify different flash drought types,
and future research efforts should concentrate on disentangling the extent to which different
climatic components are responsible for the respective droughts.

The focus of this method comparison was placed on flash droughts in temperate croplands,
where unusually rapid declining soil moisture during the growing season is considered the most
direct indicator of severe plant water stress (Ford and Labosier, 2017; Samaniego, Thober,
et al., 2018). However, methods using monitored, root-zone soil moisture data (M1 and M2)
are severely limited by data restrictions, whereas indirect methods (M3-M6) using other proxy
variables, such as rainfall or temperature, allow the use of much longer data series and more
stations. Directly connected to the data limitation of the soil-moisture-based methods are
uncertainties in the derivation of the required percentiles. While they are impressive for soil
moisture data, time series that are 11 or 14-years long, as the ones used here, are likely to
result in skewed misrepresentation of the upper and lower percentiles required for the soil
moisture-based methods. This fact highlights the dilemma of soil moisture-based approaches.
While they should be preferred over other methods to correctly reproduce flash drought
dynamics for croplands, the shortness of their series potentially leads to large uncertainties in
their threshold values.

This study did not aim to determine whether some methods are better than others, but
rather to verify whether the methods compare well and thus evaluate whether any method
could be used to assess flash drought dynamics for croplands in Central Europe. However,
detailed synchronicity analysis does not confirm the latter. Similar to the comparison study
of Osman et al. (2021) for the United States, we found different frequencies depending upon
which definition was used. Nevertheless, three or more methods often detected the same flash
drought (Figure 5.4). We propose that to balance the strengths and weaknesses of all methods,
an ensemble approach for event identification be used as a way forward; thereby not just one,
but several methods may be employed, which can be easily implemented with our R Shiny app.
Multiple co-identifications would thus diminish the uncertainty of incorrect identifications and
might give a more comprehensive picture when different types of flash droughts occur (Wang
and Yuan, 2018).

Several questions remain unanswered. Although a rapid depletion in soil moisture was
detected multiple times during the investigated growing periods, the impact on vegetation
health remains unclear and needs to be assessed with information other than climate data
(plant mortality or remotely sensed imagery, as done by Peters et al. (2002) and Otkin, Zhong,
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Hunt, Basara, et al. (2019)). The impact of different soil types, their water-holding and storage
capacities, as well as the impact of different crop and vegetation species on flash drought
identification, requires future assessment. Finally, a thorough long-term analysis of flash
drought dynamics using an ensemble approach, as suggested here, is pending. However, the
preliminary analysis showed that flash droughts on croplands in Central Europe are no rare
events, but occurred on average once every 1 to 2 years during the investigated time period.

5.4 Conclusions

Defining and delineating flash droughts pose new challenges for hydrologists and climatologists.
In this study, we compared six different delineation methods and observed a large degree of
synchronicity, but also some divergence, in the identified flash drought periods depending
on which definition was used. The disparities of one method for detecting different drought
intervals in comparison to others were narrowed down to four factors: (1) the opposing
behaviour of proxy climate variables in comparison to prevailing soil moisture dynamics,
(2) differences in the estimated velocity of drought intensification, (3) not exceeding pre-set
threshold values for final depletion, and/or (4) differences in pre-set minimum drought lengths.
Rather than seeing the detected divergence in identifying drought periods among the various
methods as a weakness, we suggest using an ensemble approach for event identification to ensure
that flash droughts of different sub-types are detected. These include different combinations of
compound drivers, with differences in intensification dynamics.

Compound events, such as compound warm spells and rainfall deficit, have become more
frequent in past decades (Vogel, Paton, et al., 2021; Zscheischler et al., 2020) and are expected
to increase. However, it is not clear to what degree the different components that are relevant
for flash drought development will develop. Thus, a single, commonly accepted definition for
flash drought delineation may be the wrong goal, as it would take away the flexibility that an
ensemble approach using multiple methods has
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Appendix - Multi-criteria method characteristics

The Multi-criteria method uses weekly data for precipitation amount, mean temperature,
and potential evapotranspiration amount, and is calculated following the method of Allen
(1998). It calculates a set of indices, including the drought index SPEI (Serrano, Begueria,
and Moreno, 2010), the EDDI following the procedure of Hobbins et al. (2016) and Lukas,
Hobbins, and Rangwala (2017), and anomalies of temperature, precipitation, and potential
evapotranspiration on a weekly and 3-week basis (Table 5.4, Equation 5.2). The formula for
which is as follows:

Xanij = Xij −Xi

σXi

(5.2)

where X is the studied variable (P, T, or PET). The index an indicates an anomaly. The index
i is the week (from 1 to 52) and the index j the year (from 1 to n, where n is the number of
years in the time series). Xi is the average value of variable X in week i, and σXi the standard
deviation.

For each indicator a threshold value was set as given in Table 5.4. For SPEI, the proposed
limits by Noguera, Castro, and Serrano (2020) were used and for EDDI the proposed limits by
Pendergrass et al. (2020) were used.

Table 5.4: All criteria used in the Multi-criteria method in this study.

Id Indicator name Metric Threshold Weight Source

1 Temperature Anomaly 1 1 Mo and Lettenmaier (2016)

2 Precipitation Anomaly -1 1 Mo and Lettenmaier (2016)

3 Potential Evapotransp. (ET0) Anomaly 1 1 -

4 4-week acc. temperature Acc. Anomaly 3 1 -

5 4-week acc. precipitation Acc. Anomaly -3 1 -

6 4-week acc. ET0 Acc. Anomaly 3 1 -

7 SPEI Index value -1.28 1 Noguera, Castro, and Serrano (2020)

8 4-week SPEI variation Absolute -2 1 Noguera, Castro, and Serrano (2020)

9 EDDI Index value 85 1 Pendergrass et al. (2020)

10 2-week EDDI variation Absolute 50 1 Pendergrass et al. (2020)

Once the 10 indicators were computed, we would then calculate the score of each week by
comparing the indicator values with the defined threshold, as presented in Equation 5.3.

Score = 1∑︁10
i=1Wi

10∑︂
i=1

(Ii ≥ Ti) ×Wi ∈ [0, 1] (5.3)

where I denotes each indicator. The index i represents the number of indicators (from 1 to
10). T represents the thresholds of each indicator and W is the weight of each indicator in the
assessment of FD events. In this study, we kept the values of all W equal to 1. The values for
each threshold are listed in Table 5.4.
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5. How do we identify flash droughts? A study case in Central Europe Croplands

A flash drought event is identified when, over a period of up to 3 weeks, the change
in score (∆Score) is 0.25 or higher and the final score is 0.65 or more. This describes the
intensification period and flash drought onset. The flash drought lasts until the score decreases
to below 0.65 for 2 consecutive weeks.
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6
Flash Drought Visualization:

Shiny App

In this chapter, we present a technical description of the Shiny App built to assist
Flash Drought visualization and identification. The application is available at
https://pedroalencar.shinyapps.io/FD-Viz/. Also, the complete code for all images,
GUI (graphical user interface), as well as data used are publicly available at
https://github.com/pedroalencar1/FD-Viz.

6.1 Shiny applications

Shiny®is an open-source and collaborative R package primarily developed and maintained by
R-Studio®. It can be used to build dynamic apps on webpages or Markdown, and to build
dashboards.

The syntax of Shiny is object-oriented with multiple pre-built classes, but allows the
programmer to build their own classes and objects using other languages, such as R, Java, and
JScript.

The minimal structure of a Shiny app is composed of three parts:

Pre-processing: It consists of loading libraries, and defining datasets and functions that
can be used throughout the App.

1 # Load packages
l i b r a r y ( shiny )
l i b r a r y ( g g p l o t 2 )
l i b r a r y ( l u b r i d a t e )
l i b r a r y ( p l y r )

6 l i b r a r y ( dplyr )
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6. Flash Drought Visualization:
Shiny App

l i b r a r y ( p l o t l y )

#l o a d s data s e t
c o m p l e t e _ s e r i e s <− read . csv ( ’ s e r i e s _ g e b e s e e . csv ’ ) %>%

11 . [ , − c ( 1 ) ]

#rename columns
colnames ( c o m p l e t e _ s e r i e s ) <− c ( " Date " , "Mo and Lettenmeier " , " Ford and L a b o s i e r " ,

" Pendergrass e t a l . " , " Noguera e t a l . " ,
16 " C h r i s t i a n e t a l . " , "Osman e t a l . " ,

" swc " , " et 0 " , " et a " , " temperature " ,
" p r e c i p i t a t i o n " , " swc_p20 " , " s p e i " , " s e s r " , " eddi " )

#s e l e c t s u b s e t
models <− names ( c o m p l e t e _ s e r i e s [ 2 : 7 ] )

User interface (UI): In this part, the programmer defines all parameters and designs of
the GUI, including menus, messages to the user, location of graphs, etc.
u i <− f l u i d P a g e (

# App t i t l e
t i t l e P a n e l ( ’ Flash Drought − I n t e r a c t i v e V i s u a l i s a t i o n ’ ) ,

5 #P o s i t i o n menus
s idebarLayout (

# Sidebar panel f o r i n p u t s
s i d e b a r P a n e l (

HTML( "<h3>Input parameters </h3>" ) ,
10

s e l e c t I n p u t ( " Method 1 " , " Choose Method 1 " , c h o i c e s = models ,
s e l e c t e d = ’ Ford and L a b o s i e r ’ ) ,
s e l e c t I n p u t ( " Method 2 " , " Choose Method 2 " , c h o i c e s = models , s e l e c t e d = NULL) ,
s l i d e r I n p u t ( " year " , " Choose year " , min=min ( year ( co mplete _ser ie s$Date ) ) ,

15 max=max( year ( compl ete_ser ies$D ate ) ) , va lue =2004 , s t e p = 1 ) ,
) ,

# P o s i t i o n and o r d e r o f P l o t l y graphs
mainPanel (

20 plot lyOutput ( " graph1 " ) ,
plot lyOutput ( " graph2 " )

)
)

)

Processing (server): In this part, the programmer defines all operations and visualizations
that will be processed on the server. In this part, the App will receive the information provided
by the user in the menus at the GUI, process the data set accordingly and generate the figures,
graphs and maps.

1 s e r v e r <− f u n c t i o n ( input , output , s e s s i o n ){

output$graph1 <− r e n d e r P l o t l y ({
plo t_ly ( c o m p l e t e _ s e r i e s [ year ( comp lete_s er ies$ Date ) == input$year , ] , x = ~ Date ) %>%

add_bars ( y = ~ p r e c i p i t a t i o n , name= ’ Prec ’ , y a x i s = ’ y2 ’ ,
6 marker = l i s t ( c o l o r = ’ rgba ( 1 0 6 , 9 0 , 2 0 5 , 1 ’ ) , width = 1) %>%

add_lines ( y = ~ temperature , name= ’Temp ’ , l i n e = l i s t ( c o l o r = ’ rgba ( 2 5 5 , 0 , 0 , 1 ’ ) ) %>%
add_bars ( y = ~ get ( input$ ‘ Method 1 ‘ ) , name= ’ Method 1 ’ , y a x i s = ’ y3 ’ ,
marker = l i s t ( c o l o r = ’ rgba ( 0 , 0 , 0 , 0 . 3 ’ ) , width = 1) %>%
add_bars ( y = ~ get ( input$ ‘ Method 2 ‘ ) , name= ’ Method 2 ’ , y a x i s = ’ y3 ’ ,

11 marker = l i s t ( c o l o r = ’ rgba ( 2 5 5 , 0 , 0 , 0 . 3 ’ ) , width = 1) %>%
l a y o u t (

t i t l e =p a s t e ( ’ Fluxnet s t a t i o n Gebesee : ’ , input$year , sep = ’ ’ ) ,
x a x i s = l i s t ( t i t l e = " Date " , domain = c ( 0 , 0 . 9 5 ) , d t i c k = 1 4 ) ,
y a x i s = l i s t ( t i t l e = ’ Temperature ( C ) ’ , s i d e = " l e f t " , c o l o r = " black " ,

16 p o s i t i o n = 0 , anchor = ’ f r e e ’ , range = c ( −10 ,35) , d t i c k = 1 0 ) ,
y a x i s 2 = l i s t ( t i t l e = ’ P r e c i p i t a t i o n (mm/d ) ’ , s i d e = " r i g h t " , c o l o r = " black " ,

o v e r l a y i n g = " y " , anchor = ’ f r e e ’ , p o s i t i o n = 0 . 9 5 ,
range = c ( 4 5 , 0 ) , d t i c k = 1 0 ) ,

y a x i s 3 = l i s t ( t i t l e = ’ ’ , s i d e = " r i g h t " , c o l o r = " white " ,
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6.2 FD-Viz

21 o v e r l a y i n g = " y " , anchor = ’ f r e e ’ , p o s i t i o n = 1 ,
range = c ( 0 , 1 ) , d t i c k = 1 0 ) ,

showlegend = T
)

})
26

output$graph2 <− r e n d e r P l o t l y ({
plot _ly ( c o m p l e t e _ s e r i e s [ year ( comp lete_se r ies$D ate ) == input$year , ] , x = ~ Date ) %>%

add_bars ( y = ~ p r e c i p i t a t i o n , name= ’ Prec ’ , y a x i s = ’ y2 ’ ,
marker = l i s t ( c o l o r = ’ rgba ( 1 0 6 , 9 0 , 2 0 5 , 1 ’ ) , width = 1) %>%

31 add_lines ( y = ~ et0 , name= ’ET0 ’ , l i n e = l i s t ( c o l o r = ’ rgba ( 2 5 5 , 0 , 0 , 1 ’ ) ) %>%
add_lines ( y = ~ eta , name= ’ETa ’ , l i n e = l i s t ( c o l o r = ’ rgba ( 0 , 2 5 5 , 0 , 1 ’ ) ) %>%
add_bars ( y = ~ get ( input$ ‘ Method 1 ‘ ) , name= ’ Method 1 ’ , y a x i s = ’ y3 ’ ,
marker = l i s t ( c o l o r = ’ rgba ( 0 , 0 , 0 , 0 . 3 ’ ) , width = 1) %>%
add_bars ( y = ~ get ( input$ ‘ Method 2 ‘ ) , name= ’ Method 2 ’ , y a x i s = ’ y3 ’ ,

36 marker = l i s t ( c o l o r = ’ rgba ( 2 5 5 , 0 , 0 , 0 . 3 ’ ) , width = 1) %>%
l a y o u t (

t i t l e =p a s t e ( ’ Fluxnet s t a t i o n Gebesee : ’ , input$year , sep = ’ ’ ) ,
x a x i s = l i s t ( t i t l e = " Date " , domain = c ( 0 , 0 . 9 5 ) , d t i c k = 1 4 ) ,
y a x i s = l i s t ( t i t l e = ’ E v a p o t r a n s p i r a t i o n ’ , s i d e = " l e f t " , c o l o r = " black " ,

41 p o s i t i o n = 0 , anchor = ’ f r e e ’ , range = c ( 0 , 6 . 7 5 ) , d t i c k = 1 . 5 ) ,
y a x i s 2 = l i s t ( t i t l e = ’ P r e c i p i t a t i o n (mm/d ) ’ , s i d e = " r i g h t " , c o l o r = " black " ,

o v e r l a y i n g = " y " , anchor = ’ f r e e ’ , p o s i t i o n = 0 . 9 5 ,
range = c ( 4 5 , 0 ) , d t i c k = 1 0 ) ,

y a x i s 3 = l i s t ( t i t l e = ’ ’ , s i d e = " r i g h t " , c o l o r = " white " ,
46 o v e r l a y i n g = " y " , anchor = ’ f r e e ’ , p o s i t i o n = 1 ,

range = c ( 0 , 1 ) , d t i c k = 1 0 ) ,
showlegend = T

)
})

51 }

# Creates the app , l i n k i n g u i and s e r v e r
shinyApp ( ui , s e r v e r )

Application output: With the previous three steps, we can create a functional application.
The application above is available at https://pedroalencar.shinyapps.io/ShinyGebesee/

Figure 6.1: Application Shiny_Gebesee, comparing annual flash drought identification by multiple
methods in Gebesee (Germany), using data from the FLUXNET2015 station DE-Geb.

6.2 FD-Viz

Our application allows the user to compare the identification of six different methods at 22
different FLUXNET2015 stations in Central Europe. It is structured in 4 pages:
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6. Flash Drought Visualization:
Shiny App

A. Events: presents five graphs that show simultaneously up to 2 method overlaying
multiple variable and indicators

B. Metrics: shows three bar plots with metrics derived from confusion matrix (Chapter 5)

C. Summary: presents seven plots with counts and averages of events by station, year,
and method

D. Co-Identification: shows three plots with identification of events by methods and
co-identification over time and stations

Below we present some of the plots generated in the FD-Viz.

Figure 6.2: View of the first page of FD-Viz. On the left we have the menu where the user can
select the station, methods, and duration of the analysis, along with an interactive map that shows
the location, land use and time series duration of each station.

Figure 6.3: View of the second page of FD-Viz. On the left we have the menu where the user
can select the station, land use and duration of the analysis, together with a table containing a
short description of the metrics presented in the bar plots.

110



6.2 FD-Viz

Figure 6.4: From top to bottom, (1) the average number of events per year by method and land
use; (2) the average number of events per year by method and station; (3) the co-identification of
all methods in a selected station; (4) the identification of events by one method on all stations;
and (5) the co-identification of events by all methods in all stations, colour-coded according to the
number of methods that identify the same period as a flash drought. In graphs (4) and (5), the
y-axis with stations is organized by latitude.
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7
Summary, conclusions, and outlook

This chapter summarizes the findings of Chapters 2 to 6 and relate them to the research
questions and objectives presented in Section 1.5 of the Introduction. This chapter is structured
following the three main topics of the research (Section 1.3): Gully Erosion, Sediment Yield,
and Flash Droughts. It also brings a view on potential future advances in those fields.

7.1 Gully erosion

Objectives:

• Using field experiments and modelling, identify the key variables to model long
term gully erosion and build a framework that allows the addition of multiple
sources of energy and sediment;

• Using the principle of minimum cross-entropy, model the key variables related to
gully erosion, namely shear stress in walls and bed.

To answer the research question 1, presented in Section 1.5, two research papers were
prepared. In the first paper (Chapter 2; Alencar, de Araújo, and Teixeira, 2020) we presented
a physical approach to assessing long term erosion, identifying shear stress in the channel bed
and walls, caused by large precipitation and runoff, to be the key variable to simulate gully
erosion growing over time and to estimate its total soil loss.

The authors propose a physically-based method with the combination of two previous
models (Foster and Lane, 1983, and Sidorchuk, 1999), and allow the simulation of multiple
precipitation events in a long term analysis. The new model (FL-SM) was validated to small
permanent gullies in the Brazilian Semiarid Region. Such gullies are a common problem in
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the region. Unlike the conventional permanent gullies, small permanent gullies are limited
in size due to shallow soils and lack of groundwater (Poesen, Torri, and Van Walleghem,
2011). Additionally, they are permanent because they remain unremediated for long periods,
particularly when occurring in unclaimed land (Alencar, de Araújo, and Teixeira, 2020).
Although small permanent gullies do not impose a significant obstacle to movement and life
(de Vente and Poesen, 2005), they cause a significant change in sediment connectivity, are
relevant sources of sediment and decrease land productivity and biodiversity (De Vente et al.,
2013; Bagnold, 1977; Poesen, 2018).

A second paper, presented by the authors in Chapter 3, a new model for gully erosion is
presented. In this new Entropy-Based Gully Erosion Model (EBGEM), a new shear stress
distribution is defined, with the assistance of the principle of minimum cross-entropy (Kullback,
1978a). The equation was validated with published experimental data (Knight, Yuen, and
Al Hamid, 1994; Tominaga et al., 1989; Bonakdari, Sheikh, and Tooshmalani, 2014a; Khozani
and Bonakdari, 2018).

The new gully erosion model, as its predecessor (FL-SM), allows the simulation of long-
term erosion processes, but on larger scales. The model was validated using data from three
gully affected sites with different scales, with gully cross-sections ranging from 10-1 to 10+1 m2

and presented good efficiency (Moriasi et al., 2007; NSE > 0.65) when modelling gullies with
catchment areas up to 8 hectares.

From those promising results, the EBGEM equip hydrologists with a tool to assess and
gully erosion on a larger scale than previous models (Bennett and Wells, 2019; Douglas-
Mankin et al., 2020). Coupled with gully erosion risk assessment models (Javidan et al.,
2019; Arabameri, Pradhan, et al., 2019; Arabameri, Cerda, and Tiefenbacher, 2019), the
EBGEM can also be used as a planning tool to estimate sediment yield originated in gullies
and automatically update sediment connectivity in the catchment.

Looking back to our research question "What are the key variables of erosion by gullies
and how to model such processes?", we are able to conclude that shear stress is a key variable
for assessing erosion in gullies and that a better shear stress distribution, as that obtained in
Chapter 3 improved significantly the assessment of erosion in gully systems of multiple scales.
However, there are other variables that request further exploration as the critical shear stress
and rill erodibility, which were assumed constant over the time of the study (that comprises
decades). There are also some uncertainties to be considered, as the multiple processes not
taken under consideration in the study that might play a relevant role in gully erosion, as
head-cut retreat and armouring.
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7.2 Sediment Yield

7.2 Sediment Yield

Objective:

• Using the principle of maximum entropy, propose a methodology to assess sub-
daily precipitation features (duration and 30-minute intensity) that allow SDR
and sediment yield estimations in ungauged catchments.

Relative to research question 2 (Section 1.5), we presented in Chapter 4 a novel method
to assess sub-daily precipitation features. The method allows estimation of the 30-minute
intensity, necessary to estimate gross erosion (Wischmeier and Smith, 1978), and of the event
duration, necessary to assess the sediment delivery ratio (SDR - de Araújo, 2007).

In their model, de Araújo (2007) successfully introduced precipitation patterns and
vegetation cover to the assessment of sediment yield via the novel parameter ϕ, that is the
average travel distance of a sediment particle and is a function of vegetation cover, stream
power (Ω), topography, and soil properties. Stream power is calculated as a function of
precipitation intensity, and therefore required the knowledge of sub-daily features of each
rainfall event, which is the main disadvantage of the model, that was successfully validated in
gauged basins.

To make the model viable also in ungauged basins, we proposed the use of the principle
of maximum entropy and a Monte Carlo approach of successive sampling of random seeds
to obtain a third-generation model, as proposed by Sidorchuk (2009), on an approach that
involves deterministic and stochastic variables (Sidorchuk, 2015; Singh, 2018). By using
available data from five gauged stations in the Northeastern Region of Brazil, we identified
that the best distribution of probabilities for precipitation duration follows the shape of a
gamma distribution. We calibrated and validated the parameters of the distribution and assess
sediment yield in the studied catchments. We also assessed the loss of information caused by
the transference of those parameters/distributions to other regions. We concluded that the
loss of information is connected not necessarily to the region, but rather to rain formation
processes (convective, stratiform, orographic), topography and total precipitation.

The temporal downscaling of precipitation data, based on the principle of maximum
entropy (Jaynes, 1957a; Jaynes, 1957b), coupled with the sediment yield model proposed by de
Araújo (de Araújo, 2007; de Araújo, 2017) improved significantly the performance of sediment
yield assessment, to a Nash-Sutcliffe Efficiency of 0.96.

This encouraging result indicates that the coupled methodology, proposed in Chapter
2 (Alencar, Paton, and de Araújo, 2021), can be used to accurately assess sediment yield
and siltation in ungauged basins. The methodology required a low level of calibration, with
the parameters of the Gamma distribution easily obtained using the available script in the
Appendix 3.5, and the parameter ϕ calculated by the methodology proposed by de Araújo
(2007).
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The novel methodology provides hydrologists and stakeholders with a powerful tool to
plan sediment management (Peng, Yonggang, and Yongming, 2011; Kondolf et al., 2014; Morris
and Fan, 1998; Braga et al., 2019) and increase the lifetime of infrastructure, guaranteeing the
sustainability of their benefits and welfare of its users (Landwehr, 2021; Zarfl et al., 2015).
Conventional methods of sediment yield that relied only on topographical relations (Maner,
1958; Roehl, 1962) could not take into account the effect of single and extreme events. Our
methodology also allows the study of the impacts of such events and forecast siltation for
design events, e.g., how much sediment would be carried in the precipitation event with a
1000-year recurrence interval.

As an answer to our question, "How can we introduce relevant variables as precipitation
patterns and features to assess sediment yield and delivery ratio in ungauged basins?", we can
say that entropy theory is an efficient path to assess sediment yield in ungauged basins. Using
the POME we can estimate precipitation duration and intensity using probability density
functions derived with data from gauged basins that have similar rain formation processes and
total annual precipitation. In the study, some uncertainties could not be cleared. The effect of
using parameters from another region was not completely explores since most catchments with
available siltation data are ungauged. Also, the effect of topography as in local discontinuities
and sediment sinks within the catchment area is still unclear.

7.3 Flash drought

Objectives:

• Propose a new definition of flash droughts and a novel method, based on multiple
variables and thresholds, to identify them;

• Compare methods from the literature and their performance on identifying events
in Central Europe, building a visual platform to easily observe discrepancies
between methods;

• Implement all selected methods in R-language and build an open-source package
to be available to the community.

Relative to the research questions 3 and 4 (Section 1.5), we presented in Chapter 5, a
study with the comparison of multiple well-published methods in identifying flash drought
events in croplands in Central Europe. From the selected methods and literature review
(Mo and Lettenmaier, 2016; Ford and Labosier, 2017; Christian, Basara, Otkin, Hunt, et al.,
2019; Noguera, Castro, and Serrano, 2020; Pendergrass et al., 2020; Lisonbee, Woloszyn, and
Skumanich, 2021; Otkin, Svoboda, et al., 2018), we propose a new definition for flash droughts.

"We define a flash drought as the process of rapid, accelerated and
unusually large depletion of soil moisture in comparison with ’average’
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moisture conditions due to the simultaneous or concurrent occurrence
of two or more atmospheric and/or weather conditions over a short time
frame of several weeks during the main growing season."

In our definition, we summarize the main features usually associated with flash drought,
rapid onset and intensification, soil moisture depletion, compound drivers and short duration.
The definition brings the plant (crop, grass, or forest) as the main user of soil moisture and
main affected subject when it points that flash drought should be considered in terms of the
growing season. None of the studied methods in Chapter 5 had such temporal constraint.
Nevertheless, it is our understanding that depletion of soil moisture during periods of low
vegetation activity, as winter in Central Europe, should not be considered as a flash drought
event, as no impact on vegetation health is expected.

By implementing and comparing the multiple methods in Chapter 5, we also observed a
significant disagreement on the identification among different methods. This disagreement can
be summarized into four key factors: (1) variables show opposite behaviour; (2) velocity of
intensification is lower than required; (3) final value of intensification is marginally lower (or
higher) than required; and (4) the event does not last as long as required.

The studied methods were compared to the reference method by Osman et al. (2021) and
the co- and misidentification were measured using synchronicity, and confusion matrix derived
metrics. These metrics made explicit that, for methods that do not rely on soil moisture,
i.e., proxy methods, an ensemble approach that used multiple variables and indexes, better
balances out the strength and weaknesses of each variable than single-variable based methods,
allowing different kinds of flash droughts that occur due to combination of different compound
drivers to be identified.

In Chapter 6, we present the visualization tool built and publicly available. It allows the
user to compare different methods in various regions in Central Europe and explore the drivers
to Flash Drought occurrence, co- and misidentification.

To answer our questions "What is the definition of flash droughts, what are their key
variables, and how to identify them?", we gave a definition of what a flash drought is, concerning
particularly croplands in temperate climate as in Central Europe (Section 5.1). The key variable
related to flash droughts and their identification is soil moisture in the root zone. Nevertheless,
this data is often scarce and proxy variables can be used, as precipitation, evapotranspiration,
and temperature. In our work, some uncertainty sources cannot be discarded, namely the
short term analysis (11 to 14 years) due to lack of soil moisture data.

7.4 Outlook

Our last research question addressed the multiple tools available for hydrologists to study
extreme events and their impacts. We explored the use of two of those tools and successfully
implemented them to problems of different nature, scale, timeframe, and location. From
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Information Theory, we borrowed concepts as Entropy (maximum and minimum cross-entropy),
cross information, divergence, and statistical distance (Chapters 3 and 4). From Data Science
we explored big data, visualization, supervised classification (confusion matrix), and time
series analysis (synchronicity).

Nevertheless, this dissertation is not sufficient to close the studied processes, and new
questions have been stated based on the advances presented. In this section, we present these
questions and give some perspective of future developments.

Regarding sediment yield and the use of entropy theory to assess event-based sediment
delivery ratio, additional studies should be carried out to test and assess the most suited
probability distribution families to precipitation data, especially 30-minute intensity. Efforts
are still necessary to validate the method’s potential concerning regionalization. It is not
at all a trivial matter to determine which factors (relief, climate, position, etc.) influence
homogeneity between regions, and therefore produce similar PDFs. The method was also
validated only in the Brazilian Semiarid Region. Although the region has over one million
square kilometres, there is still some homogeneity, especially regarding annual precipitation and
rainfall formation processes. Precipitation in the region is predominantly convective, which has
as features being intense and short, with precipitation rarely exceeding 24 hours (de Figueiredo
et al., 2016). The temporal downscaling method should be implemented in regions with
different rain processes (particularly stratiform) and other, more temperate climates.

From the results in Chapter 4 (Figure 4.5) we observe that catchments with longer time
series present a narrower distribution for SDR values. However, such time series are not often
available. Although the use of confidence intervals in modelling has advantages, as providing an
easy-to-read measure of uncertainty, a single value of SDR could be easier to be implemented
in existing models. The use of synthetic series, as with the use of bootstrapping (Ritter and
Muñoz-Carpena, 2013; Ng et al., 2019), could provide modellers with a single-value SDR. Also,
the use of Bayesian metrics and statistics (e.g., Bayesian evidence for model comparison) and
transfer entropy could provide a better insight into the effects of using probability density
function parameters in a gauged basin in an ungauged one.

Concerning gully erosion modelling, the new EBGEM presented encouraging advances
in model efficiency and applicability. Nevertheless, there are still various limitations that
should be explored. The upper limit of 8 hectares for the contribution area is a piece of
evidence that not all energy and sediment sources are taken under consideration by the model.
Processes such as head cut (Alonso, Bennett, and Stein, 2002), pipping (Bernatek-Jakiel and
Wrońska-Wałach, 2018), armouring (Bennett and Nordin, 1977), and flow jets (Nearing, 1991)
should be explored further studied. These processes have also a strong stochastic component
(Sidorchuk, 2005; Sidorchuk, 2015) and could benefit from a similar approach as the one used
in Chapters 3 and 4, combining entropy theory and Monte Carlo methods (Binder et al., 1993;
Vrugt et al., 2008; Hayas et al., 2017).

Droughts, and more specifically flash drought research, as a new topic, is an exciting
and rapidly evolving topic. A definition of the basic features of a flash drought, as the one

118



7.4 Outlook

presented in Chapter 5 should be debated by the scientific community in forums. Also, the
definition of measurable indexes (Lisonbee, Woloszyn, and Skumanich, 2021), not only for flash
drought identification, but for assessment of the severity of events (similar to SPI and SPEI;
McKee, Doesken, Kleist, et al., 1993; Serrano, Begueria, and Moreno, 2010) is still missing
(Otkin, Zhong, Hunt, Christian, et al., 2021). There is still no discussion on the definition
of different kinds of rapid-intensification flash droughts (Mishra and Singh, 2010; Mo and
Lettenmaier, 2016). The use of entropy and copula theory (AghaKouchak, 2014; Singh and
Zhang, 2018), besides the already implemented big-data analysis, has the potential to advance
our understanding of the multiple compound events associated with flash droughts. The same
approach can be used to understand changes in extreme events, as illustrated in Chapter 1
(Figures 1.1 and 1.2).

Finally, extreme wet and dry weather events are not separated phenomena and, as stated
by Herold et al. (2021), the frequency of alternance between the two is increasing. Dry weather
leads to a reduction of vegetation cover and consequent increment in potential erosion. When
followed by very intense precipitation, an increase in both laminar and linear erosion are
expected, given that the precipitation surpasses infiltration. There is very little research on
the effects of such drought-flood compound events over erosion and siltation (Fraticelli, 2006),
particularly on gullies.

In this new moment of data evolution and changing climate, hydrologists have the
task of using the available tools (and when not available, develop new ones) to help the
global community in achieving our sustainable development goals. Only by improving our
understanding of the processes that lead to extremely dry and wet events and their impacts,
and therefore a better understanding of the water cycle (the driver of all nature and change),
we can improve life in the uncertain future.
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A
Appendix A

In this appendix, we present the supplementary material of chapter 2 -Physically-based model
for gully simulation: application to the Brazilian Semiarid Region.

Rain data

Daily rainfall data from the Foundation of Meteorology and Water Resources of Ceará
(FUNCEME) were used in the study. The interval of the study was nearly sixty years and to
cover the whole period, data from three stations were used:

A. From 1958 to 1973: Station Coroatá (5.03º S; 39.33º W)

B. From 1974 to 1987: Station Boa Viagem (5.12º S; 39.73º W)

C. From 1988 onward: Station Madalena (4.85º S; 39.57º W)

D. Validation: Station Uruquê (5.14º S; 39.18º W)

E. Validation: Station Paus Ferro (4.99º S; 39.48º W)

All stations were equipped with Pluviometer Ville de Paris with a standard opening of
400 cm2. The final rain series is presented in Figure A.1. To assess the quality of the data
series, double mass analysis with other stations in the vicinity was performed, as ilustrated in
Figure A.2, from which we can see that there is no relevant bias in the data.
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Figure A.1: Rain series with monthly (left vertical axes) and yearly (right vertical axes) rainfall.
The red line indicates the average anual rainfall (over 600 mm yr-1)

Figure A.2: Double mass diagram. Neighbour stations in a radius of 50 km.

Gully models from literature

Foster and Lane Model (FLM)

The Foster and Lane (1983) ephemeral-gully model aims at explaining “erosion by concentrated
flow in farm fields” for single runoff intensive events. The gullies are considered ephemeral
as productive farmlands usually provide periodic tillage to diminish or remove the gullies
generated by previous events. The model is physically based and uses the Manning equation,
mass balance, and shear stress mobilisation; it assumes an equilibrium channel width and
the gully evolution in two steps. The first step is the vertical incision when the concentrated
overflow starts digging the channel with a constant width. The second step starts after the
bottom of the channel reaches a non-erodible layer. Then, the section starts a sideward erosive
process, widening until the end of the effective runoff, i.e., with a shear stress below the critical
stress. Detachment ratio (Dr) and shear stress (τ) are given by the Equations (A.1) and (A.2).

Dr = Kr (τ − τc ) (A.1)
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τ(X) = 1.35γRhS

[︄
1 −

(︃
1 − 2 X

WP

)︃2.9]︄
(A.2)

In Equation A.2, X is the position of a point on the channel bed, varying from zero to
WP (wet perimeter). S is the longitudinal slope of the channel; rh the hydraulic radius; and
γ is the specific gravity of water (assumed 9.81 kN m-3).

In order to model long-term gullies using Foster and Lane (1983) equations, the following
assumptions were made: First, all mobilised sediment is carried away by the discharges, i.e.,
there is no sediment deposition on the channel bed. This assumption was confirmed by field
surveys in many sections where very little loose sediment was identified. Secondly, in the long
run, the effect of each intense runoff can be piled in a cumulative model of widths/depths
layers. This implies that each erosive event does not suffer significant influence of the previous,
and the total eroded soil is related only with the energy of each event. The piling process
considered all events with runoff. The following figures display the flow charts for the original
Foster and Lane Model and how it allows to model multiple events by piling area available in
the supplementary material (Fig. A.3 and A.4).

Figure A.3: Flowchart of the original Foster and Lane Model (1983)

Figure A.4: Flowchart of the modified Foster and Lane Model, in order to allow multiple
successive events.
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Sidorchuk Model (SM)

The Sidorchuk model (Sidorchuk, 1999) is both physically and empirically based. It considers
mass balance of sediment, shear stress (in terms of critical velocity), soil cohesion and the
Manning equation to estimate the cross-section geometry and channel slope. It also uses
empirical equations based on field measurement to estimate the flow depth and width. The
model gives special attention to the processes involving gully wall transformation, as shown in
Equations (A.3) and (A.4).

Dvcr = 2Ch

g ρs
cos (φ) sin−2

[︃1
2

(︃
φ+ π

2

)︃]︃
(A.3)

Ch

g ρs Dv
= ρs − wρ

ρ
tanφ cos2 ϕ− sin 2ϕ

2 (A.4)

In Equations (A.3) and (A.4), Ch is soil cohesion; Dv the depth incision; Dvcr the critical
value of depth for wall failure; w the volumetric soil water content; ρs the bulk density of the
soil; ρ the density of water; g gravity’s acceleration; φ the soil internal friction angle; and ϕ

the wall slope, in degrees. A flow chart of the model is available in the supplementary material
(Fig. A.5).

Figure A.5: Flowchart of the Sidorchuk Model (1999).

Model evaluators

To allow us to assess a more realistic, concerning uncertainty, evaluation of the model’s quality,
we implemented the routine proposed by Ritter and Muñoz-Carpena (2013). The routine,
called FITEVAL, allows the modeller to obtain a confidence interval for the Nash-Sutcliffe
Efficiency (NSE). The common values of NSE is, therefore, interpreted as the centre of this
interval and of the probabilistic distribution of its values depending on how the data are
resampled. The method classifies the model as Acceptable to Very good – NSE ∈ [0.66, 0.95];
(p-value = 0.05). A conservative interpretation of these results is to understand the lowest
values as the minimum state of information, i.e., the one that contains (almost) no unproved
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hypothesis and does not rely on luck. Therefore, the model can be classified, in the worst
case scenario, as Acceptable. The output of the FITEVAL is presented in (Figure A.6). On
the left we see a scatter of points Computed (modelled) and Observed (measured) points,
corresponding to the cross-section areas. Below, we have a list of the percentiles of each
category. On the right we have the cumulative probabilistic distribution of values of efficiency
and below that, a plot showing the observed (diamonds) and computed (continuous line) in
decreasing order.

Figure A.6: Output of FITEVAL (Ritter and Muñoz-Carpena, 2013), indicating the model
proposed as, in the worst case scenario, acceptable. On the left we have a scatter plot of modelled
and measured data, on the right the cumulative probability distribution of NSE (top) and the
values of measured (black line) and modelled (diamond) in decreasing order (bottom).

General data and code

Following we present basic data and results used in the model and the code used. For more,
please access the following link for the permanent repository:

github.com/PedroAlencarTUB/GullyModel-FLSM

Volume
(Total Station)

Volume
(UAV)

Error
volume Length Max.

Width
Max.

Depth
Channel

area
Coordenates UTM

(zone: 23S)Gully (m3) (m3) (%) (m) (m) (m) (m2) X (m) Y (m)
1 20 22.5 11% 45.5 3.7 0.709 150 445297 9449332
2 38 33.5 13% 33.1 5.8 0.694 320 444614 9447240
3 69 - - 37.4 8.4 0.844 480 444883 9447479

Table A.1: Comparison of gullies dimensions.

Soil ClassLand-use description Condition A B C D
Cultuivated land with conservation treatment 62 71 78 81

without conservation treatment 72 81 88 91
Pasture good 39 61 74 80

bad 68 79 (86) 89

Table A.2: CN values by land-use (Chow, Maidment, and Mays, 1988). In parentesis the CN
adopted in this study.
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Fortran Code

1 program FLSM

IMPLICIT NONE
CHARACTER arquivo ∗30 , arquivo1 ∗30 , arquivo2 ∗30
i n t e g e r No , i

6 REAL Q( 1 5 0 0 ) , n , S , Kr , Ds , Pa , Tc , Xnc , Gc , Rn ,WP, Rh , Ta ,Wn, Weq, Le , Delta , Param , Tmax, tm ( 1 5 0 0 ) , t ( 1 5 0 0 ) , tn
REAL NEL, Tb , Gcf , Xncf , Xnc1 , Xnc2 , Gc1 , Gc2 , Rn1 , Rn2 ,WP1, Lim , Ch , Phi , Ang , Dvcr , g , pi , es ,Ws
REAL WP2, Rh1 , Rh2 , Ta1 , Ta2 , Dg1 , Dg2 , Tnc1 , Tnc2 , Xncf1 , Xncf2 , gcf1 , gcf2 , tnf1 , tnf2 , dgf1 , dgf2
REAL wi ( 1 5 0 0 ) , wf , dp ( 1 5 0 0 ) , depth , DeltaW , PerimF , AreaI , AreaF , Rh_S, Max_wi ,Max_W,dW
COMMON / grand1 /Gcf , Xncf1 , Xncf2

11 COMMON / grand2 /Ch , g , Ds , es , Pa , Phi , depth , Ang , p i
! Phi = i n t e r n a l f r i c t i o n a n g l e o f the s o i l ( d e g r e e s ) > the data can be obtained i n the NAVFAC 7 . 0 2 ,
! based i n t e x t u r e ; i n O r t i z e t a l 1989 based i n t e x t u r e , P l a s t i c i t y i n t e x and p o r o s i t y or
! v i a l a b o r a t o r y exper iments
! Ch = Cohesion (Pa) > the data can be obtained i n the NAVFAC 7 . 0 2 , based i n t e x t u r e ;

16 ! i n O r t i z e t a l 1989 based i n t e x t u r e , P l a s t i c i t y i n t e x and p o r o s i t y or v i a l a b o r a t o r y exper iments
! Lim = a t h r e s h o l d f o r a p l i c a t i o n o f s i d o r c h u k r o u t i n e
!Q = peak d i s c h a r g e (m3/ s )
! tm = d i s c h a r g e ’ s d u r a t i o n ( min )
! n = Manning ’ s number

21 ! S = Slope ( abs ) − ( not i n d e g r e e s or p e r c e n t a g e )
! Kr = r i l l e r o d i b i l i t y f a c t o r ( s /m)
! Tc = C r i t i c a l s h e a r s t r e s s (Pa)
! Xnc = Normalized d i s t a n c e i n the WP where T=Tc ( abs )
! Gc = Conveyance f u n c t i o n at Xnc ( abs )

26 ! Rn = Normalized Hydraul ic Radius ( abs )
!WP = Wet Perimeter (m)
! Rh = Hydraul ic Radius (m)
! Ta = Average s h e a r s t r e s s (Pa)
!Wn = Normalized width ( abs )

31 !Weq = e q u i l i b r i u m width (m)
! Er = Eros ion r a t e ( kg/m. s )
! Ve = V e l o c i t y o f movement down (m/ s )
! Pse = Weigth o f s o i l eroded i n the event ( kg )
! Le = Sheet t h i c k n e s s o f eroded s o i l (m)

36 ! Param = A parameter that i s r e p e a t e d throughout the c a l c u l a t i o n s
! t = time ( s )
!NEL = Depth o f n o n e r o d i b l e l a y e r (m)
! Tb = Tension when the e r o s i o n reach the NEL (Pa)
! Gcf = conveyance f u n c i o n f i n a l ( abs )

41 ! Wf = f i n a l width o f the channel (m)
! tne = time to reach the NEL ( s )

WRITE( ∗ , ∗ ) ’ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ’
WRITE( ∗ , ∗ ) ’ Foster_Lane program ’
WRITE( ∗ , ∗ ) ’ ’

46 WRITE( ∗ , ∗ ) ’ C a l c u l a t e s the f i n a l t o t a l o f s o i l ’
WRITE( ∗ , ∗ ) ’ eroded i n an ephemeral g u l l y ’
WRITE( ∗ , ∗ ) ’ f o r a time−s e r i e r a i n f a l l ’
WRITE( ∗ , ∗ ) ’ ’
WRITE( ∗ , ∗ ) ’ U n i v e r s i d a d e F e d e r a l do Ceara ’

51 WRITE( ∗ , ∗ ) ’ Departamento de Engenharia A g r i c o l a ’
WRITE( ∗ , ∗ ) ’ Doutorado em Engenharia A g r i c o l a ’
WRITE( ∗ , ∗ ) ’ ’
WRITE( ∗ , ∗ ) ’ Pedro Alencar , 2019 ’
WRITE( ∗ , ∗ ) ’ ’

56 WRITE( ∗ , ∗ ) ’ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ’

! 1 . READS INPUT DATA
w r i t e ( ∗ , ’ ( a ) ’ ) ’ I n s e r t the name o f the f i l e c o n t a i n i n g the r u n o f f data ( Discharge e Duration ) :
’ ! i n the absense o f measured data we s u g e s t use the 30−min i n t e n s i t y

61 Read ( ∗ , ’ ( a30 ) ’ ) arquivo1
w r i t e ( ∗ , ’ ( a ) ’ ) ’ I n s e r t the name o f the f i l e c o n t a i n i n g the h i l l s l o p e and s o i l data : ’
Read ( ∗ , ’ ( a30 ) ’ ) arquivo2
WRITE( ∗ , ’ ( a ) ’ , advance= ’ no ’ ) ’ I n s e r t the name o f the output f i l e : ’
READ( ∗ , ’ ( a30 ) ’ ) arquivo

66 open ( 5 0 , f i l e =arquivo1 )
do i =1, No

read ( 5 0 , ∗ ) Q( i ) , tm( i )
w r i t e ( ∗ , ∗ ) Q( i ) , tm( i )
t ( i )=tm( i ) ∗ 6 0 .

71 end do
c l o s e ( 5 0 )
open ( 6 0 , f i l e =arquivo2 )

read ( 6 0 , ∗ ) n , S , Tc , kr , Ds , es ,NEL, Ch , Phi , Lim
w r i t e ( ∗ , ∗ ) ’ The number o f Manning o f the channel i s . . . . ’ , n

76 w r i t e ( ∗ , ∗ ) ’ The d e c l i v i t y o f the h i l l s l o p e i s . . . . . . . . . . ’ , S
w r i t e ( ∗ , ∗ ) ’ The c r i t i c a l s h e a r s t r e s s i s . . . . . . . . . . . . . . . ’ , Tc
w r i t e ( ∗ , ∗ ) ’ The r i l l e r o d i b i l i t y c o e f f i c i e n t i s . . . . . . . . ’ , Kr
w r i t e ( ∗ , ∗ ) ’ The s o i l Bulk d e n s i t y i s . . . . . . . . . . . . . . . . . . . ’ , Ds
w r i t e ( ∗ , ∗ ) ’ The p o r o s i t y o f the s o i l i s . . . . . . . . . . . . . . . . ’ , e s

81 w r i t e ( ∗ , ∗ ) ’ The depth o f the n o n e r o d i b l e l a y e r i s . . . . . . ’ ,NEL
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w r i t e ( ∗ , ∗ ) ’ The s o i l c o h e s i o n i s . . . . . . . . . . . . . . . . . . . . . . . ’ ,Ch
w r i t e ( ∗ , ∗ ) ’ The i n t e r n a l f r i c t i o n a n g l e i s . . . . . . . . . . . . . ’ , Phi
w r i t e ( ∗ , ∗ ) ’ The t h r e s h o l d f o r w a l l e r o s i o n i s . . . . . . . . . . ’ , Lim

c l o s e ( 6 0 )
86 Pa = 9 8 0 3 . !N/ m

g = 9 . 8 0 3 ! g r a v i t y
i = 1
depth = 0
AreaI = 0

91 Max_wi = 0
Max_W = 0
p i = 3.1415926536
Phi = Phi ∗ p i / 1 8 0 .
Ws = 0 .

96 i =1

! 2 . FOSTER AND LANE EQUATIONS FOR INCISION BEFORE REACHING THE NEL
open ( 4 0 , f i l e =arquivo )
do w h i l e ( i . l e . No)

101 Param = ( n∗Q( i ) / ( S ∗ ∗ ( 0 . 5 ) ) ) ∗ ∗ 0 . 3 7 5

i f ( depth . l t .NEL) then
Gc = Pa∗S∗Param/Tc
i f (Gc . l t . 1 . 7 9 ) then

106 i=i +1
e l s e

Delta = s q r t ( 3 . 9 4 2 9 ∗ ∗ 2 − 4 ∗ 6 . 9 5 9 4 ∗ ( 1 /Gc ) )
Xnc1 = (3.9429 − Delta ) / ( 2 ∗ 6 . 9 5 9 4 )
Xnc2 = (3.9429+ Delta ) / ( 2 ∗ 6 . 9 5 9 4 )

111 Rn1 = −0.8834∗Xnc1 +0.1395∗ Xnc1+0.151
Rn2 = −0.8834∗Xnc2 +0.1395∗ Xnc2+0.151

end i f
i f (Rn1 . gt . 0 ) then

WP1 = Param/Rn1 ∗ ∗ ( 0 . 6 2 5 )
116 Rh1 = Rn1∗WP1

Ta1 = Pa∗Rh1∗S
Tnc1 = Tc/Ta1
Gc1 = 1 . / ( Tnc1 ∗(Rn1 ∗ ∗ 0 . 3 7 5 ) )
Dg1 = abs (Gc−Gc1 )

121 e l s e
Gc1 = 0
Dg1 = abs (Gc−Gc1 )

end i f
i f (Rn2 . gt . 0 ) then

126 WP2 = Param/Rn2 ∗ ∗ ( 0 . 6 2 5 )
Rh2 = Rn2∗WP2
Ta2 = Pa∗Rh2∗S
Tnc2 = Tc/Ta2
Gc2 = 1/( Tnc2 ∗(Rn2 ∗ ∗ ( 0 . 3 7 5 ) ) )

131 Dg2 = abs (Gc−Gc2 )
e l s e

Gc2 = 0
Dg2 = abs (Gc−Gc2 )

end i f
136 i f ( Dg1 . gt . Dg2 ) then

Xnc = Xnc2
e l s e

Xnc = Xnc1
end i f

141 Write ( ∗ , ∗ ) ’ Xnc ’ , Xnc
Wn = −1.4873∗Xnc+0.7436
Rn = −0.8834∗Xnc∗∗2+0.1395∗Xnc+0.151
WP = Param/Rn∗ ∗ ( 0 . 6 2 5 )
Weq = WP∗Wn

146 Rh = Rn∗WP
Ta = Pa∗Rh∗S
Tmax = 1 . 3 5 ∗ Ta
i f (Tmax . l t . Tc ) then

Write ( ∗ , ∗ ) ’ The event d i d n t cause e r o s i o n . ’
151 wi ( i ) = 0 .

dp ( i ) = 0 .
e l s e

wi ( i ) = Weq
Le = Kr ∗(Tmax−Tc )∗ t ( i )/ Ds

156 i f ( Le . gt .NEL) then
dp ( i ) = NEL
e l s e

dp ( i ) = Le
end i f

161 depth = depth + dp ( i )
i f (Max_wi . l t .Weq) then

Max_wi = wi ( i )
Max_W = wi ( i )

end i f
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166 AreaI = AreaI+wi ( i )∗ dp ( i )
Write ( 4 0 , ∗ ) ’ Fase1 ’ , i , wi ( i ) , dp ( i ) , Max_wi , AreaI

end i f
end i f

171 ! 3 . FOSTER AND LANE EQUATIONS FOR INCISION AFTER REACHING THE NEL
i f ( depth . ge .NEL) then

Gcf = Pa∗S∗Param/Tc
i f ( Gcf . l t . 1 . 7 8 ) then

i=i +1
176 e l s e

CALL Newton_NEL
end i f
t n f 1 = 1.35∗(1 −(1 −2.∗ xncf1 ) ∗ ∗ 2 . 9 )
g c f 1 = 1/( t n f 1 ∗( xncf1 ∗(1−2∗ xncf1 ) ) ∗ ∗ ( 0 . 3 7 5 ) )

181 dgf1 = abs ( gcf −g c f 1 )
t n f 2 = 1.35∗(1 −(1 −2.∗ xncf2 ) ∗ ∗ 2 . 9 )
g c f 2 = 1/( t n f 2 ∗( xncf2 ∗(1 −2.∗ xncf2 ) ) ∗ ∗ ( 0 . 3 7 5 ) )
dgf2 = abs ( gcf −g c f 2 )

i f ( dgf1 . gt . dgf2 ) then
186 xncf = xncf2

e l s e
xncf = xncf1

end i f
Tb = 1 . 3 5 ∗ Ta∗(1−(1−2∗ xncf ) ∗ ∗ 2 . 9 ) ∗ Pa∗S∗Param ∗( xncf ∗(1−2∗ xncf ) ) ∗ ∗ 0 . 3 7 5

191 i f (Tb . l e . Tc ) then
dW = 0
e l s e

dW = Kr ∗(Tb−Tc )/ Ds
end i f

196
wf = Param ∗((1 −2.∗ xncf ) / ( xncf ∗ ∗ 1 . 6 6 7 ) ) ∗ ∗ 0 . 3 7 5
i f (Max_W. ge . Wf) then

tn = 0 .
e l s e

201 tn = t ( i )∗dW/(Wf−Max_W)
end i f
Max_W = (1−exp(−tn ) ) ∗ ( Wf−Max_W)+Max_W
w r i t e ( 4 0 , ∗ ) ’ Fase2 ’ , i , Max_W, NEL, dw

end i f
206 i = i +1

end do
DeltaW = Max_W−Max_Wi
AreaF = AreaI + DeltaW∗ depth
PerimF = Max_W + 2 . ∗ depth

211 Rh_S = AreaF/PerimF

! 4 . WALL TRANSFORMATION
i f ( AreaF . gt . Lim ) then

Dvcr = ( 2 . ∗ Ch∗ cos ( Phi ) / ( g∗Ds ) ) / ( s i n ( 0 . 5 ∗ ( Phi+p i / 2 . ) ) ) ∗ ∗ 2 .
216 i f ( Dvcr . l e .NEL) then

CALL Newton_PHI
Ws = Max_W +2.∗NEL/ tan (Ang)
AreaF = NEL∗(Max_W+Ws) / 2 .

end i f
221 end i f

w r i t e ( 4 0 , ∗ ) ’ The c r o s s s e c t i o n area i s : ’ , AreaF , ’ m2 ’
i f ( depth . l t .NEL) then

w r i t e ( 4 0 , ∗ ) ’ The depth i s : ’ , depth , ’m’
w r i t e ( 4 0 , ∗ ) ’ ’

226 w r i t e ( 4 0 , ∗ ) ’ The e r o s i o n d i d n t reach the non e r o d i b l e l a y e r . ’
e l s e

w r i t e ( 4 0 , ∗ ) ’ The depth i s : ’ ,NEL, ’m’
w r i t e ( 4 0 , ∗ ) ’ ’
w r i t e ( 4 0 , ∗ ) ’ The e r o s i o n reached the non e r o d i b l e l a y e r . ’

231 end i f
i f (Ws. gt . 0 . ) then

w r i t e ( 4 0 , ∗ ) ’ There i s e r o s i o n o f the w a l l s . ’
w r i t e ( 4 0 , ∗ ) ’ The top width i s ’ ,Ws, ’m and the w a l l s l o p e i s ’ , 1 0 0 . ∗ tan (Ang ) , ’%’
w r i t e ( 4 0 , ∗ ) Ang∗180/ p i

236 end i f
w r i t e ( ∗ , ∗ ) ’ ’
w r i t e ( ∗ , ∗ ) ’ Please , s e e the output f i l e ’
end program

241 Subroutine Newton_NEL
! Subrot ina para c a l c u l a r as r a i z e s da e q u a o de Xncf
i m p l i c i t none
i n t e g e r i , j
r e a l x , xa , xb , f , df , erro , gcf , xncf1 , xncf2

246 COMMON / grand1 /Gcf , Xncf1 , Xncf2
Xa = 0 . 1
Xb = 0 . 4
i =0
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j =0
251 e r r o =1000000.

X=Xa
do w h i l e ( e r r o . gt . 0 . 0 0 0 0 0 1 )

f = −321.29∗x ∗∗6+249.02∗ x ∗∗5+9.059∗ x ∗∗4 −58.033∗ x ∗∗3+13.012∗ x ∗∗2+1.7199∗x −0.004883∗COS( x ) −1/Gcf
df = −321.29∗6∗ x ∗∗5+249.02∗5∗ x ∗∗4+9.059∗4∗ x ∗∗3 −58.033∗3∗ x ∗∗2+13.012∗2∗ x +1.7199+0.004883∗ s i n ( x )

256
x = xa − f / df
e r r o = abs ( x−xa )/ xa
xa=x
i=i +1

261 end do
e r r o =1000000.
x=Xb
do w h i l e ( e r r o . gt . 0 . 0 0 0 0 0 1 )

f = −321.29∗x ∗∗6+249.02∗ x ∗∗5+9.059∗ x ∗∗4 −58.033∗ x ∗∗3+13.012∗ x ∗∗2+1.7199∗x −0.004883∗COS( x ) −1/Gcf
266 df = −321.29∗6∗ x ∗∗5+249.02∗5∗ x ∗∗4+9.059∗4∗ x ∗∗3 −58.033∗3∗ x ∗∗2+13.012∗2∗ x +1.7199+0.004883∗ s i n ( x )

x = xb − f / df
e r r o = abs ( x−xb )/ xb
xb=x

271 j=j +1
end do
Xncf1 = xa
Xncf2 = xb
end s u b r o u t i n e

276
Subroutine Newton_PHI
! Subroutine to c a l c u l a t e w a l l s t a b l e a n g l e

i m p l i c i t none

281 i n t e g e r i
r e a l k1 , k2 , f1 , df1 , x , xa , erro , Ch , g , Ds , es , Pa , Phi , depth , Ang , p i

COMMON / grand2 /Ch , g , Ds , es , Pa , Phi , depth , Ang , p i

i =0
286 k1 = Ch/( g∗Ds∗ depth )

k2 = tan ( Phi ) ∗ ( Ds − e s ∗ 1 0 0 0 . ) / 1 0 0 0 .

e r r o =1000000.
x = p i / 4 .

291 do w h i l e ( e r r o . gt . 0 . 0 0 0 0 0 0 0 1 )

f 1 = k2 ∗( cos ( x ) ) ∗ ∗ 2 − s i n (2∗ x ) / 2 . − k1
df1 = −2∗k2∗ cos ( x ) − cos (2∗ x )

296 xa = x − f 1 / df1
e r r o = abs ( x−xa )
x=xa
i=i +1

end do
301 Ang = x

end s u b r o u t i n e
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B
Appendix B

In this appendix, we present the supplementary material of chapter 3 - Entropy-based model
for gully erosion – a combination of probabilistic and deterministic components

Soil data

Table B.1: Soil properties

Area Sections Gravel FCSa VFSb Silt Clay Organic
Matter

Bulk
Density

Soil
Texturec Kr τc

Madalena 1 6 % 46 % 16 % 14 % 18 % 3.3 % 1677 Sandy
Loam 0.017 2.30

2, 3 8 % 29 % 6 % 20 % 37 % 5.7 % 1572 Clay
Loam 0.012 3.50

Gilbués 1, 2 7 % 38 % 11 % 17 % 28 % 4.5 % 1290 Silt
Loam

0.013 3.50
3 8 % 33 % 9 % 19 % 32 % 5.1 % 0.009 3.50

Campo
Formoso

3 22 % 24 % 2 % 47 % 4 % 0.7 %
1750 Sandy

Loam

0.011 2.74
1 26 % 26 % 1 % 43 % 4 % 0.6 % 0.012 2.75
2 14 % 18 % 1 % 64 % 4 % 0.6 % 0.013 2.75

a Fine to Coarse Sand;
b Very Fine Sand;
c Soil texture classification and grain size distribution following the USDA textural classification manual (USDA, 1987).
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Photos from study areas

Madalena: below we present some photos from the studied sites in Madalena (Ceará).
Note the fine sediment deposited in the channel bed and the geometry of the channel, with
trapezoidal shape with wide surface and angles.

Figure B.1: Gullies in Madalena. In the figures, it is possible to observe the dry conditions of
the region and vegetation. It is also possible to identify the fine sediment deposited in the bottom
of the channel, in contrast to the coarse bedrock natural to the region’s deeper soils.
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Gilbués: here we present some gullies in the study area in Gilbués (Piaui). The region, in
advanced desertification process, presents a fine and deep soil. There is also intense processes
of pipping and rilling. Gullies cross-section areas range from a few to dozens of square meters.

Figure B.2: Gullies in Gilbués. The region, that has its name from the native language for week
land, presents advanced desertification and land degradation.
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Campo Formoso: the gullies in Campo Formoso (Bahia) are mainly caused by deforestation
for the installation of Agave farms in the area. The gullies have intermediate cross-section area
and depth, reaching up to 3 meters depth and areas of up to a couple dozen square meters.
The shape of the cross-sections is usually rectangular. Again, it is possible to observe fine to
coarse sand deposited on the channel bed, a phenomenon that may lead to shielding.

Figure B.3: Gullies in Campo Formoso. The region is under desertification process, mainly
caused by bad land use management, that lead to spread deforestation and substitution of native
vegetation by Agave farmers. the gullies have usually rectangular shape and depths up to 3 meters
in the lower areas of the catchment.
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Code - EBGEM

! Entropy based g u l l y e r o s i o n model V 1 . 0
2 ! I n i t i a l i n c i s i o n u s i n g Watson ( 1 9 8 6 ) e q u a t i o n s

! Detachment r a t e c a l c u l a t e d by p r o p o r c i o n a l i t y od net s h e a r s t r e s s
! Shear s t r e s s c a l c u l a t e d u s i n g the P r i n c i p l e o f Minimum Cross−Entropy
! Wall e r o s i o n by Siorchuk ( 1 9 9 9 )

7 prograg ebgem_v1
i m p l i c i t none
c h a r a c t e r f i l e 1 ∗30 , f i l e 2 ∗30 , f i l e 3 ∗30
i n t e g e r No , i , i0 , io , test_depth2 , j
l o g i c a l test_depth1

12 r e a l Q( 1 5 0 0 ) , qi , t , n , S , Kr , tauC , rhoB , rhoW , g , Gw, NEL, ch , phi , pi , Lim
r e a l par1 , tauA , w0 , Mr, width , depth , area , flow_w , flow_d , w_step , b_step
r e a l dt_w ( 2 1 ) , dt_b ( 2 1 ) , Dr_w( 2 1 ) , Dr_b ( 2 1 ) , da_w , da_b , new_area , new_depth , new_width
r e a l flow_a , flow_p , Rh , T0 , Lb , Lw, Lr , Cfs , SFw, Tw_a, Tb_a , Tw_m, Tb_m, tau
r e a l points , erro_s2m , erro_s2w , erro_s2b , kw , kb , x_w, x_b , x_new , gy , fx , dfx

17 r e a l T_w( 2 1 ) , T_b( 2 1 ) , tau_w ( 2 1 ) , tau_b ( 2 1 ) , max_increase_depth , area_SM , width_SM
r e a l k1 , k2 , x , xa , f1 , df1 , Ang , lbd_w , lbd_b , Dvcr , e s

! common v a r i a b l e s
common / grands / flow_w , flow_d , S , Gw, Tw_a, Tb_a , Tw_m, Tb_m, lbd_w , lbd_b , tau_w , tau_b

22 common /NewtonPhi/Ch , g , rhoB , es , Phi , depth , Ang , p i

w r i t e ( ∗ , ∗ ) ’ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ’
w r i t e ( ∗ , ∗ ) ’ Entropy−based Gully e r o s i o n ’
w r i t e ( ∗ , ∗ ) ’ model − V 1 . 0 ’

27 w r i t e ( ∗ , ∗ ) ’ ’
w r i t e ( ∗ , ∗ ) ’ ’
w r i t e ( ∗ , ∗ ) ’ TUB − I n s t i t u t f u r Okologie ’
w r i t e ( ∗ , ∗ ) ’ UFC − PPGEA − Hidrosed ’
w r i t e ( ∗ , ∗ ) ’ ’

32 w r i t e ( ∗ , ∗ ) ’ ’
w r i t e ( ∗ , ∗ ) ’ Pedro Alencar , 02 .2021 ’
w r i t e ( ∗ , ∗ ) ’ ’
w r i t e ( ∗ , ∗ ) ’ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ’

37 ! 1 . Load input data
w r i t e ( ∗ , ’ ( a ) ’ ) ’ I n s e r t the name o f the f i l e c o n t a i n i n g the r u n o f f data ( Discharge e Duration ) : ’
read ( ∗ , ’ ( a30 ) ’ ) f i l e 1 ! i n the absense o f measured data we s u g e s t use the 30−min i n t e n s i t y
w r i t e ( ∗ , ’ ( a ) ’ ) ’ I n s e r t the name o f the f i l e c o n t a i n i n g the h i l l s l o p e and s o i l data : ’
read ( ∗ , ’ ( a30 ) ’ ) f i l e 2

42 w r i t e ( ∗ , ’ ( a ) ’ , advance= ’ no ’ ) ’ I n s e r t the name o f the output f i l e : ’
read ( ∗ , ’ ( a30 ) ’ ) f i l e 3

!
47 ! 1 . 1 count number o f e v e n t s

open ( 5 0 , f i l e = f i l e 1 , i o s t a t=io , s t a t u s= ’ o l d ’ )
i f ( i o /=0) stop ’ Cannot open f i l e ! ’
No = 0
do

52 read ( 5 0 , ∗ , i o s t a t=i o )
i f ( i o /=0) e x i t
No = No + 1

end do
w r i t e ( ∗ , ∗ ) No

57 c l o s e ( 5 0 )

! 1 . 2 Read and load a l l d i s c h a r g e s (30−min i n t e n s i t i e s )
open ( 5 0 , f i l e =f i l e 1 , s t a t u s= ’ o ld ’ )

do i =1, No
62 read ( 5 0 , ∗ ) Q( i )

end do
c l o s e ( 5 0 )
t = 1 8 0 0 . ! i n seconds − I30
open ( 6 0 , f i l e =f i l e 2 , s t a t u s= ’ o ld ’ )

67 open ( 7 0 , f i l e =f i l e 3 , s t a t u s= ’ new ’ )

! 1 . 3 Read p a r a m e t e r i s a t i o n f i l e
read ( 6 0 , ∗ ) n , S , tauC , kr , rhoB , es , nel , ch , phi , Lim
w r i t e ( ∗ , ∗ ) ’ The number o f Manning o f the channel i s . . . . ’ , n

72 w r i t e ( ∗ , ∗ ) ’ The d e c l i v i t y o f the h i l l s l o p e i s . . . . . . . . . . ’ , S
w r i t e ( ∗ , ∗ ) ’ The c r i t i c a l s h e a r s t r e s s i s . . . . . . . . . . . . . . . ’ , tauC
w r i t e ( ∗ , ∗ ) ’ The r i l l e r o d i b i l i t y c o e f f i c i e n t i s . . . . . . . . ’ , Kr
w r i t e ( ∗ , ∗ ) ’ The s o i l Bulk d e n s i t y i s . . . . . . . . . . . . . . . . . . . ’ , rhoB
w r i t e ( ∗ , ∗ ) ’ The p o r o s i t y o f the s o i l i s . . . . . . . . . . . . . . . . ’ , e s

77 w r i t e ( ∗ , ∗ ) ’ The depth o f the n o n e r o d i b l e l a y e r i s . . . . . . ’ , n e l
w r i t e ( ∗ , ∗ ) ’ The s o i l c o h e s i o n i s . . . . . . . . . . . . . . . . . . . . . . . ’ , ch
w r i t e ( ∗ , ∗ ) ’ The i n t e r n a l f r i c t i o n a n g l e i s . . . . . . . . . . . . . ’ , phi
w r i t e ( ∗ , ∗ ) ’ The t h r e s h o l d f o r w a l l e r o s i o n i s . . . . . . . . . . ’ , Lim
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c l o s e ( 6 0 )
82

98 format ( A43 , 10X, I4 )
99 format ( A43 , 4X, F10 . 4 )
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! OUTPUT PREAMBLE ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !

w r i t e ( 7 0 , ∗ ) ’ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ’
87 w r i t e ( 7 0 , ∗ ) ’ Entropy−based Gully e r o s i o n ’

w r i t e ( 7 0 , ∗ ) ’ model − V 1 . 0 ’
w r i t e ( 7 0 , ∗ ) ’ ’
w r i t e ( 7 0 , ∗ ) ’ TUB − I n s t i t u t f u r Okologie ’
w r i t e ( 7 0 , ∗ ) ’ UFC − PPGEA − Hidrosed ’

92 w r i t e ( 7 0 , ∗ ) ’ ’
w r i t e ( 7 0 , ∗ ) ’ Pedro Alencar , 2021 ’
w r i t e ( 7 0 , ∗ ) ’ ’
w r i t e ( 7 0 , ∗ ) ’ ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ’
w r i t e ( 7 0 , ∗ ) ’ ’

97 w r i t e ( 7 0 , 9 9 ) ’ The number o f Manning o f the channel i s . . . . ’ , n
w r i t e ( 7 0 , 9 9 ) ’ The d e c l i v i t y o f the h i l l s l o p e i s . . . . . . . . . . ’ , S
w r i t e ( 7 0 , 9 9 ) ’ The c r i t i c a l s h e a r s t r e s s i s . . . . . . . . . . . . . . . ’ ,TauC
w r i t e ( 7 0 , 9 9 ) ’ The r i l l e r o d i b i l i t y c o e f f i c i e n t i s . . . . . . . . ’ , Kr
w r i t e ( 7 0 , 9 9 ) ’ The s o i l Bulk d e n s i t y i s . . . . . . . . . . . . . . . . . . . ’ , rhoB

102 w r i t e ( 7 0 , 9 9 ) ’ The p o r o s i t y o f the s o i l i s . . . . . . . . . . . . . . . . ’ , e s
w r i t e ( 7 0 , 9 9 ) ’ The depth o f the n o n e r o d i b l e l a y e r i s . . . . . . ’ , n e l
w r i t e ( 7 0 , 9 9 ) ’ The s o i l c o h e s i o n i s . . . . . . . . . . . . . . . . . . . . . . . ’ , ch
w r i t e ( 7 0 , 9 9 ) ’ The i n t e r n a l f r i c t i o n a n g l e i s . . . . . . . . . . . . . ’ , phi
w r i t e ( 7 0 , 9 9 ) ’ The t h r e s h o l d f o r w a l l e r o s i o n i s . . . . . . . . . . ’ , Lim

107 w r i t e ( 7 0 , 9 8 ) ’ The number o f r a i n f a l l e v e n t s i s . . . . . . . . . . . ’ ,No
w r i t e ( 7 0 , ∗ ) ’ ’
w r i t e ( 7 0 , ∗ ) ’ event d i s c h a r g e (m3) depth (m) width (m)

area (m2) lambda_wall lambda_bed ’
! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !

112 100 format (2X, I4 , 4X, F10 . 4 , 4X, A12 )
101 format (2X, I4 , 4X, F10 . 4 , 4X, F10 . 4 , 4X, F10 . 4 , 4X, F10 . 4 , 4X, A10 , 4X, A10 )
102 format (2X, I4 , 4X, F10 . 4 , 4X, F10 . 4 , 4X, F10 . 4 , 4X, F10 . 4 , 4X, F10 . 4 , 4X, F10 . 4 )

! 1 . 4 D e f i n i t i o n o f important c o n s t a n t s
117 g = 9 . 7 8 0 4 !m. s−2 − g r a v i t y , s e e extended documentation

rhoW = 1 0 0 0 . ! kg .m−3
Gw = 9 7 8 0 . 4 !N.m−3
p i = 3.1415926536
phi = phi ∗ p i /180 ! c o n v e r t from d e g r e e s to r a d i a n s

122
! 1 . 5 I n i t i a l i z e important v a r i a b l e s

i = 1 ! i i s a counter
depth = 0 .
area = 0 .

127
! 2 . F i r s t e r o s i o n event

do w h i l e ( i . l e . No)
q i = Q( i )
par1 = ( n∗ q i /( S ∗ ∗ ( 0 . 5 ) ) ) ∗ ∗ 0 . 3 7 5 ! f l o w parameter d e f i n e d by F o s t e r and Lane 1983

132 tau = 4867∗ par1 ∗S ! e f f e c t i v e s h e a r s t r e s s by Watson ( 1 9 8 6 ) , used i n the i n i t i a l i n c i s i o n
i f ( tau . l e . tauC ) then

w r i t e ( 7 0 , 1 0 0 ) i , qi , ’NO EROSION ’
i = i +1
e l s e

137
! i n i t i a l i n c i s i o n ’ s width :
w0 = 2 . 6 6 ∗ ( q i ∗ ∗ 0 . 3 9 6 ) ∗ ( n ∗ ∗ 0 . 3 8 7 ) ∗ ( S ∗∗( −0.16)) ∗ ( tauC ∗∗( −0.24))

Mr = Kr ∗ ( tau − tauC ) / rhoB ! downward moviment r a t e
142

! lower i s a f u n c t i o n that compares two numbers and d e l i v e r s the lower one :
depth = min ( nel , Mr∗1800)

i 0 = i ! i 0 i s the event that c a u s e s the i n i c i a l i n c i s i o n
147 w r i t e ( ∗ , ∗ ) i , qi , depth , w0 , tau , ’ watson1 ’

w r i t e ( 7 0 , 1 0 1 ) i , qi , depth , width , area , ’− ’ , ’− ’
!

e x i t ! end the loop , the value o f i i s p r e s e r v e d !
end i f

152 end do

width = w0 ! o f the channel
area = width ∗ depth ! o f the channel

157 i = i 0 +1
! downward e r o s i o n
do w h i l e ( i . l e . No)

q i = Q( i )
par1 = ( n∗ q i /( S ∗ ∗ ( 0 . 5 ) ) ) ∗ ∗ 0 . 3 7 5

162 flow_w = width
flow_d = flow_depth ( par1 , flow_w ) ! f u n c t i o n that c a l c u l a t e s the depth u s i n g newton−raphson
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i f ( flow_d . gt . depth ) then
167 tau = 4867∗ par1 ∗S

! i n i t i a l i n c i s i o n ’ s width :
w0 = 2 . 6 6 ∗ ( q i ∗ ∗ 0 . 3 9 6 ) ∗ ( n ∗ ∗ 0 . 3 8 7 ) ∗ ( S ∗∗( −0.16)) ∗ ( tauC ∗∗( −0.24))

172 Mr = Kr ∗ dim ( tau , tauC ) / rhoB ! downward moviment r a t e

! lower i s a f u n c t i o n that compares two numbers and d e l i v e r s the lower one :
depth = min ( nel , depth + Mr∗1800)

177 width = max(w0 , width ) ! o f the channel
area = width ∗ depth ! o f the channel
w r i t e ( 7 0 , 1 0 1 ) i , qi , depth , width , area , ’− ’ , ’− ’
i = i +1

e l s e
182

c a l l shear_const

c a l l c a l i b _ l d b
187 w r i t e ( ∗ , ∗ ) i ,Tw_a, Tb_a , Tw_m, Tb_m, lbd_w , lbd_b !###########################

w_step = flow_d /20 ! s h e a r s t e p on the w a l l
b_step = flow_w /40 ! s h e a r s t e p on the bed . the s h e a r s t r e s s i n computed on h a l f the s e c t i o n
c a l l d i s t _ s h e a r
test_depth1 = ( depth . l t . n e l ) t e s t i f the e r o s i o n reached the non−e r o s i v e l a y e r

192 test_depth2 = test_depth1

j = 1
do w h i l e ( j . l e . 21) ! c a l c u l a t e the a v a i l a b l e s h e a r s t r e s s

dt_w( j ) = dim ( tau_w ( j ) , tauC )
197 dt_b ( j ) = dim ( tau_b ( j ) , tauC )

! dim (X,Y) r e t u r n s the d i f f e r e n c e X−Y i f the r e s u l t i s p o s i t i v e ; o t h e r w i s e r e t u r n s z e r o .

j = j +1
202 end do

Dr_w = Kr∗dt_w
Dr_b = Kr∗dt_b
max_increase_depth = Dr_b(21)∗1800/ rhoB

207
da_w = w_step∗sum(Dr_w)∗1800/ rhoB ! \ d e l t a t i s f i x e d at 1800 seconds
da_b = b_step ∗sum(Dr_b)∗1800/ rhoB ∗ test_depth2

new_area = area + da_w + da_b
212 new_depth = depth + max_increase_depth

new_depth = min ( new_depth , NEL)
new_width = new_area/new_depth

width = new_width
217 depth = new_depth

area = new_area
w r i t e ( ∗ , ∗ ) i , qi , flow_w , flow_d , width , depth , area , ’ entropy ’ !########
w r i t e ( 7 0 , 1 0 2 ) i , qi , depth , width , area , lbd_w , lbd_b
i = i +1

222 end i f
end do

i f ( area . gt . Lim ) then
Dvcr = ( 2 . ∗ ch ∗ cos ( phi ) / ( g∗rhoB ) ) / ( s i n ( 0 . 5 ∗ ( phi+p i / 2 . ) ) ) ∗ ∗ 2 .

227 i f ( depth . gt . Dvcr ) then
CALL Newton_PHI
width_SM = width +2.∗ depth / tan (Ang)
area = depth ∗( width+width_SM ) / 2 .
w r i t e ( 7 0 , 1 0 2 ) 9999 , qi , depth , width_SM , area , −999. , −999.

232 w r i t e ( 7 0 , ∗ ) ’ ’
w r i t e ( 7 0 , ∗ ) ’ ’
w r i t e ( 7 0 , ∗ ) ’ ∗∗ATENCION: The eroded channel has w a l l e r o s i o n ( Sidorchuk , 1999) ’
w r i t e ( 7 0 , ∗ ) ’−−−−−−−− Width d i s p l a y e d i n the l a s t l i n e ( 9 9 9 9 ) i s the top with ! ’
w r i t e ( 7 0 , ∗ ) ’ ’

237
end i f

end i f

242 ! D e c l a r a t i o n o f f u n c t i o n s
c o n t a i n s
! F1 . f u n c t i o n to s e l e c t the lower value ( s u b s t i t u t e d by f u n c t i o n min )
f u n c t i o n lower ( a1 , b1 )

r e a l a1 , b1 , lower
247 i f ( a1 . l e . b1 ) then

lower = a1
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e l s e
lower = b1

end i f
252 end f u n c t i o n lower

! F2 . f u n c t i o n to c a l c u l a t e f l o w depth u s i n g
! manning e q u a t i o n and newton−raphson o p t i m i s a t i o n method
f u n c t i o n flow_depth ( a2 , b2 )

257 r e a l a2 , b2 , flow_depth , erro2 , erro_M2 , f2 , df2 , x2 , xn2
erro_M2 = 0 . 0 0 0 1

x2 = 0 . 0 1
e r r o 2 = 1 0 0 0 .

262 do w h i l e ( e r r o 2 . gt . erro_M2 )
f 2 = b2 ∗∗5 ∗ x2 ∗∗5
f 2 = f 2 /( b2 + 2∗ x2 )∗∗2 − a2 ∗∗8

df2 = ( b2 ∗ ∗ 5 ) ∗ ( x2 ∗∗4)∗(5∗ b2 + 6∗ x2 )
267 df2 = df2 / ( ( b2+ 2∗ x2 ) ∗ ∗ 3 )

xn2 = x2 − f 2 / df2
e r r o 2 = abs ( xn2−x2 )
x2 = xn2

272 end do

flow_depth = x2

end f u n c t i o n flow_depth
277

end program

! s u b r o u t i n e s
282

! S1 . Subroutine to c a l c u l a t e the s h e a r s t r e s s parameters (max and avg ) by Knight 1994
s u b r o u t i n e shear_const

i m p l i c i t none
r e a l flow_w , flow_d , flow_a , flow_p , Rh , T0 , S , Gw, Lb , Lw, Lr , Csf , Sfw

287 r e a l Tw_a, Tb_a , Tw_m, Tb_m

common / grands / flow_w , flow_d , S , Gw, Tw_a, Tb_a , Tw_m, Tb_m

flow_a = flow_w∗ flow_d
292 flow_p = flow_w + 2 . ∗ flow_d

Rh = flow_a / flow_p
T0 = Gw∗S∗Rh

297 Lb = flow_w / 2 .
Lw = flow_d

! 1 . 1 C a l c u l a t i n g s h e a r s t r e s s parameters based on Knight and S t e r l i n g ( 2 0 0 0 )
Lr = Lb/Lw

302
i f ( Lr . l t . 4 . 3 7 4 ) then

Csf = 1 .
e l s e

Csf = 0 . 6 6 0 3 ∗ ( Lr ∗ ∗ 0 . 2 8 1 2 5 )
307 end i f

Sfw = −3.23∗ l o g 1 0 ( Lr / 1 . 3 8 + 1) + 4 . 6 0 5 2
Sfw = 0 . 0 1 ∗ Csf ∗ exp ( Sfw )

312 Tw_a = T0 ∗ Sfw ∗ (1+Lr )
Tb_a = T0 ∗ (1−Sfw ) ∗ (1 + 1/ Lr )
Tw_m = T0 ∗ Sfw ∗ 2 . 0 3 7 2 ∗ ( Lr ∗ ∗ 0 . 7 1 0 8 )
Tb_m = T0 ∗ (1−Sfw ) ∗ 2 . 1 6 9 7 ∗ ( Lr ∗∗( −0.3287))

end s u b r o u t i n e
317

! S2 . Subroutine to c a l i b r a t e the l a g r a n g e m u l t i p l i e r s to a s s e s s s h e a r s t r e s s
! i n open channels ’ boundar ies

s u b r o u t i n e c a l i b _ l d b
322

! R e f e r e n c e s − S t e r l i n g and Knight ( 2 0 0 2 )
! − Bonakdari e t a l . ( 2 0 1 4 )
! − Nocedal and Wright ( 2 0 0 6 )

i m p l i c i t none
327 i n t e g e r cont1w , cont1b

r e a l Tw_a, Tb_a , Tw_m, Tb_m, lbd_w , lbd_b
r e a l Tr_w, Tr_b , erro_s1m , erro_s1w , erro_s1b , xs1 , xs1_n , xs1s , xs1s_n
r e a l fp , dfp , lbd1_w , lbd1_b
r e a l flow_w , flow_d , S , Gw, tau_w , tau_b

332 common / grands / flow_w , flow_d , S , Gw, Tw_a, Tb_a , Tw_m, Tb_m, lbd_w , lbd_b , tau_w , tau_b
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Tr_b = min ( 0 . 9 9 , Tb_a/Tb_m) ! For a Tr equal or l a r g e r than 1 t h e r e i s no s o l u t i o n .
Tr_w = min ( 0 . 9 9 ,Tw_a/Tw_m)

337
erro_s1m = 1E−5 ! D e f i n e s p r e c i s i o n o f approximation

! S t e r l i n g ’ s r o u t i n e was removed
! 2 . C a l c u l a t e s POMCE’ s lambdas

342
! 2 . 1 C a l i b r a t i n g lambda f o r the w a l l

i f (Tr_w . l t . 0 . 9 7 ) then ! check i f i t i s p o s s i b l e a d i r e c t s o l u t i o n

347 cont1w = 0
xs1 = −10
erro_s1w = 1 0 0 0 . 0
do w h i l e ( erro_s1w . gt . erro_s1m )

fp = exp ( xs1 ) − xs1 − 1 .
352 fp = 2/ xs1 − xs1 / fp − Tr_w

dfp = ( exp ( xs1 ) − xs1 − 1)
dfp = ( xs1 ∗ exp ( xs1 ) − xs1 )/ dfp ∗∗2 − 2/( xs1 ∗∗2) − 1/ dfp

357 xs1_n = xs1 − fp / dfp ! Newton−Raphson method

erro_s1w = abs ( xs1 − xs1_n )
xs1 = xs1_n
cont1w = cont1w+1

362 end do
lbd1_w = xs1

e l s e ! f o r i n d i r e c t s o l u t i o n
xs1 = ( (Tr_w + 2 . ) ∗ ∗ 2 ) − 8 .

367 xs1 = (Tr_w − 2) − s q r t ( xs1 )
xs1 = xs1 /(2 − 2∗Tr_w)

erro_s1w = −1
cont1w = 1

372 lbd1_w = xs1
end i f

! 2 . 2 C a l i b r a t i n g lambda f o r the bed
i f (Tr_b . l t . 0 . 9 7 ) then

377 cont1b = 0
xs1= −10 ! i n i t i a l g u e s s
erro_s1b = 1 0 0 0 . 0

do w h i l e ( erro_s1b . gt . erro_s1m )
382 fp = exp ( xs1 ) − xs1 − 1 .

fp = 2/ xs1 − xs1 / fp − Tr_b

dfp = ( exp ( xs1 ) − xs1 − 1)
dfp = ( xs1 ∗ exp ( xs1 ) − xs1 )/ dfp ∗∗2 − 2/( xs1 ∗∗2) − 1/ dfp

387
xs1_n = xs1 − fp / dfp ! m t o d o de newton

erro_s1b = abs ( xs1 − xs1_n )
xs1 = xs1_n

392
cont1b = cont1b+1

end do
lbd1_b = xs1

397 e l s e ! f o r i n d i r e c t s o l u t i o n
xs1 = ( ( Tr_b + 2 . ) ∗ ∗ 2 ) − 8 .
xs1 = (Tr_b − 2) − s q r t ( xs1 )
xs1 = xs1 /(2 − 2∗Tr_b)

402 erro_s1b = −1
cont1b = 1
lbd1_b = xs1

end i f

407 lbd_w = lbd1_w
lbd_b = lbd1_b

end s u b r o u t i n e

412 ! S3 . Subroutine to d i s t r i b u t e the s h e a r s t r e s s
s u b r o u t i n e d i s t _ s h e a r

i m p l i c i t none
i n t e g e r points , kw , kb
r e a l lbd_w , lbd_b , T_w( 2 1 ) , T_b( 2 1 ) , tau_w ( 2 1 ) , tau_b ( 2 1 ) , Tw_m, Tb_m ! SS v a r i a b l e s
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417 r e a l gy , x_w, x_b , x_new , fx , dfx , erro_s2m , erro_s2w , erro_s2b , f r a c
r e a l flow_w , flow_d , S , Gw, Tw_a, Tb_a
common / grands / flow_w , flow_d , S , Gw, Tw_a, Tb_a , Tw_m, Tb_m, lbd_w , lbd_b , tau_w , tau_b

p o i n t s = 21 ! number o f p o i n t s f o r c a l c u l a t i o n o f s h e a r s t r e s s i n each s e c t o r
422 erro_s2m = 1E−5 ! f o r c a l i b r a t i o n o f T i n the PoMCE method

! 1 . d i s t r i b u t i o n on the w a l l
i f ( lbd_w . gt . −38) then

! w r i t e ( ∗ , ∗ ) ’ here ’
427

kw = 1
do w h i l e (kw . l e . p o i n t s )

f r a c = (kw ∗ 1 . ) / ( p o i n t s ∗ 1 . ) ! c o n v e r t from i n t e g e r to r e a l
gy = 1 . − exp(−lbd_w ) ∗ ( lbd_w + 1 . )

432 gy = 1 . − gy ∗ f r a c
erro_s2w = 1 0 0 0 .
x_w = 0 . 9
do w h i l e ( erro_s2w . gt . erro_s2m )

f x = exp(−lbd_w ∗ x_w) ∗ ( lbd_w ∗ x_w + 1 . ) − gy
437 dfx = −1. ∗ ( lbd_w ∗∗2) ∗ x_w ∗ exp(−lbd_w ∗ x_w)

x_new = x_w − f x / dfx
erro_s2w = abs (x_new − x_w)
x_w = x_new

end do
442 T_w(kw) = x_w

kw = kw + 1
end do
e l s e

447
kw = 1

do w h i l e (kw . l e . p o i n t s )
f r a c = (kw ∗ 1 . ) / ( p o i n t s ∗ 1 . )
gy = l o g (−lbd_w∗ f r a c ) − lbd_w

452 erro_s2w = 1 0 0 0 .
x_w = 0 . 9

do w h i l e ( erro_s2w . gt . erro_s2m )
f x = l o g (−lbd_w∗x_w) − lbd_w∗x_w − gy
dfx = 1/x_w − lbd_w

457 x_new = x_w − f x / dfx
erro_s2w = abs (x_new − x_w)
x_w = x_new

end do
T_w(kw) = x_w

462 kw = kw + 1
end do

end i f

467 ! 3 . 1 Shear s t r e s s d i s t r i b u t i o n i n the bed
i f ( lbd_b . gt . −38) then

kb = 1
! cont2 = 0

do w h i l e ( kb . l e . p o i n t s )
472 f r a c = ( kb ∗ 1 . ) / ( p o i n t s ∗ 1 . )

gy = 1 . − exp(−lbd_b ) ∗ ( lbd_b + 1 . )
gy = 1 . − gy ∗ f r a c
erro_s2b = 1 0 0 0 .
x_b = 0 . 9

477 do w h i l e ( erro_s2b . gt . erro_s2m )
f x = exp(−lbd_b ∗ x_b) ∗ ( lbd_b ∗ x_b + 1 . ) − gy
dfx = −1. ∗ ( lbd_b ∗∗2) ∗ x_b ∗ exp(−lbd_b ∗ x_b)
x_new = x_b − f x / dfx
erro_s2b = abs (x_new − x_b)

482 x_b = x_new
end do
T_b( kb ) = x_b
kb = kb + 1

end do
487

e l s e ! lbd_b <= −38
do w h i l e ( kb . l e . p o i n t s )

f r a c = ( kb ∗ 1 . ) / ( p o i n t s ∗ 1 . )
gy = l o g (−lbd_b∗ f r a c ) − lbd_b

492 erro_s2b = 1 0 0 0 .
x_b = 0 . 9
do w h i l e ( erro_s2b . gt . erro_s2m )

f x = l o g (−lbd_b∗x_b) − lbd_b∗x_b − gy
dfx = 1/x_b − lbd_b

497
x_new = x_b − f x / dfx
erro_s2b = abs (x_new − x_b)
x_b = x_new
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end do
502 T_b( kb ) = x_b

kb = kb + 1

end do
end i f

507
tau_w = T_w∗Tw_m
tau_b = T_b∗Tb_m

end s u b r o u t i n e

512 ! S4 . Subroutine to c a l c u l a t e w a l l s t a b l e a n g l e
s u b r o u t i n e Newton_PHI

i m p l i c i t none
i n t e g e r i
r e a l k1 , k2 , f1 , df1 , x , xa , erro , Ch , g , rhoB , es , Pa , Phi , depth , Ang , p i

517 COMMON /NewtonPhi/Ch , g , rhoB , es , Phi , depth , Ang , p i

i =0
k1 = Ch/( g∗rhoB∗ depth )
k2 = tan ( Phi ) ∗ ( rhoB − e s ∗ 1 0 0 0 . ) / 1 0 0 0 .

522
e r r o =1000000.
x = p i / 4 .

do w h i l e ( e r r o . gt . 0 . 0 0 0 0 1 )

527 f 1 = k2 ∗( cos ( x ) ) ∗ ∗ 2 − s i n (2∗ x ) / 2 . − k1
df1 = −2∗k2∗ cos ( x ) − cos (2∗ x )

xa = x − f 1 / df1
e r r o = abs ( x−xa )

532 x=xa
i=i +1

end do
Ang = x

537 end s u b r o u t i n e

! D e s c r i p t i o n o f v a r i a b l e s :
! A l l u n i t s i n SI !

542 !
! i n t e g e r
! No = Number o f e v e n t s
! i = g e n e r a l counter o f e v e t n s ( f i r s t loop l a y e r )
! j = s p e c i f i c counter o f e v e n t s ( second loop l a y e r )

547 ! i 0 = event that c a u s e s i n i t i a l i n c i s i o n
! test_depth2 = a u x i l i a r v a r i a b l e to t e s t i f depth > n e l
!
! l o g i c a l
! test_depth1 = a u x i l i a r v a r i a b l e to t e s t i f depth > n e l

552 !
! r e a l − g e n e r a l v a r i a b l e s
!Q( i ) = peak d i s c h a r g e (m3/ s ) > assumed equal to the I30 o f the r a i n f a l l event − v e c t o r
! q = event peak d i s c h a r g e (m3/ s )
! t = event d u r a t i o n − f i x e d at 30 minutes > t = 1 8 0 0 . ( Alencar e t al , 2019 − HESS)

557 ! n = Maner c o e f f i c i e n t > s e e data i n Chow ( 1 9 5 9 ) − Table5 −6 page 110
! S = Slope i n m/m
! Kr = R i l l e r o d i b i l i t y ( s /m) > s e e e q u a t i o n from WEPP model ( Flanagan 1995) and A l b e r t s 1989
! tauC = C r i t i c a l s h e a r s t r e s s (Pa) > s e e e q u a t i o n from WEPP model ( Flanagan 1995) and A l b e r t s 1989
! rhoB = Bulk d e n s i t y ( kg/m3)

562 ! rhoW = Density o f water (1000 kg/m3)
! g = g r a v i t y a c c e l e r a t i o n > g = 9 . 7 8 0 4 m/ s2 > from WGS84 model − g = g45 − 0 . 5 ( g90−g0 )∗ cos (2∗ Lat )
! [ g0 = 9 . 7 8 0 ; g45 = 9 . 8 0 6 ; g90 = 9 . 8 3 2 ; Lat = 5 ]

!Gw = S p e c i f i c weight o f water > Da∗g
567 !NEL = depth o f the Non−E r o d i b l e Layer (m) > obtained from measurements

! ch = s o i l c o h e s i o n (Pa)
! phi = i n t e r n a l f r i c t i o n a n g l e ( i n d e g r e e s )
! p i = 3.1415926536
!

572 ! r e a l − event ’ s v a r i a b l e s
! par1 = f l o w parameter = ( n Q/S ^ 0 . 5 ) ^ 0 . 3 7 5
! tauA = event ’ s average s h e a r s t r e s s (Pa) − used on the f i r s t i n c i s i o n , i n the watson e q u a t i o n s
! w0 = width o f i n i t i a l i n c i s i o n ( i n meters −− watson e q u a t i o n s )
! Mr = downward movement r a t e (m. s −1)

577 ! width = channel width (m)
! depth = channel depth (m)
! area = channel area (m2)
! flow_w = f l o w width (m)
! flow_d = f l o w depth (m)

582 ! w_step , b_step = l e n g t h o f the r e s o l u t i o n f o r the c a l c u l a t i o n o f s h e a r s t r e s s ; by defaut ,
! the s e c t i o n i s d i v i d e d i n 80 p o i n t s .
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! dt_w , dt_b = s h e a r s t r e s s d i s t r i b u t i o n s ( v e c t o r )
! Dr_w, Dr_b = detachment r a t e ( v e c t o r s )

587 ! da_w , da_b = t o t a l d i s p l a c e d area ( eroded area ) due to the detachement r a t e .
! new_area , new_depth , new_width = g e o m e t r i c p r o p e r t i e s o f the a l t e r e d ( eroded ) s e c t i o n .
! Equations keep r e c t a n g u l a r geometry .

! max_increase_depth = t e s t f o r maximum depth
592 ! area_SM , width_SM = v a r i a b l e s i f the Sidorchuk model s u b r o u t i n e i s t r i g g e r e d

! v a r i a b l e s i n s u b r o u t i n e ∗ shear_const ∗
! flow_a = f l o w area (m2)
! flow_p = f l o w wet p e r i m e t e r (m)
! Rh = h y d r a u l i c r a d i u s (m)

597 ! T0 = h y d r a u l i c average s h e a r s t r e s s = g∗rhoW∗S∗Rh (Pa)
! Lb = bed l e n g t h (m)
!Lw = w a l l lengh (m)
! Lr = Length r a t i o (−)
! Cfs , SFw = a u x i l i a r v a r i a b l e s ( Knight 2000)

602 !Tw_a = average s h e a r s t r e s s on the w a l l (Pa)
! Tb_a = average s h e a r s t r e s s on the bed (Pa)
!Tw_m = max s h e a r s t r e s s on the w a l l (Pa)
!Tb_m = max s h e a r s t r e s s on the bed (Pa)

607 ! v a r i a b l e s i n s u b r o u t i n e ∗ c a l i b _ l b d ∗
! Tr_b = s h e a r s t r e s s r a t i o a/m f o r the bed
! Tr_w = s h e a r s t r e s s r a t i o a/m f o r the w a l l
! erro_s1m , erro_s1w , erro_s1b = e r r o r s t e s t and max
! cont1w , cont1b = c o u n t e r s

612 ! xs1 , xs1_n = v a r i a b l e ( lbd1 )
! fp , dfp = c a l i b r a t i o n e q u a t i o n s ( from pomce )
! lbd1_w , lbd1_b = a u x i l i a r l b d s
! lbd_w , lbd_b = c a l i b r a t e d lambdas

617 ! v a r i a b l e s i n s u b r o u t i n e ∗ d i s t _ s h e a r ∗
! p o i n t s = number o f p o i n t s on the w a l l and ( h a l f −) bed where the s h e a r s t r e s s w i l l be c a l c u l a t e d
! erro_s2m , erro_s2w , erro_s2b = e r r o r s t e s t and max
! kw , kb = p o s i t i o n c o n t r o l
! x_w, x_b , x_new , gy , fx , dfx

622 !T_w, T_b = a u x i l i a r ( i n t e r n ) v e c t o r s
! tau_w , tau_b = v e c t o r s o f s h e a r s t r e s s ( l e n g t h by d e f a u t = 2 1 ; e x t e r n )

! v a r i a b l e s i n s u b r o u t i n e ∗Newton_PHI∗
! i = counter

627 ! k1 , k2 = a u x i l i a r s
! x , xa , f1 , df1 = newton v a r i a b l e s and f u n c t i o n s
! Ang = anglw o f s t a b i l i t y
!
! a u x i l i a r s

632 ! a1 , b1 , lower = i n f u n c i o n ∗ lower ∗
! a2 , b2 , flow_depth2 , erro2 , erro_M2 , f2 , df2 , x2 , xn2 = i n f u n c t i o n ∗ flow_depth ∗
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C
Appendix C

In this appendix, we present the supplementary material of chapter 4 - Entropy-based temporal
downscaling of precipitation as tool for sediment delivery ratio assessment

Introduction

In Figure C.1 we present the map of pluviometric stations with daily and sub-daily data in
the Brazilian Northeastern Region. As discussed in the main text, there are few stations
monitoring sub-daily precipitations in the region. Additionally, most stations in the left of the
plot have a short time series and/or with gaps.

Materials and methods

The Principle of Maximum Entropy

The Principle of Maximum Entropy (PoME) is grounded on the concept of entropy as a
measure of uncertainty or information, as proposed by (Shannon, 1948). Based on abstraction,
Jaynes (1957a) and Jaynes (1957b) proposed the PoME to obtain the least-biased probability
function on the basis of known information represented as constrains. The Shannon entropy
equation is expressed as (Eq. C.1):

hx = −
∫︂
f(x) ln f(x)dx (C.1)
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Figure C.1: Map of Ville de Paris and Automatic stations in the Brazilian Northeast Managed
by the Brazilian National Water Agency (ANA, 2019).

hx is the total entropy for the variable x. The function f(x) that maximises hx is the one
that does not consider any non-proved hypothesis. To maximize Eq. C.1, subjected to the
constrains, we can formulate the Lagrangian function L (Eq. C.2) and differentiate in respect
to f and equals the derivative to zero (Eq. C.3).

L = −
∫︂ x1

x0
f(x) ln f(x)dx−

n∑︂
r=0

λr

[︃∫︂ x1

x0
f(x) gr(x)dx− Cr

]︃
(C.2)

∂L
∂f

= 0 → ∂L
∂f

= −1 − ln f(x) −
n∑︂

r=0
λr gr(x) = 0 (C.3)

λ0, λ1, ... , λn are the Lagrange multipliers. gr(x) are functions of x related to the
constraints. n is the number of restrictions besides the trivial (r = 0 →

∫︁
f(x)dx = 1).

Solving Equation C.3 for f(x) one finds the probability distribution in terms of the Lagrange
multipliers as in Eq C.4.

f(x) = exp
[︄
−

n∑︂
r=0

λr gr(x)
]︄

(C.4)

The SYPoME Model

Proposed by de Araújo, 2007, the SYPoME (Sediment Yield Model based on the Principle of
Maximum Entropy) allows the user to assess the hillslope sediment production of each event
and is given by Equation C.5:
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Qs = ε̄ A SDR = ε̄ A
eλLm (L0 − x0)λ−

(︂
eλ(L0−x0) − 1

)︂
λL0

(︁
eλ(x0+Lm) − 1

)︁ (C.5)

ε̄ (Mg ha-1 yr-1) is the gross erosion obtained, for example, by using the Universal Soil
Loss Equation (USLE – Wischmeier and Smith, 1978), A (ha) the hillslope contribution area,
L0 the hill slope length (m), Lm the maximum sediment travel distance (m), x0 is the initial
position of erosion in the hillslope and λ is a Lagrange multiplier. The ratio of the sediment
portion that reaches rivers and promotes siltation (Qs) and all mobilised sediment (ε̄ A). The
SDR is restricted to a closed interval (SDR ∈ [0, 1]).

The parameters λ and Lm can be obtained by solving the systems of equations derived
with the PoME (Eq. C.6)


1

Lm
= eλ (x0+L0)/2

eλ (x0+Lm)−1
eλ (x0+Lm)[λ (Lm+x0)−1]−eλ x0 (λ x0−1)

λ (eλ (x0+Lm)−1) = Kv

(︂
ρs

ρs−ρ

)︂
Ω L0
g ε̄ vs

(C.6)

g (m s-2) is the gravity, ρ (kg m-3) is the density of water, ρs (kg m-3) is sediment density,
Ω (J s--1 m-2) the stream power (Eq. C.7) according to Bagnold (1977), vs (m s-1) is the
sediment settling velocity and Kv is the delivery parameter related to surface conditions, which
be calibrated or obtained as function of the parameters CP of the USLE. The system of
Equations C.6 allows us to obtain the two parameters necessary to calculate the SDR.

Ω = ρ g S0RH U (C.7)

S0 (m m-1) is the slope; RH (m) the hydraulic radius that can be approximated to the
flow depth for wide hills; and U (m s-1) is the flow velocity. In his original work, de Araújo,
2007 achieved good results (average absolute error 20%) with the model by using the average
velocity for each event, given by Equation C.8.

Ū =
(︃
D

He

)︃−1
(C.8)

He (mm) is the effective precipitation or total runoff and D (s) the total duration of the
event. Hence, instead of requiring the knowledge of the complete hydrograph, we only need
the information on the effective precipitation initiation and on its end, usually unavailable.

Gross Erosion Assessment

The Universal Soil Loss Equation (Wischmeier and Smith, 1978) is an empirical equation with
simple implementation as expressed by the product below (Eq. C.9):
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ε̄ = RK LS C P (C.9)

R (rainfall and runoff factor or erosivity factor) represents the total energy of an event or
a series of events which may produce erosion; K (erodibility factor) indicates how much the
soil in the studied area is prone to be mobilised by the rain energy; LS (topographic factor) is
the length factor and S the slope factor, directly connected to the topography; C (cover and
management factor) is a measure of the effect of all cover and management variables, such as
type and condition of vegetation and tillage practices; and P (management practice factor)
accounts for good practices to reduce erosion, as contouring and terracing.

Erosivity Factor (R)

In order to calculate the gross erosion by employing the USLE we need to assess the erosivity
value (R – MJ ha-1 h-1). We used two approaches:

i. Probabilistic approach

Based on measured data concerning sub-daily precipitation, we studied the best
probabilistic distribution (uniform, gaussian, two-parameter gamma and beta distributions
were tested) for the variable I30/H. Using an estimated I30 (mm h-1) we calculated the event
erodibility using Equation C.10

R = E I30 (C.10)

E =
{︄

11.9 + 8.73 log10 Ī ∀H < 76.2mm
28.3 ∀H ≥ 76.2mm

(C.11)

where E is a storm’s kinetic energy, given by the Equation C.10. In Eq. C.11 above, H (mm)
is the total precipitation and Ī (mm h-1) the average intensity. Note that we obtain Ī as the
ratio H/D.

ii. Regional approach

Using measured data of rainfall intensities in a semiarid region (de Figueiredo et al.,
2016), an equation for the monthly erosivity was calibrated. Event erosivity was obtained by
distributing the month’s erosivity proportionally to the event’s total precipitation within the
month (Eq. C.12).

Rm = α
(︂

H2
m

Ha

)︂β

Ri,m = Rm Hi,m

Hm

(C.12)
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Rm is the month’s total erosivity, Hm the month’s total precipitation, Ha the average
annual precipitation, and Ri,m the erosivity of the i− th event of the month m, and Hi,m the
precipitation of the i− th event of the month m; α and β are regional calibrated parameters
equalling 565 and 0.42 respectively.

Erodibility factor (K)

Soil erodibility was estimated using the Soil Classification Maps of Brazil (IPECE, 2007) and
the correspondent erodibility factor as obtained experimentally by Silva (1978).

Topography factor (LS)

The topography factor was calculated applying equation C.13.

LS = 0.00984L0.63
r S1.18 (C.13)

Lr = Aq

4 ∑︁
Ldem

(C.14)

where S is the slope in percentage and Lr is the average slope length, given by equation C.14.
Aq is the area of the pixel, sub-basin, or landscape unity and ∑︁

Lden the sum of all water
paths within Aq.

Cover and management practice factor (CP)

We used satellite images (LandSat 8) and field surveys in order to identify the land use. From
land use maps the parameter C was mapped using the values of table 8.8 of Haan, Barfield,
and Hayes (1994, p. 266). The practice factor P was assumed equals the unity, since no
management practices where identified in the areas.

Runoff

To estimate the total runoff per event we used the Soil Conservation Service, 1972 Curve
Number method (Eq. C.15). The CN value was estimated on the basis of land use, soil
properties and antecedent moisture (Mishra and Singh, 2003). Ia accounts for all initial
abstractions and S for the potential maximum retention of the catchment, all in millimetres.
Ia is often represented as a fraction ϕ of S. In this study, ϕ was assumed equals 0.20 for all
study areas. S is a function of CN (Eq. C.16).
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He = (H − Ia)2

(H − Ia + S) (C.15)

S = 25.4
(︃1000

CN − 10
)︃

(C.16)

The duration of the runoff was assumed to be equal to the duration of rainfall for the
small catchments (< 10 hectares). For the medium, such as Aiuaba and Canabrava, field
measurements suggest a duration, on average, 2.5 times longer than the rainfall (de Figueiredo
et al., 2016) and for the larger catchments we used the Snyder, 1938 Unit Hydrograph.

USLE Data

In Table C.1 we present the values of the USLE parameters obtained accordingly to Wischmeier
and Smith (1978). The parameter P was assumed equal to one, for no management practices
were identified in the regions.

Table C.1: Average characteristics of the study areas - LULC, arae and USLE parameters

Name Land Use Area
(km2)

Slope
(%)

Ka L (-) S (-) C (-)

Canabrava Agriculture and open range cattle
rasing

2.9 6.6% 0.032 3.252 0.606 0.01

Aiuaba Conservation area with native vege-
tation (Caatinga)

11.53 18.0% 0.015 3.16 1.944 0.0005

Várzea da Volta Agriculture and open range cattle
raising

155 22.1% 0.028 3.766 2.364 0.028

Acarape Agriculture and open range cattle
raising

208 10.1% 0.037 2.766 1.115 0.015

Sumé 2 Experimental area - Preserved vege-
tation (Caatinga)

0.0107 6.1% 0.021 1.126 0.523 0.008

Sumé 4 Experimental area - Degraded land
without vegetation

0.0048 6.8% 0.021 0.848 0.64 1.000

Gilbués Abandoned land under desertifica-
tion process without vegetation

0.0004 15.6% 0.007 1.083 1.698 0.771

a K in (Mg h MJ-1 mm-1)
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Code - SYPoME

1 PROGRAM SYPoME

! PROGRAM TO SIMULATE SEDIMENT YIELD USING POME−EQUATION
! 1 . VARIABLES DECLARATION

6 INTEGER nprec , i p r e c , n c e l l , i c e l l , nev , iev , i r e p , i
CHARACTER arquivo1 ∗20 , arquivo2 ∗20
CHARACTER∗8 , DIMENSION( 1 0 , 3 0 0 0 ) : : d ia
INTEGER, DIMENSION( 1 0 , 3 0 0 0 ) : : i d
REAL, DIMENSION( 1 0 , 3 0 0 0 ) : : D, dur ,R

11 COMMON /EVENTOS/ id ,D, dur ,R
INTEGER, DIMENSION( 1 0 0 ) : : i g a u g e
REAL ds , vs ,A,K,CP, S0 , S , w0 , fL , L0 , Kv
COMMON /CELULAS/ ds , vs ,A,K,CP, S0 , S , w0 , fL , L0 , Kv, i g a u g e

16 ! 2 . MAIN PROGRAM

CALL ABERTURA( arquivo1 , arquivo2 , nprec , n c e l l , nev , i r e p )

! read r a i n f a l l −r e l a t e d data o f the e v e n t s
21 i p r e c = 0

DO WHILE ( i p r e c . l t . nprec )
i p r e c=i p r e c +1

READ( 2 0 , ∗ ) i
IF ( i . ne . i p r e c ) THEN

26 WRITE( ∗ , ∗ ) ’ I n c o m p a t i b i l i t y between i n d e x e s o f gauge s t a t i o n s ! ! ! ’
WRITE( 2 1 , ∗ ) ’ I n c o m p a t i b i l i t y between i n d e x e s o f gauge s t a t i o n s ! ! ! ’

ENDIF
WRITE( 2 1 , 2 0 1 ) ’ P r e c i p i t a t i o n gauge number . . . . . . . . . . . . . . . . . . . . . ’ , i p r e c
WRITE( 2 1 , ∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’

31 WRITE( 2 1 , ∗ ) ’ i i d date D(mm) Dur ( min ) R(MJ.mm/ha/h ) ’
WRITE( 2 1 , ∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’
WRITE( ∗ , 2 0 1 ) ’ P r e c i p i t a t i o n gauge number . . . . 1 . . . . . . . . . . . . . . . . . ’ , i p r e c
WRITE( ∗ , ∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’
WRITE( ∗ , ∗ ) ’ i i d date D(mm) Dur ( min ) R(MJ.mm/ha/h ) ’

36 WRITE( ∗ , ∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’
i e v = 0

DO WHILE ( i e v . l t . nev )
i e v=i e v+1

READ( 2 0 , ∗ ) i d ( i p r e c , i e v ) , d ia ( i p r e c , i e v ) ,D( i p r e c , i e v ) , dur ( i p r e c , i e v ) ,R( i p r e c , i e v )
41 WRITE( 2 1 , 2 0 2 ) iev , i d ( i p r e c , i e v ) , d ia ( i p r e c , i e v ) ,D( i p r e c , i e v ) , dur ( i p r e c , i e v ) ,R( i p r e c , i e v )

ENDDO
WRITE( 2 1 , ∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’
WRITE( ∗ , ∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’
ENDDO

46
! read p h y s i o g r a p h i c −r e l a t e d data o f the c e l l s and compute sediment y i e l d

SSY = 0
SGEr = 0
i c e l l = 0

51 DO WHILE ( i c e l l . l t . n c e l l )
i c e l l = i c e l l +1

READ ( 2 0 , ∗ ) i c e l l , ds , vs ,A,K,CP, S0 , w0 , Kv, i g a u g e ( i c e l l )
CALL CALCSY( i c e l l , nev , SY, GEr , i r e p )
SSY = SSY + SY

56 SGEr = SGEr + GEr
ENDDO

! c l o s e program
WRITE( 2 1 , 2 0 3 ) ’ Watershed g r o s s e r o s i o n ( kg ) . . . . . . . . . . . . . ’ ,SGEr

61 WRITE( 2 1 , 2 0 3 ) ’ Watershed sediment y i e l d ( kg ) . . . . . . . . . . . . ’ ,SSY
WRITE( 2 1 , 2 0 4 ) ’ Watershed average d e l i v e r y r a t i o . . . . . . . . . ’ ,SSY/SGer
WRITE( 2 1 , ∗ )
WRITE( 2 1 , ∗ ) ’ Program concluded s u c c e s s f u l l y . ’
WRITE( ∗ , 2 0 3 ) ’ Watershed g r o s s e r o s i o n ( kg ) . . . . . . . . . . . . . ’ ,SGEr

66 WRITE( ∗ , 2 0 3 ) ’ Watershed sediment y i e l d ( kg ) . . . . . . . . . . . . ’ ,SSY
WRITE( ∗ , 2 0 4 ) ’ Watershed average d e l i v e r y r a t i o . . . . . . . . . ’ ,SSY/SGer
WRITE( ∗ , ∗ )
WRITE( ∗ , ∗ ) ’ Program concluded s u c c e s s f u l l y . ’
CLOSE( 2 0 )

71 CLOSE( 2 1 )
201 FORMAT ( a50 , i 4 )
202 FORMAT ( i5 , 2 x , i5 , 2 x , a8 , 2 x , f 6 . 2 , 5 x , f 8 . 1 , 5 x , f 7 . 1 )
203 FORMAT ( a44 , e10 . 4 )
204 FORMAT ( a44 , f 5 . 3 )

76 END

! 3 . SUBROUTINE THAT OPENS PROGRAM

SUBROUTINE ABERTURA( arquivo1 , arquivo2 , nprec , n c e l l , nev , i r e p )
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81
CHARACTER arquivo1 ∗20 , arquivo2 ∗20 , t i t l e ∗20
INTEGER nprec , n c e l l , nev , i r e p

WRITE( ∗ , ∗ ) ’ SEDIMENT−YIELD ESTIMATION − SYPOME3 ’
86 WRITE( ∗ , ∗ )

WRITE( ∗ , ∗ ) ’ ∗ Vers ion 3 ’
WRITE( ∗ , ∗ ) ’ ∗ SY e q u a t i o n based on the p r i n c i p l e o f maximum entropy ’
WRITE( ∗ , ∗ ) ’ ∗ Program can only compute up to 3000 e v e n t s ’
WRITE( ∗ , ∗ ) ’ ’

91 WRITE( ∗ , ∗ ) ’ U n i v e r s i d a d e F e d e r a l do Ceara ’
WRITE( ∗ , ∗ ) ’ Jose C a r l o s de Araujo ’
WRITE( ∗ , ∗ ) ’ Technische U n i v e r s i t a t B e r l i n ’
WRITE( ∗ , ∗ ) ’ Pedro Alencar ’
WRITE( ∗ , ∗ ) ’ 2019 ’

96 WRITE( ∗ , ∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’

WRITE( ∗ , ∗ ) ’ Type the name o f the input f i l e : ’
READ( ∗ , 3 0 2 ) arquivo1
OPEN( 2 0 , f i l e =arquivo1 , s t a t u s= ’ o ld ’ )

101 READ( 2 0 , ∗ ) t i t l e
! OPEN( 2 0 , f i l e =’ i n . txt ’ , s t a t u s =’ old ’ )

WRITE( ∗ , ∗ )
WRITE( ∗ , ∗ ) ’ Type the name o f the output f i l e : ’
READ( ∗ , 3 0 2 ) arquivo2

106 OPEN( 2 1 , f i l e =arquivo2 , s t a t u s= ’ new ’ )
WRITE( ∗ , ∗ )

! OPEN( 2 1 , f i l e =’ out . txt ’ , s t a t u s =’new ’ )
WRITE( ∗ , ∗ ) ’Do you need a complete ( 1 ) or a s i m p l i f i e d ( 2 ) r e p o r t ? ’
READ( ∗ , ∗ ) i r e p

111 IF ( i r e p . ne . 1 . and . i r e p . ne . 2 ) THEN
WRITE( ∗ , ∗ ) ’ The number i s not an o p t i o n . D e f a u l t ( complete ) r e p o r t w i l l be provided ’
i r e p = 1

ENDIF

116 WRITE( 2 1 , ∗ ) ’ SEDIMENT−YIELD ESTIMATION − SYPOME3 ’
WRITE( 2 1 , ∗ )
WRITE( 2 1 , ∗ ) ’ ∗ Vers ion 3 ’
WRITE( 2 1 , ∗ ) ’ ∗ SY e q u a t i o n based on the p r i n c i p l e o f maximum entropy ’
WRITE( 2 1 , ∗ ) ’ ∗ Program can only compute up to 3000 e v e n t s ’

121 WRITE( 2 1 , ∗ ) ’ ’
WRITE( 2 1 , ∗ ) ’ U n i v e r s i d a d e F e d e r a l do Ceara ’
WRITE( 2 1 , ∗ ) ’ Technische U n i b v e r s i t a t B e r l i n ’
WRITE( 2 1 , ∗ ) ’ Jose C a r l o s de Araujo ’
WRITE( 2 1 , ∗ ) ’ Pedro Alencar ’

126 WRITE( 2 1 , ∗ ) ’ 2019 ’
WRITE( 2 1 , ∗ )
WRITE( 2 1 , ∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’
WRITE( 2 1 , ∗ ) ’ T i t l e : ’ , t i t l e
WRITE( ∗ , ∗ ) ’ T i t l e : ’ , t i t l e

131 WRITE( 2 1 , ∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’
WRITE( 2 1 , 3 0 1 ) ’ Input f i l e . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ’ , " d e f a u t "
WRITE( 2 1 , 3 0 1 ) ’ Output f i l e . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ’ , " d e f a u t "
WRITE( ∗ , ∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’
WRITE( ∗ , 3 0 1 ) ’ Input f i l e . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ’ , " d e f a u t "

136 WRITE( ∗ , 3 0 1 ) ’ Output f i l e . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ’ , " d e f a u t "

READ( 2 0 , ∗ ) nprec
READ( 2 0 , ∗ ) n c e l l
READ( 2 0 , ∗ ) nev

141 WRITE( 2 1 , 3 0 3 ) ’ Number o f p r e c i p i t a t i o n gauges . . . . . . . . . . . . . . . . . ’ , nprec
WRITE( 2 1 , 3 0 3 ) ’ Number o f c e l l s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ’ , n c e l l
WRITE( 2 1 , 3 0 3 ) ’ Number o f e v e n t s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ’ , nev
WRITE( 2 1 , ∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’
WRITE( ∗ , 3 0 3 ) ’ Number o f p r e c i p i t a t i o n gauges . . . . . . . . . . . . . . . . . ’ , nprec

146 WRITE( ∗ , 3 0 3 ) ’ Number o f c e l l s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ’ , n c e l l
WRITE( ∗ , 3 0 3 ) ’ Number o f e v e n t s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ’ , nev
WRITE( ∗ , ∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’

301 FORMAT ( a50 , a20 )
302 FORMAT ( a20 )

151 303 FORMAT ( a50 , i 4 )
END

! 4 . SUBROUTINE THAT COMPUTES SEDIMENT YIELD

156 SUBROUTINE CALCSY( i c e l l , nev , SY, GEr , i r e p )

INTEGER i c e l l , nev , iev , i r e p
REAL SY, SYi , GEr , GEri , beta
INTEGER, DIMENSION( 1 0 0 ) : : i g a u g e

161 REAL ds , vs ,A,K,CP, S0 , S , w0 , fL , L0 , Kv
COMMON /CELULAS/ ds , vs ,A,K,CP, S0 , S , w0 , fL , L0 , Kv, i g a u g e

L0 = 10000∗A/(2∗w0)
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IF ( S0 . l t . 0 . 0 9 0 ) THEN
166 S = 1 0 . 8 ∗ SIN (ATAN( S0 ))+0.03

ELSE
S = 1 6 . 8 ∗ SIN (ATAN( S0 )) −0.50

ENDIF
beta = 1 1 . 1 6 ∗ SIN (ATAN( S0 ) ) / ( 3 ∗ ( SIN (ATAN( S0 ) ) ∗ ∗ 0 . 8 ) + 0 . 5 6 )

171 fL = ( L0 / 2 2 . 1 ) ∗ ∗ ( beta /( beta +1))

WRITE( ∗ , 4 0 0 ) ’ C e l l number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ’ , i c e l l
WRITE( ∗ , 4 0 1 ) ’ Area ( ha ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ’ ,A
WRITE( ∗ , 4 0 1 ) ’ S o i l d e n s i t y ( − ) . . . . . . . . . . . . . . . . . . . . . . . . . . . ’ , ds

176 WRITE( ∗ , 4 0 1 ) ’ Sedimentation v e l o c i t y (m/ s ) . . . . . . . . . . . . . . . ’ , vs
WRITE( ∗ , 4 0 3 ) ’ Drainage l e n g t h w0 (m ) . . . . . . . . . . . . . . . . . . . . . ’ ,w0
WRITE( ∗ , 4 0 3 ) ’ Slope l e n g t h L0 (m ) . . . . . . . . . . . . . . . . . . . . . . . . ’ , L0
WRITE( ∗ , 4 0 1 ) ’ S o i l e r o d i b i l i t y ( ton . h/MJ/mm ) . . . . . . . . . . . . . ’ ,K
WRITE( ∗ , 4 0 2 ) ’ Land−use f a c t o r CP ( − ) . . . . . . . . . . . . . . . . . . . . . ’ ,CP

181 WRITE( ∗ , 4 0 2 ) ’ Average s l o p e S0 (−) . . . . . . . . . . . . . . . . . . . . . . ’ , S0
WRITE( ∗ , 4 0 1 ) ’ Slope f a c t o r S ( − ) . . . . . . . . . . . . . . . . . . . . . . . . . ’ , S
WRITE( ∗ , 4 0 1 ) ’ Slope l e n g t h f a c t o r L ( − ) . . . . . . . . . . . . . . . . . . ’ , fL
WRITE( ∗ , 4 0 1 ) ’ Vegetat ion parameter Kv . . . . . . . . . . . . . . . . . . . ’ ,Kv

186 WRITE( 2 1 , 4 0 0 ) ’ C e l l number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ’ , i c e l l
WRITE( 2 1 , 4 0 1 ) ’ Area ( ha ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ’ ,A
WRITE( 2 1 , 4 0 1 ) ’ S o i l d e n s i t y ( − ) . . . . . . . . . . . . . . . . . . . . . . . . . . . ’ , ds
WRITE( 2 1 , 4 0 1 ) ’ Sedimentation v e l o c i t y (m/ s ) . . . . . . . . . . . . . . . ’ , vs
WRITE( 2 1 , 4 0 3 ) ’ Drainage l e n g t h w0 (m ) . . . . . . . . . . . . . . . . . . . . . ’ ,w0

191 WRITE( 2 1 , 4 0 3 ) ’ Slope l e n g t h L0 (m ) . . . . . . . . . . . . . . . . . . . . . . . . ’ , L0
WRITE( 2 1 , 4 0 1 ) ’ S o i l e r o d i b i l i t y ( ton . h/MJ/mm ) . . . . . . . . . . . . . ’ ,K
WRITE( 2 1 , 4 0 2 ) ’ Land−use f a c t o r CP ( − ) . . . . . . . . . . . . . . . . . . . . . ’ ,CP
WRITE( 2 1 , 4 0 2 ) ’ Average s l o p e S0 (−) . . . . . . . . . . . . . . . . . . . . . . ’ , S0
WRITE( 2 1 , 4 0 1 ) ’ Slope f a c t o r S ( − ) . . . . . . . . . . . . . . . . . . . . . . . . . ’ , S

196 WRITE( 2 1 , 4 0 1 ) ’ Slope l e n g t h f a c t o r L ( − ) . . . . . . . . . . . . . . . . . . ’ , fL
WRITE( 2 1 , 4 0 1 ) ’ Vegetat ion parameter Kv . . . . . . . . . . . . . . . . . . . ’ ,Kv
WRITE( 2 1 , 4 0 0 ) ’ Number o f r a i n f a l l s t a t i o n . . . . . . . . . . . . . . . . ’ , i g a u g e ( i c e l l )
IF ( i r e p . eq . 1 ) THEN

WRITE( 2 1 , ∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’
201 WRITE( 2 1 , ∗ ) ’ i d g r o s s −e r ( kg ) Stream−pw( J/ s /m2) Lambda(1/m) Lm(m) SDR SY( kg/ha ) ’

WRITE( 2 1 , ∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’
ENDIF
SY = 0
GEr = 0

206 i e v = 0
DO WHILE ( i e v . l t . nev )

i e v=i e v+1
CALL EVENT( i c e l l , iev , GEri , SYi , i r e p )
GEr = GEr + GEri

211 SY = SY + SYi
ENDDO
WRITE( ∗ , ∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’
WRITE( ∗ , 4 0 4 ) ’ Total g r o s s e r o s i o n ( kg ) i n t h i s c e l l . . . . ’ ,GEr
WRITE( ∗ , 4 0 4 ) ’ Total sediment y i e l d ( kg ) . . . . . . . . . . . . . . . . ’ ,SY

216 WRITE( ∗ , 4 0 5 ) ’ Global sediment d e l i v e r y r a t i o . . . . . . . . . . . ’ ,SY/GEr
WRITE( ∗ , ∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’
WRITE( 2 1 , ∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’
WRITE( 2 1 , 4 0 4 ) ’ Total g r o s s e r o s i o n ( kg ) i n t h i s c e l l . . . . ’ ,GEr
WRITE( 2 1 , 4 0 4 ) ’ Total sediment y i e l d ( kg ) . . . . . . . . . . . . . . . . ’ ,SY

221 WRITE( 2 1 , 4 0 5 ) ’ Global sediment d e l i v e r y r a t i o . . . . . . . . . . . ’ ,SY/GEr
WRITE( 2 1 , ∗ ) ’−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−− ’

400 FORMAT ( a44 , i 6 )
401 FORMAT ( a44 , f 9 . 3 )
402 FORMAT ( a44 , f 9 . 4 )

226 403 FORMAT ( a44 , f 9 . 2 )
404 FORMAT ( a44 , e10 . 4 )
405 FORMAT ( a44 , f 5 . 3 )

END

231 ! 5 . SUBROUTINE THAT PROCESSES DATA FROM EACH EVENT

SUBROUTINE EVENT( i c e l l , iev , GEri , SYi , i r e p )

INTEGER iev , i r e p , i c e l l
236 REAL Lm,SDR, eps , e r o s i o n , streamp , f2 , L2

REAL GEri , SYi
INTEGER, DIMENSION( 1 0 0 ) : : i g a u g e
REAL ds , vs ,A,K,CP, S0 , S , w0 , fL , L0 , Kv
COMMON /CELULAS/ ds , vs ,A,K,CP, S0 , S , w0 , fL , L0 , Kv, i g a u g e

241 INTEGER, DIMENSION( 1 0 , 3 0 0 0 ) : : i d
REAL, DIMENSION( 1 0 , 3 0 0 0 ) : : D, dur ,R
COMMON /EVENTOS/ id ,D, dur ,R

eps = R( i g a u g e ( i c e l l ) , i e v )∗K∗CP∗S∗ fL /10
246 e r o s i o n = 10000∗A∗ eps

GEri = e r o s i o n
streamp = 9807∗L0∗S0 ∗(D( i g a u g e ( i c e l l ) , i e v ) / 1 0 0 0 ) / ( 6 0 ∗ dur ( i g a u g e ( i c e l l ) , i e v ) )
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f 2 = Kv∗( ds /( ds −1))∗ streamp ∗L0 / ( 9 . 8 0 7 ∗ eps ∗ vs )

251 CALL PARAM( L0 ,Lm, L2 ,SDR, f 2 )
SYi = e r o s i o n ∗SDR
IF ( i r e p . eq . 1 ) THEN

WRITE( 2 1 , 5 0 1 ) i d ( i g a u g e ( i c e l l ) , i e v ) , e r o s i o n , streamp , L2 ,Lm,SDR, SYi/A
ENDIF

256 501 FORMAT( i5 , 2 x , e9 . 3 , 5 x , e8 . 3 , 8 x , e8 . 2 , 4 x , f 9 . 2 , 2 x , f 5 . 3 , 3 x , f 1 0 . 4 )

END

! 6 . SUBROUTINE TO COMPUTE VARIABLE SDR AND PARAMETERS Lm & L2
261

SUBROUTINE PARAM( L0 ,Lm, L2 ,SDR, f 2 )

INTEGER i 1
LOGICAL run1

266 REAL L0 ,Lm, L2 ,SDR, f 2
REAL Lm1, Lm2, Lm3, t o l 1 , err1 , nmax1
REAL∗8 h1 , h2 , h3 , a , b , aux_log

Lm1 = L0 / 1 0 0 .
271 x0 = L0−Lm1

CALL Lambda( L0 , f2 , x0 , Lm1, L2 )
a = L2 ∗(Lm1+x0 )
b = L2∗x0
h1 = l o g ( a − 1 . − ( b − 1 . ) ∗ exp(−L2∗Lm1) ) − l o g ( f 2 ∗L2 ) − l o g ( 1 . − exp(−a ) )

276
! p r i n t ∗ , L2 , f2 , f 2 ∗L2 , l o g ( f 2 ∗L2 )

Lm2 = 50∗L0
x0 = 0 .

281 CALL Lambda( L0 , f2 , x0 , Lm2, L2 )
a = L2 ∗(Lm2+x0 )
b = L2∗x0
a l f a = a/b
h2 = l o g ( a − 1 . − ( b − 1 . ) ∗ exp(−L2∗Lm2) ) − l o g ( f 2 ∗L2 ) − l o g ( 1 . − exp(−a ) )

286

i 1 = 0
t o l 1 = 0 . 0 0 1
nmax1 = 1 0 0 .

291 run1 = .TRUE.
DO WHILE ( run1 )

i 1 = i 1 +1

Lm3 = (ABS( h1 )∗Lm2+ABS( h2 )∗Lm1) / (ABS( h1)+ABS( h2 ) )
296 x0 = MAX( 0 . , L0−Lm3)

CALL Lambda( L0 , f2 , x0 , Lm3, L2 )
a = L2 ∗(Lm3+x0 )
b = L2∗x0

301 aux_log = ( b−1)∗ exp(−L2∗Lm3)
aux_log = ( a−1) − aux_log
aux_log = abs ( aux_log )

h3 = l o g ( aux_log ) − l o g ( f 2 ∗L2 ) − l o g ( 1 . − exp(−a ) )
306 IF ( h3∗h2 . l e . 0 . ) THEN

Lm1 = Lm3
h1 = h3

ELSE
IF ( h3∗h1 . l e . 0 . ) THEN

311 Lm2 = Lm3
h2 = h3

ELSE
IF (ABS( h1 ) . l e .ABS( h2 ) ) THEN

Lm2 = Lm3
316 h2 = h3

ELSE
Lm1 = Lm3
h1 = h3

ENDIF
321 ENDIF

ENDIF
e r r 1 = ABS( h3 )
IF ( e r r 1 . l e . t o l 1 . or . i 1 . ge . nmax1 ) THEN

run1 = . FALSE .
326 ENDIF

ENDDO
Lm = Lm3
x0 = max ( 0 . , L0−Lm)
CALL Lambda( L0 , f2 , x0 ,Lm, L2 )

331
SDR = ( L0−x0 )/ L0
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SDR = SDR∗( fexp ( L2∗Lm)−L2 ∗( L0−x0 ) / 2 . )
SDR = SDR/ fexp ( L2 ∗( x0+Lm) )

336 END

! 7 . SUBROUTINE TO COMPUTE PARAMETER LAMBDA−2, GIVEN L0 , f 2 AND Lm

SUBROUTINE Lambda( L0 , f2 , x0 ,Lm, L2 )
341

INTEGER i 2
LOGICAL run2
REAL L0 , f2 , x0 ,Lm, L2
REAL xm, L21 , L22 , L23 , t o l 2 , err2 , nmax2

346 REAL∗8 g1 , g2 , g3 , c1 , c2 , c3

i 2 = 0 .

nmax2 = 1 0 0 .
351 t o l 2 = 0 . 0 0 1

xm = ( x0+L0 ) / 2 .

L21 = (5E−8)/Lm
c1 = L21 ∗ ( 0 . 5 ∗ ( L0−x0 ) + Lm)

356 g1 = l o g ( L21∗Lm) + c1 − l o g ( 1 . − exp(−L21 ∗( x0+Lm) ) )

L22 = 0 . 0 1
c2 = L22 ∗ ( 0 . 5 ∗ ( L0−x0 ) + Lm)
g2 = l o g ( L22∗Lm) + c2 − l o g ( 1 . − exp(−L22 ∗( x0+Lm) ) )

361
i 2 = 0 .
run2 = .TRUE.
DO WHILE ( run2 )

i 2 = i 2 +1.
366 L23 = (ABS( g1 )∗ L22+ABS( g2 )∗ L21 ) / (ABS( g1)+ABS( g2 ) )

L23 = MAX( L23 , ( 5 E−8)/Lm)
c3 = L23 ∗ ( 0 . 5 ∗ ( L0−x0 ) + Lm)
g3 = l o g ( L23∗Lm) + c3 − l o g ( 1 . − exp(−L23 ∗( x0+Lm) ) )

371 IF ( g3 ∗ g2 . l e . 0 . ) THEN
L21 = L23
g1 = g3

ELSE
IF ( g3 ∗ g1 . l e . 0 . ) THEN

376 L22 = L23
g2 = g3

ELSE
IF (ABS( g1 ) . l e .ABS( g2 ) ) THEN

L22 = L23
381 g2 = g3

ELSE
L21 = L23
g1 = g3

ENDIF
386 ENDIF

ENDIF
e r r 2 = ABS( g3 )
IF ( e r r 2 . l e . t o l 2 . or . i 2 . ge . nmax2 ) THEN

run2 = . FALSE .
391 ENDIF

ENDDO
! requirement due to numerical s t a b i l i t y

IF ( L23∗Lm. l t . 5E−8) THEN
L23 = (5E−8)/Lm

396 ELSE
IF ( L23∗Lm. gt . 1 . ) THEN

L23 = 1 . /Lm
ENDIF

ENDIF
401 L2 = L23

END

! Function that computes approximation o f exp ( x ) − 1 u s i n g McLaurin s e r i e s
REAL FUNCTION fexp ( x )

406 REAL x
fexp = x+(x ∗∗2)/2+( x ∗∗3)/6+( x ∗∗4)/24+( x ∗∗5)/120
END
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Appendix D

In this appendix, we present the structure of the package "fdClassify" (Table D.1) and usage
of available functions of pre-processing, identification and visualization. The source code and
package are available at https://github.com/pedroalencar1/fdClassify. To install the package
in R, use the following command

1 d e v t o o l s : : i n s t a l l _ g i t h u b ( " p e d r o a l e n c a r 1 / f d C l a s s i f y " )
l i b r a r y ( f d C l a s s i f y )

Table D.1: List of functions available in the package fdClassity

Function Description
1 actual_evap_day Calculate daily actual evaporation
2 alencar2021 FD identification method proposed by Pedro Alencar
3 Christian2020 FD identification method from Christian et al. (2020)
4 Christian_clean_data_week Function to clean the ESR data
5 conf_matrix Auxiliar function for calculating and exporting confusion matrix
6 eddi Calculate EDDI
7 eddi_percentile Function to calculate EDDI in percentiles on a week acc. time
8 f.anomaly Function to calculate anomalies
9 f.pentad Accumulation into pentads
10 f.percentile Percentile function
11 f.spei Standard Precipitation Evaporation Index calculation
12 f.week Accumulation into weeks
13 f.year Separation by years - Internal function
14 FordLabosier2017 Method of Ford and Labosier (2017)
15 FordLabosier_gs Modified method of Ford and Labosier (2017)
16 get.nc.data Function to extract data from ERA5 raw data
17 get_df_era5 Generate DF from ERA5 raw (netcedf) data
18 get_df_fluxnet Generate DF from FLUXNET raw data
19 hargreaves_day Hargreaves-Samany daily-ET0 function
20 multicriteria_fd Multiple criteria method of FD classification
21 Noguera2020 FD identification based on Noguera et al. (2020)
22 Osman2021 FD identification based on Osman et al. (2020)
23 param_loglogist Calibrate parameters of multiple log-logist functions
24 Pendergrass2020 FD identification by Pendergrass et al. (2021)
25 penman_day penman_day - Daily ET0 using Penman-Monteith
26 prepare.nc Prepare .nc files
27 process_all Process all methods with default values
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In this appendix, we present additional publications in international conferences.

A. Alencar PHL, de Araújo JC, Paton EN. Gully-walls soil loss effect on gully modelling: a
Brazilian Semiarid case of study. EGU2018 (2018)

B. Alencar PHL, de Araújo JC, Teixeira AS. Small permanent gullies: modelling and
application to a semiarid region. EGU2020 (2020)

C. Alencar PHL, de Araújo JC, Paton EN. Flash Drought identification – a comparison of
definitions across different datasets. EGU2021 (2021)

D. Alencar PHL, de Araújo JC, Paton EN. Entropy-based temporal downscaling of
precipitation as tool for SDR assessment. MaxEnt21 - 40th International Workshop on
Bayesian Inference and Maximum Entropy Methods in Science and Engineering (2021)

E. Paton EN, Alencar PHL, Vogel J, Nehls T, Kluge B. Durren und ihre Compounds:
Extrema, Synchronizität un Trendverhaltend. Tag der Hydrologie (2021)

197



E. Appendix E

198



199



E. Appendix E

200



201



E. Appendix E

202


	Title Page
	Zusammenfassung
	Abstract
	Resumo
	Table of Contents
	List of Figures
	List of Tables
	1 Introduction
	1.1 Hydrology and extreme weather
	1.2 Hydrology and data
	1.3 Motivation
	1.4 State of the Art
	1.4.1 Linear erosion
	1.4.2 Sediment yield and sediment delivery ratio
	1.4.3 Droughts and Flash Droughts
	1.4.4 Entropy Theory

	1.5 Research questions and objectives
	1.6 Data structure
	1.7 Dissertation structure and articles overview

	2 Physically-based model for gully simulation: Application to the Brazilian Semiarid Region 
	2.1 Introduction
	2.2 Materials and methods
	2.2.1 Study area
	2.2.2 Topography survey
	2.2.3 Soil data
	2.2.4 Rainfall data
	2.2.5 Gully modelling
	2.2.5.1 Adapted Foster and Lane Model (FLM-λ)
	2.2.5.2 Coupled Model – Foster and Lane & Sidorchuk Model (FL-SM)

	2.2.6 Model fitness evaluators

	2.3 Results
	2.3.1 Gully modelling
	2.3.1.1 Threshold analysis
	2.3.1.2 Rainfall intensity

	2.3.2 Model evaluators
	2.3.3 Gully growing modelling
	2.3.4 Landscape development impacts on gully erosion

	2.4 Discussion
	2.4.1 Model limitations
	2.4.1.1 Foster and Lane Model (FLM)
	2.4.1.2 Sidorchuk Model (SM)
	2.4.1.3 Proposed Models

	2.4.2 Data limitations
	2.4.2.1 Topographic data
	2.4.2.2 Soil data
	2.4.2.3 Rainfall data


	2.5 Conclusions

	3 Entropy-based Model for Gully Erosion – a Combination of Probabilistic and Deterministic Components 
	3.1 Introduction
	3.2 Materials and Methods
	3.2.1 Entropy-Based Gully Erosion Model (EBGEM)
	3.2.1.1 The Principle of Minimum Cross-Entropy (POMCE)

	3.2.2 Cross-entropy shear stress equation
	3.2.3 Experimental Areas
	3.2.4 Topography and soil survey
	3.2.5 Rainfall data

	3.3 Results
	3.3.1 Cross-entropy shear stress equation
	3.3.2 Entropy-based gully erosion model (EBGEM)
	3.3.3 Gully growth modelling

	3.4 Discussion
	3.4.1 Entropy-based gully erosion model (EBGEM)
	3.4.2 Cross-entropy shear stress equation

	3.5 Conclusions

	4 Entropy-based method for temporal downscaling of precipitation to improve sediment delivery ratio assessment 
	4.1 Introduction
	4.2 Materials and Methods
	4.2.1 Maximum Entropy Distribution of Rainfall Intensity and Duration—MEDRID Method
	4.2.1.1 Other literature approach

	4.2.2 Sediment Yield-PoME – SYPOME Method
	4.2.3 Monte Carlo and MEDRID-SYPoME coupling
	4.2.4 Gross erosion and siltation assessment
	4.2.5 Study area

	4.3 Results
	4.3.1 Probability distributions functions - MEDRID
	4.3.2 Sediment yield modelling

	4.4 Discussion
	4.4.1 Probability distributions functions - MEDRID
	4.4.2 Sediment yield modelling

	4.5 Conclusions

	5 How do we identify flash droughts? A study case in Central Europe Croplands
	5.1 Introduction
	5.2 Materials and Methods
	5.2.1 Flash Drought Identification Methods
	5.2.2 Comparison Metrics
	5.2.2.1 Synchronicity metrics
	5.2.2.2 Confusion Matrix

	5.2.3 Data and study areas

	5.3 Results and Discussion
	5.4 Conclusions

	6 Flash Drought Visualization: Shiny App
	6.1 Shiny applications
	6.2 FD-Viz

	7 Summary, conclusions, and outlook
	7.1 Gully erosion
	7.2 Sediment Yield
	7.3 Flash drought
	7.4 Outlook

	References
	Appendix A Appendix A
	Appendix B Appendix B 
	Appendix C Appendix C 
	Appendix D Appendix D 
	Appendix E Appendix E 

