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RESUMO

NOMA (non-orthogonal multiple access) e MIMO (multiple-input multiple-output) massivo
sdo duas tecnologias essenciais para atender os exigentes requisitos da quinta geracdo (5G)
das redes de comunicagdo sem fio. Especificamente, através de um nimero massivo de an-
tenas, o MIMO massivo explora o dominio espacial para atender multiplos usudrios em pa-
ralelo. A técnica NOMA também serve multiplos usudrios simultaneamente, mas diferente-
mente do MIMO, a transmissao paralela € realizada através do dominio da poténcia, em que os
usudarios utilizam SIC (successive interference cancellation) para efetuar a recep¢do. A jungao
de MIMO massivo e NOMA consegue fornecer ganhos de desempenho ainda maiores. No
entanto, devido a vdrios problemas, como pequeno espagamento entre antenas, alta correlagdo
espacial e desvanecimento profundo em canais sem fio, o desempenho do sistema ainda pode
ser degradado e a confiabilidade da comunicacao afetada, o que nao é desejado nas exigentes
redes 5G. Felizmente, foi demonstrado que a instalagdo de antenas com polaridades ortogo-
nais pode aliviar as limitacOes de espaco entre as antenas € os problemas de correlagdo. O uso
de estratégias de diversidade também € uma maneira eficaz de mitigar os efeitos prejudiciais
dos canais de desvanecimento. Neste contexto, esta dissertacdo visa melhorar o desempenho
de redes MIMO-NOMA massivas através da aplicagdo de multi-polarizacdo e de técnicas de
diversidade. Na primeira parte, projeta-se e avalia-se o desempenho de sistemas multi-cluster
MIMO-NOMA massivo equipados com antenas de dupla polarizacdo. Considera-se que uma
unica estagdo base (BS, do inglés base station) se comunica com multiplos usudrios em modo
downlink e que todos os terminais também sao equipados com multiplas antenas de dupla pola-
rizacdo. Em particular, dois pré-codificadores sdao propostos: (i) o primeiro deles maximiza o
numero de grupos de usudrios que sdo atendidos simultaneamente dentro de um cluster; e (ii) o
segundo fornece maiores ganhos de desempenho em relagdo ao primeiro através da exploracao
de diversidade de polariza¢do. Na segunda parte desta dissertacao, propde-se um novo esquema
de diversidade para os sistemas MIMO-NOMA massivo, chamado de ativacdo sucessiva de
sub-arrays (SSAA, do inglés successive sub-array activation). Para o sistema operando com
SSAA, considerando um cendrio com multiplos clusters, em que a BS envia simbolos redun-
dantes através de multiplos sub-arrays para usudrios com multiplas antenas, propde-se um pré-
codificador de baixa complexidade construido apenas com as informagdes estatisticas do canal.
Para todos os sistemas propostos (MIMO-NOMA com dupla polarizagdo e SSAA), realizam-se
estudos analiticos aprofundados, nos quais derivam-se expressdoes em forma fechada para as
probabilidades de outage, e obtém-se as respectivas aproximacgdes para altos valores de razao
sinal-ruido (SNR, do inglé€s signal-to-noise ratio). Baseado nas andlises assintdticas, as ordens
de diversidade dos sistemas sdo determinadas. Expressdes para as somas de taxas ergddicas
também sdo derivadas. Resultados numéricos e de simulacdo sdo fornecidos para validar a

andlise analitica e demonstrar a superioridade de desempenho dos sistemas propostos.



Palavras-chave: NOMA, MIMO massivo, antennas multi-polarizadas, ativagdo sucessiva de

sub-arrays.



ABSTRACT

Non-orthogonal multiple access (NOMA) and massive multiple-input multiple-output (MIMO)
have arisen as essential enabling technologies for meeting the demanding requisites of the fifth-
generation (5G) of wireless communication networks. Specifically, massive MIMO explores
the space domain through a massive number of antennas to serve multiple users in parallel,
while NOMA can also serve multiple users simultaneously, but differently from MIMO, the
parallel transmission is performed by multiplexing the users in the power domain, in which
successive interference cancellation (SIC) is employed for reception. The combination of mas-
sive MIMO and NOMA can provide even further performance improvements. However, due to
various impairments, such as closely spaced antennas, high spatial correlation, or deep fading
in wireless channels, the system performance can still be degraded and the communication re-
liability impacted, which is not desired in the demanding 5G networks. Fortunately, it has been
demonstrated that the installation of co-located orthogonal polarized antennas can alleviate the
inter-antenna space limitations and correlation issues. The use of diversity strategies is also
an effective way of mitigating the harmful effects of fading channels. In this context, this dis-
sertation aims to enhance the performance of multi-cluster multi-user massive MIMO-NOMA
networks through the application of both multi-polarization and diversity techniques. First,
we design and evaluate the performance of dual-polarized massive MIMO-NOMA systems,
in which a single base station communicates in downlink mode with multiple users, with all
terminals being equipped with multiple co-located dual-polarized antennas. In particular, two
precoder designs are proposed: (1) the first one aims to maximize the number of user groups that
are simultaneously served within a cluster; and (ii) the second approach aims to provide further
improvements compared to the first one by exploring polarization diversity. In the second part of
this dissertation, we propose a novel successive sub-array activation (SSAA) diversity scheme
for a single-polarized massive MIMO-NOMA system, in which we also consider the downlink
mode. In this scenario, the base station sends redundant symbols through multiple transmit sub-
arrays to multi-antenna receivers, based on which a low-complexity two-stage precoder, that is
constructed based only on the long-term channel statistical information, is proposed. For both
dual-polarized and SSAA systems, we carry out in-depth analytical studies, in which closed-
form expressions for the outage probabilities are derived. High signal-to-noise ratio (SNR)
outage approximations are obtained, and the systems diversity orders are determined. The er-
godic sum-rates are also derived. Numerical and simulation results are provided to validate the

analytical analysis and to demonstrate the performance superiority of the proposed designs.

Keywords: Non-orthogonal multiple access (NOMA), massive MIMO, multi-polarized anten-

nas, successive sub-array activation.
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1 INTRODUCTION

1.1 Context and Motivations

Advances in communication technology are leading the human race to a hyper-
connected society, where everyone and everything is going to interact with each other. This ma-
jor evolution will trigger an unprecedented explosion in the number of connected devices, which
is expected to reach more than 100 billion connections by 2030 [1]. In this new era, unforeseen
services and applications will arise, from smart-homes and self-driving cars to interconnected
low-power sensors in agriculture and factories. These new deployments will impose the most
diverse requirements to the wireless systems, such as massive connectivity, low latency, and
reliable communications [2, 3, 4]. In order to attend these highly demanding requisites, numer-
ous strategies and technologies have been proposed to be incorporated in the fifth-generation
(5G) of wireless communications. In particular, non-orthogonal multiple access (NOMA) has
arisen as an essential enabling technique which has the capability of increasing the spectral
efficiency and, at the same time, to reduce the system latency. These attractive features are
accomplished by exploring the power domain to multiplex different users, while sharing the
same resource blocks [5, 6, 7]. Briefly speaking, a base station (BS) superposes the messages of
each user through superposition coding (SC) by assigning distinct power allocation coefficients
and, at the receiver side, each user recovers its message by employing successive interference
cancellation (SIC) technique. Due to the potential improvements that it achieves, NOMA was
included in the 3rd generation partnership project (3GPP) long-term evolution advanced (LTE-
A) Release-13 under the name of multi-user superposed transmission (MUST), in the 3GPP
Release-14, where fifteen NOMA uplink schemes were proposed [5] and, more recently, in the
specification for 5G New Radio standard, introduced in Release 15 [8, 9].

Massive multiple-input multiple-output (MIMO) is another enabling technology for
5G that boosts the capacity of communication systems without requiring additional bandwidth.
Specifically, massive MIMO explores the space domain through a very large number of anten-
nas to communicate with multiple users in parallel. The performance gains achieved in MIMO
systems are scaled with the increase in the antenna array size, such that, as the number of trans-
mit antennas goes to infinity, the channel matrices of different users become asymptotically or-
thogonal [10, 11, 12]. This condition, commonly called of favorable propagation, makes linear
processing, such as zero-forcing precoding, to achieve near-optimum performance. Also, with
the employment of large-scale arrays, due to a controlled superposition of wavefronts achieved
by precoding, the radiated energy can be concentrated within extremely narrow areas around
the receiver. This feature can remarkably increase the energy efficiency of the system and im-
prove the coverage range of transmitted signals [13]. As a consequence of this efficient signal
propagation, costs with hardware components can also be reduced. For instance, the expensive

50W amplifiers commonly used in conventional systems can be replaced by multiple low-cost
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low-power amplifiers [13]. Due to these great advantages, the massive MIMO technology has
been also included in 3GPP releases 13, 14 and 15 [8, 9].

In combination with NOMA, massive MIMO can provide even higher spectral and
connectivity improvements that can remarkably outperform conventional schemes employing
orthogonal multiple access (OMA) protocols [6, 7]. However, a reliable communication cannot
always be guaranteed. Due to various reasons, the system performance can be degraded and
the communication quality impacted. Especially in 5G networks, due to the use of higher
frequency bands (above 6 GHz), the penetration loss and atmospheric absorption can strongly
affect the system reliability [14]. High co-channel interference in ultra-dense networks, which is
expected to be common in 5G deployments, is also very problematic and has a strong impact on
the system performance [15]. The high mobility scenario is another critical application, where
the fast-varying channels and double-selective fading make it very difficult to establish a good
communication [16]. In real NOMA deployments, the SIC reception, if not well designed,
can lead to error propagation and impact the stability of decoding [17]. Also, employing a
massive number of antennas can introduce some problems. For instance, the strong channel
correlation caused by the closely spaced antennas can severely deteriorate the performance of
MIMO systems [18, 19, 20].

The above limitations have been extensively investigated in classical MIMO net-
works for decades. For example, it has been demonstrated that the issue related to the inter-
antenna space in massive antenna arrays can be efficiently alleviated by installing co-located
orthogonal polarized antennas [18, 19, 20, 21, 22]. The referred strategy enables the design
of compact massive arrays with a very low correlation between orthogonal antenna elements.
For the other mentioned hostile scenarios, an effective solution for overcoming performance
degradation can be achieved by employing diversity techniques, which has been shown to dra-
matically improve the performance of communication systems under the inhospitality of fading
channels [23]. Nevertheless, when it comes to massive MIMO-NOMA systems, the number
of contributions available in the literature, related to both multi-polarization and diversity, is
extremely limited. This lack of relevant contributions makes evident that there is still a lot to in-
vestigate and develop in order to deploy efficient and reliable massive MIMO-NOMA systems
capable of fulfilling the stringent requirements of 5G. Given the aforementioned motivations,
this dissertation aims to study and propose strategies for enhancing the performance of massive
MIMO-NOMA networks. The main contributions of this work are organized into two chapters.
In Chapter 3, for the first time in the literature, we design and perform an in-depth analysis
of massive MIMO-NOMA systems with dual-polarized antenna arrays, and, in Chapter 4, a
novel successive sub-array activation (SSAA) diversity scheme is proposed to enhance the per-
formance of each user in a single-polarized MIMO-NOMA network. Specific details about our
contributions are given in the referred chapters. Next, a review of the most relevant related

works is presented.
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1.2 Related Works
1.2.1 Single-Polarized Antennas in MIMO-NOMA Systems

Considering a single cell deployment, Ding et al. [6] employed NOMA to a down-
link multi-user MIMO scenario assuming fewer antennas at the BS than at the users. An in-
depth analytical analysis was carried out and closed-form outage expressions were derived. In
[7], a multi-user multi-cluster MIMO-NOMA system was investigated assuming that the num-
ber of transmit antennas was higher than the ones at the users. In this work, the authors proposed
a limited feedback scheme for the users’ ordering information and provided an analytical out-
age analysis. The multi-cell MIMO-NOMA case was considered in [24], where path-following
optimization algorithms were proposed to maximize the overall sum throughput. The designed
precoders provided better average sum throughput than conventional schemes. Cooperative
MIMO-NOMA networks have been addressed in [25, 26, 27]. A new non-regenerative massive
MIMO-NOMA relay system design was proposed in [25], in which a closed-form expression
for the signal-to-interference-plus-noise ratio (SINR) was derived. This novel relay model out-
performed conventional NOMA and OMA cooperative systems. In [26], the authors proposed
a suboptimal algorithm to maximize the cell-edge users’ achievable rate, and in [27] the perfor-
mance of a multi-relay massive MIMO-NOMA system was analyzed. The spectrum and energy

efficiencies of a NOMA heterogeneous network were studied in [28].

1.2.2 Multi-Polarized Antennas in MIMO-NOMA Systems

The design of polarized schemes has gained increasing attention along the last years.
In [18], Park et al. proposed dual-stage precoders based on both spatial correlation and antenna
polarization for a single-antenna multi-user massive MIMO scenario. The authors provided
an asymptotic performance analysis for the proposed precoding strategies and showed that the
dual-polarized system outperforms the single-polarized in terms of sum-rate. However, only the
BS was considered to be equipped with dual-polarized antennas. In [21, 22], a 3D geometrical
model was proposed for dual-polarized MIMO systems, in which it was shown that polarized
MIMO exhibits higher capacity performance and robustness when considering Ricean chan-
nels. Although the authors validated the proposed model through data field measurements, an
analytical analysis was not provided. Multi-polarization has also been considered in numerous
codebook design works for LTE-A MIMO systems [19, 29, 30, 31]. The employment of polar-
ized antennas in MIMO-NOMA was only considered in [32]. However, in the refereed paper,
a 3D triple-polarized beamforming scheme was proposed to reduce inter-beam interference,
which is completely different from the goals of this work. Besides, only simulation results were

presented, lacking analytical derivation.
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1.2.3 Diversity in MIMO-NOMA systems

A few works have addressed diversity in massive MIMO-NOMA setups. In [33],
antenna diversity was employed to enhance the outage performance of a downlink MIMO-
NOMA system with users equipped with only two receive antennas, and the expansion to a
scenario with multiple receive antennas was proposed in [34]. In both works, the authors pro-
vided closed-form expressions for the outage probability and also analyzed the system ergodic
rates. However, in the proposed designs, only one NOMA group is served at a time, which is
a limitation. Considering a single base station with only two transmit antennas, the work in
[35] achieves diversity through the combination of Alamouti space-time block coding (STBC)
and MIMO-NOMA, in which a high signal-to-noise ratio (SNR) approximation and an exact
expression for the outage probability was derived. In [36], a multi-dimensional STBC was
proposed to a MIMO sparse code multiple access system, for two and four transmit antennas.
The application of STBC to cooperative NOMA networks was investigated in [37] and [38].
Coordinated multi-point (CoMP) is employed to MIMO-NOMA systems in [39] and [40] to
improve the bit error rate and energy efficiency of cell-edge users. Performance improvements
in MIMO-NOMA systems can also be achieved through antenna selection schemes [41, 42].
However, it was shown that the optimal solution is very complex and, since NOMA sends a
unique superposed symbol, the antenna selection can not maximize the SINR of all users at the

same time.
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1.4 Dissertation Structure

The remainder of this dissertation is organized as follows.
e Chapter 2
In this chapter, basic concepts and important theoretical background necessary for Chap-
ters 3 and 4 are introduced. We present the main features of NOMA, provide a detailed
explanation of massive MIMO technology, discuss the combination of NOMA and mas-
sive MIMO, describe the spatial correlation model adopted in this work, and introduce
details of relevant precoding and detection techniques. Concepts of multi-polarization

and diversity strategies are also presented.

e Chapter 3
The first part of our main contributions are presented in this chapter, in which we de-
sign and analyze the performance of a multi-cluster multi-user dual-polarized massive
MIMO-NOMA systems. In-depth analytical studies are provided, which are followed by
insightful numerical and simulation results. For instance, our results show that the pro-
posed dual-polarized MIMO-NOMA designs outperform conventional single-polarized

systems, even for high cross-polar interference.

e Chapter 4
This chapter brings the second part of our contributions, in which a novel diversity strat-
egy, named successive sub-array activation (SSAA), is proposed for massive MIMO-
NOMA systems. A full theoretical analysis and representative numerical and simulation
results are provided. Our results show that the proposed system operating with SSAA

outperforms conventional full array massive MIMO setups.

e Chapter 5
Lastly, this chapter summarizes the main contributions accomplished in this disserta-
tion, provides the final considerations, and discusses some promising directions for future

works.



21

2 FUNDAMENTAL BACKGROUND

In this chapter, fundamental concepts and relevant theoretical background related
to the contributions given in this dissertation are introduced. First, in Section 2.1, we highlight
the main advantages of NOMA and present the principles of SC and SIC. Then, in Section 2.2,
a comprehensive explanation of massive MIMO is presented, in which some attractive features
and challenges of the technology are discussed. The spatial correlation model employed in this
work is also introduced. Besides, we provide concepts of precoding techniques and show details
for the application of NOMA in massive MIMO, which are followed by the explanation of the
detection strategy adopted in this study. In Section 2.3, important concepts of multi-polarization

are introduced, and Section 2.4 concludes the chapter with the basics of diversity.

2.1 Non-Orthogonal Multiple Access

As briefly discussed in Section 1.1, power-domain NOMA enables multiple users
to be served in parallel within the same resource block. The additional degrees of freedom
introduced by the technique scales the spectral efficiency of communication systems up to a new
patamar, which is essential for supporting the massive number of connections expected in the
upcoming years. This makes NOMA one of the most accredited and promising techniques for
enabling 5G requisites. In addition to what has been mentioned, NOMA can offer many other
attractive advantages, such as compatibility with the current generation technology, improved
interference management, low latency, and enhanced user fairness. More details about these

benefits are summarized next.

2.1.1 Main Benefits of NOMA

e Compatibility — Since an independent new dimension is explored, i.e., the power do-
main, NOMA is considered to be an add-on technique, which is compatible with the
current technology employed in commercial communication systems [43, 44, 45]. There-
fore, for the practical implementation of NOMA, no drastic changes in legacy network
architecture are required. In addition to that, it has been shown that NOMA can work
in cooperation with conventional OMA techniques such as time division multiple access
(TDMA) and orthogonal frequency division multiple access (OFDMA) [43]. For exam-
ple, by employing NOMA in OFDMA, it is possible to serve multiple users on a same
subcarrier.

e Improved interference management — Although OMA techniques can perfectly elim-
inate intra-cell interference, they are not very suitable for the massive connectivity of
5G. For instance, since in OMA the interference management is conventionally concen-
trated entirely at the BS, a large number of connections would lead to a huge processing

overload. This issue is efficiently addressed by NOMA, in which part of the interfer-
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Figure 1: Superposition coding process. Two Q-PSK symbols are superposed.

Symbol for user 1 Symbol for user 2 Superposed symbol

.
1S4 2S5 [ s=0,8, + a8,

Source: Created by the author.

ence cancellation is performed in the users’ devices by employing SIC. It is also worth
mentioning that, even though SIC slightly increases the computational complexity of re-
ception at the users’ devices, strategies such as user grouping can be used to reduce the
complexity of signal decoding [46].

e Low latency — In conventional OMA, the number of orthogonal spectrum resources is
very limited, and the OMA users are only able to transmit when an empty resource block
is available. This makes the system latency to become considerable high, which gets
even worse when the number of connections rises [47]. Therefore, OMA can not satisfy
the stringent latency requisites of 5G. On the other hand, NOMA is capable of serving
simultaneously several users within the same resource block. Thus, NOMA users do
not need to wait for a scheduled time slot or subcarrier in order to receive or transmit
information. This beneficial feature results in a remarkable reduction in transmission
latency [48].

e Enhanced user fairness — In OMA, independently of the channel conditions, an entire
resource block is granted to each user. However, users with poor channel quality demand
much less spectrum than the stronger ones. As a consequence, in situations where fair-
ness is required, in which weak users needs to be served, the scarce spectrum resources
will be inefficiently occupied. The use of OMA in these scenarios will impact the overall
performance of the system and reduce the sum-rate [43]. Then, OMA is definitely not
efficient when the objective is to provide fairness. In contrast, as more details will be
provided in the next subsection, NOMA can serve in parallel both weak and strong users
while sharing the same resource. This capability is very beneficial to the system perfor-
mance, in which the high rates of strong users maintain the system sum-rate high at the
same time that low-rate users are served for fairness.

In order to further understand how users are multiplexed in power-domain NOMA,

next, we present a detailed explanation about SC and SIC technologies.
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Figure 2: Illustration of a two-user downlink NOMA network.
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2.1.2 Superposition Coding

As previously stated, NOMA relies on two key technologies, namely SC and SIC.
In particular, SC can be viewed as a multiple layer modulation technique, in which a super-
symbol comprises multiple sub-symbols intended for different users [49]. The basic concept of
SC employed in NOMA, consists of superposing multiple symbols by assigning different power
levels, in which, conventionally, more power is allocated to users with worse channel conditions
and less power to the ones with good channel conditions. With this approach, even users near
the cell-edge are able to achieve satisfactory throughput [44], which naturally improves fairness
within the network. Figure 1 illustrates the SC process for the simple case when two quadrature
phase-shift keying (Q-PSK) symbols intended for two different users are superposed. As one
can observe, following the SC principle, more power has been allocated to the user 1 (the weaker
user). For the two-user scenario, it has been demonstrated that SC is capable of achieving the
capacity region of degraded Gaussian channels [50, 51, 52]. Furthermore, when the number of
symbols becomes sufficiently large, i.e., when the number of symbols approaches infinity, SC

ideally approaches the Shannon capacity [49].

2.1.3 Successive Interference Cancellation

Considering the downlink mode, while SC is performed at the BS, SIC is carried
out at the users’ devices. In simple terms, SIC consists of a multi-user detection technique that,
based on the received power, sequentially detects the users’ symbols. Specifically, during the
SIC process, the users first decode the symbol with the highest power (the symbol intended for
the weakest user) while treating the lower-power symbols as interference. Then, the decoded
data achieved during the first decoding phase is subtracted from the received superposed signal.
The same procedure is performed to the symbol with the second highest power, and for the suc-

ceeding symbols as well. This iterative decoding process repeats until the current user decodes
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its own symbol.

To better illustrate the decoding process of SIC, let us consider the simple two-
user scenario, as shown in Figure 2. User 1 represents a cell-edge user with poor channel
condition, and User 2 denotes a cell-center user with strong channel condition. Then, assume
that users 1 and 2 receive, respectively, the following superposed signals: y; = Ay (s + 0ps2)
and y, = hp(ays; + apsy), in which h; repents the channel gain, o; is the power allocation
coefficient, and s; is the data symbol, i = 1,2. Moreover, since |/ ]2 < ]hz\z, following the SC
principle, the power allocated at the BS satisfies |a;|? > |o2|?. For this simple case, considering

a noiseless signal model, the decoding process can be summarized as follows.

e Signal detection at User 1:
1. Decode s; from y; by treating s, as interference.
e Signal detection at User 2:
1. Decode s; from y, by treating s, as interference.
2. Subtract from y, the decoded signal of previous step, e.g. y, — hy 01 51.

3. Decode s, without any interference.

As can be realized, in the two-user scenario, the weak user will suffer from inter-
ference, while the strong one will recover its symbol without any corruption. This behavior
also happens in the scenario with more than two users, in which the weakest user receives in-
terference from everyone. The best user, ideally, is not affected by interference, but it needs to
perform a high number of SIC decodings, which can become excessively complex as the num-
ber of users increases. Due to this characteristic, SIC is considered to be an interference-limited
technique. Consequently, the number of users served in NOMA should be maintained low in
order to achieve a good system performance [53]. Despite this impairment, SIC can provide
some advantages. For instance, in [54], it was stated that SIC can achieve considerable better
performance and lower hardware complexity than other interference cancellation techniques. In
addition, it has been demonstrated in [55, 23] that SIC can approach the Shannon capacity in
both single-antenna and MIMO systems.

2.2 Massive Multiple-Input Multiple-Output

The idea of equipping both BS and receivers with multiple antennas to improve
the capacity of wireless channels dates back to the 1990s [56, 57, 58]. However, only very
recently, in 2010 [59], a large number of BS antennas was considered in a multi-user scenario.
The refereed work showed for the first time the potential spectral improvements that large-scale
antenna arrays can provide, giving birth to what is known today as massive MIMO technology.
Since then, massive MIMO gained tremendous popularity among both the research community
and industry, and it is confirmed to be one of the main technologies in 5G [9]. Since 2016,
numerous telecommunication companies around the world have been performing trials with

massive MIMO, and commercial transceivers are already available [60].
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In addition to the great spectral improvements that can be achieved, there are two
worth mentioning phenomena that happen when the number of BS antennas goes to infinity,
namely channel hardening and favorable propagation [59]. In order to explain these properties,
let us consider a practical scenario. Suppose that a single BS equipped with M antennas is
communicating in downlink mode with multiple single-antenna users, in which h,, represents
the channel vector of user u. Then, the aforementioned phenomena can be explained as follows:

e Channel hardening — The effects of small-scale fading become deterministic. More
specifically, for a large number of transmit antennas (M — o), the channel gain |/h,||?
converges to its expected value, i.e., ||h,||*> — E[|h,||?].

e Favorable propagation — The propagation channels of different users become orthogo-
nal for M — oo, meaning that h’h,,=0, for u’ # u.

These properties show that the employment of a large number of antennas makes easier to
mitigate interference among multiple users. In addition, the adoption of simple linear precoders
becomes enough to reach satisfactory performance levels. These results have been used and

confirmed in various succeeding works [61, 62, 63, 64].

2.2.1 Channel Correlation in Massive MIMO

The majority of the previously mentioned massive MIMO works have achieved the
so-called channel hardening and favorable propagation properties by considering idealistic sce-
narios, in which the propagation paths were modeled to be uncorrelated, i.e., independent and
identically distributed (i.i.d.) Rayleigh fading channels were considered. However, as many
works have verified by field measurements [65, 66, 67], this scenario is hard to be obtained in
real deployments. In practice, the scattering environment and insufficient inter-antenna space
separation can make the channels to be strongly correlated, which has a non-negligible impact
on the channel hardening and favorable propagation [68]. To be more precise, if the antenna ele-
ments are placed too close together, with high probability, the signals transmitted from adjacent
antennas will propagate through similar paths. Consequently, two or more propagation chan-
nels will share common scatterers, and the spatial correlation will increase [69]. Furthermore,
also due to the small antenna separation, the electromagnetic field generated by one antenna
can change the current distribution of others, creating the effect known as mutual coupling. As
stated in [70], the mutual coupling effect is unavoidable in co-located massive antenna arrays,
and it is another factor that increases the channel correlation.

In conventional single-user MIMO systems, in order to achieve spatial multiplexing
or diversity gains, the receiver needs to separate the signals transmitted by each BS antenna. Al-
though, in highly correlated channels, this task can become quite complex, or even impractical.
For this reason, for a long time, channel correlation has been considered as being detrimental to
the performance of multi-antenna communication systems. However, when it comes to multi-
user massive MIMO, the situation becomes more complex. The fact is that, depending on the

scenario, correlation can be either beneficial or harmful to the system performance [65, 67, 68].
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Figure 3: Massive MIMO system. Illustration of scenarios for achieving favorable propagation.

Linear array with a massive

number of antennas Users with overlaping azimuth angles
and identical correlation matrices
Y (Difficult to achieve favorable propagation)

<
**‘Y/CIU‘S¢Q(~§"~N‘~‘

Users separated far
enough for achieving
favorable propagation

\ Y?

Downlink transmission ] \/

Cluster2

Base Station e T

Source: Created by the author.

In order to understand the possible effects of correlation in massive MIMO, next, we discuss
the statistical properties of the system channel responses.

First, let h, € CM*! be the correlated complex channel response between the BS
and the user u. Under this definition, the transmit spatial channel covariance matrix of user
u can be obtained as R, = E[h,hf’] € C¥*Mwhich has rank denoted by r. In simple terms,
R, is a positive semi-definite Hermitian matrix that informs how the transmit antennas are
correlated with each other. In uncorrelated scenarios, R, is equal to the identity matrix Iy,
which is full-rank, i.e., r = M. However, in highly correlated environments, due to redundant
propagation paths, the resulting covariance matrices can exhibit a low-rank behavior, in which
only a small portion of eigenvalues is nonzero. This implies that the radiated energy will,
most likely, propagate through a reduced number of directions, corresponding to the dominant
nonzero eigenmodes. In [68], it has been demonstrated that rank-deficient covariance matrices
can impact both channel hardening and favorable propagation properties. In particular, more
antennas are necessary to reach (asymptotically) channel hardening in rank-deficient channels,
making correlation detrimental for this property. On the other hand, depending on the spatial
location of the users, favorable propagation can benefit or not from low-rank transmissions.
For example, it can be shown that if users are receiving multi-path components from common
clusters of scatterers and are located at similar azimuth angles, the probability of achieving
mutual orthogonal channels is extremely low. In contrast, if users share different scattering
clusters and are located at different angles, the chances of reaching the favorable propagation

condition are high [67, 68]. Figure 3 illustrates both situations.



27

Figure 4: Illustration of the geometrical one-ring scattering model.
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2.2.2 Spatial Correlation Model

In the last subsection, it became clear that correlation is an important parameter that
must be taken into consideration while designing a multi-antenna wireless system. Therefore,
in this dissertation, aiming to achieve accurate and realistic results, we consider scenarios with
highly correlated channels. Specifically, for modeling the spatial correlation of propagation
channels, we use the widely adopted one-ring scattering model [18, 71, 72]. Basically, it con-
sists of a ray-tracing stochastic geometrical model, which assumes that clusters of scatterers are
uniformly distributed on a ring that surrounds one or more users, as shown in Figure 4. This
assumption is particularly valid for scenarios where the BS is elevated and unobstructed, such
as in a communication tower, while users are located at ground level surrounded by many local
scatterers like buildings, cars, trees, etc. One of the advantages of the one-ring model is that it
makes it possible to determine inter-antenna correlation by exploring only physical properties
of the system, such as antenna separation, array structure, angular spread, and azimuth angle.
Besides, despite its simplicity, the model captures essential physical characteristics of the chan-
nels, which can be utilized for link-level simulations or for planing detailed field measurements
[71]. In general, the following considerations are made in the one-ring model [73].

e Each real scatterer that lies in a certain angle « is represented by a corresponding virtual

scatterer located at the same angle on the ring of scatterers.

There is no line-of-sight (LOS) propagation.

The virtual scatterers are assumed to be uniformly distributed in «.

Only multi-path components that are reflected exactly once are considered.

All waves impinging on the receive antennas are equal in power.
Under the above assumptions, and considering the existence of K spatial clusters,
the (m, p) entry of the spatial channel covariance matrix for cluster k, denoted by Ry, which

represents the correlation between channels of antenna elements m and p, form,p=1,--- M,
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can be obtained by solving the following integral [71, 72]

1A
[Ri|m,p = _2Ak /Ak e]kT(OH>9k)(llm*up)da, (1)
— Bk

where A ~ tan™! (;—’;) is the angular spread for the k-th cluster, which is located at a distance dj
and azimuth angle 6y, surrounded by a ring of scatterers of radios s;. k(a) = — 21_” [cos(at),sin(a)]"
is a vector that describes the incident planar waves arriving at the BS with angle of arrival «,
and u,,,u, € R2*! are coordinate vectors that specify the positions of transmit antennas m and
p, respectively. For convenience, throughout this work, we suppose that dy =dp = --- = dk and

§] =8 =+ =S8K.

Once the channel covariance matrix has been acquired, the correlated full channel
matrix can be generated through the Karhunen-Loeve representation [72, 68]. The referred
representation can be explained as follows. Let the eigenvalue decomposition of the channel
covariance matrix be denoted by Ry = U; AU, in which A is a 7* x r* diagonal matrix con-
taining the r* nonzero eigenvalues of Ry, and Uy € CM*" are the corresponding eigenvectors.
Then, by considering the existence of U users within the cluster k, the channel matrix for the

u-th user can be decomposed as
1
Hi, = Ui Gy, € CY, 2)

in which G, € C" XN represents a lower dimension fast-varying channel matrix.
In this work, the above Karhunen-Loeve representation is employed for modeling

the correlated wireless channels considered in our proposed systems.

2.2.3 Precoding for Massive MIMO

Precoding is a signal processing technique employed in MIMO systems to multiplex
multiple users in space. It is of a common belief that precoding techniques (also known as
beamforming) direct the signal propagation towards the receivers, forming the so-called beams.
This is particularly true for LOS communication, where precoding enables the BS to concentrate
the radiated energy into narrow beams towards the location of intended users. Although, in non-
line-of-sight (NLOS) scenarios, it is not possible to steer the propagation through a direct path.
Therefore, precoding in NLOS deployments, which is the case considered in this work, does not
necessarily form beams, but rather adds up constructively the wavefronts in the desired point in
space and destructively almost everywhere else [74]. This behavior can be visualized in Figure
5, where a massive MIMO system employing matched-filter precoding is transmitting to a user
located in the center of the area displayed in the figure.

A vast number of precoding techniques are available in the literature, in which many
different contexts and scenarios are contemplated. In particular, we draw our attention to a tech-

nique known as two-stage precoding [18, 7, 72], which is suitable for the scenarios considered
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Figure 5: Energy propagated in area centered around the receiver. The figure shows the field
strength generated with matched-filter precoding when M = 100.

M =100
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Source: Figure from [74].

in this dissertation. A two-stage precoder is composed of an outer preprocessing matrix B; and
an inner precoding vector vy ,. The matrix By is designed to focus the signal transmission to a
desired spatial cluster k, such that everywhere else outside the area of interest the propagation
is nulled out. To achieve this spatial directivity, the outer preprocessing matrix is constructed
based on the null space spanned by the nonzero eigenmodes of the channel covariance matrices
of interfering clusters, which can be modeled by the one-ring model presented in the last sub-
section. On its turn, the inner precoder vector, conventionally, is responsible for separating the
users within the cluster, but it can be constructed in different ways, which can depend or not on
the fast-varying channel matrices Gy, in (2). The choice for the inner precoder will depend on
the system objectives and the considered scenario. Specifically, in this dissertation, we project
the precoders not to depend on the fast-varying channel matrices. This strategy provides some
attractive advantages to massive MIMO setups, such as less processing overload and reduced
feedback overhead. Detailed explanation for the construction of two-stage precoders is provided
in Chapters 3 and 4.

2.2.4 NOMA in Massive MIMO

In Subsection 2.2.1, it was shown that if multiple users are located within the same
cluster of scatterers, they cannot enjoy the favorable propagation property that can be achieved
in massive MIMO. As a consequence, if the system is not designed with sophisticated precod-
ing and detection strategies, these users can experience significant performance degradation. A
classic solution for this issue can be obtained by employing the conventional TDMA technique
to schedule the users within the cluster [6]. In this approach, the massive MIMO system serves
only one user from each cluster at a time. The advantage of the strategy is that it enables each
user to, separately, experience the beneficial favorable propagation phenomenon. However, as

we have previously discussed, OMA techniques like TDMA are spectrally inefficient, reduce
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Figure 6: Simplified diagram for a multi-antenna MIMO-NOMA receiver.
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the connectivity capacity, and provide increased latency. Fortunately, NOMA can be efficiently
combined with massive MIMO to tackle the difficulties faced in scenarios with highly corre-
lated channels. It has been demonstrated that NOMA can be very beneficial to MIMO systems
in environments where various users share a common cluster of scatterers [7, 44, 75]. The inte-
gration of NOMA and massive MIMO enables the BS to employ a single precoder to serve all
users within a given spatial cluster. In particular, by employing two-stage precoders at the BS,
the inter-cluster interferences can be effectively eliminated. Then, NOMA can be employed by
the users within each cluster to cancel the remaining intra-cluster interference.

Theoretically, there is no limit to the number of users that can be served with
NOMA. However, in reality, when the number of users within the cluster rises, the SIC com-
plexity increases, and the reception performance is impacted. To overcome this impairment,
some works have come up with the idea of sub-dividing the spatial clusters into multiple groups
with fewer users [7, 6, 43]. In this approach, instead of canceling the interference of every-
one in each user within the cluster, the SIC process is distributed among the various smaller
groups. To be more specific, each user will perform SIC by considering only the interfering
messages of users within its own group. As a result, the system complexity will be significantly
reduced. This strategy can be accomplished by dividing the intra-cluster interference cancella-
tion into two phases at the users’ side. In the first phase, in order to mitigate the inter-group
interference, the users employ some detection technique, such as maximum likelihood (ML),
minimum mean squared error (MMSE) or zero-forcing. As output of this first phase, each user
will obtain a superposed symbol containing the messages of all other users within the group.
Then, in the second phase, each user performs SIC to cancel intra-group interference and finally
recover the desired message. This process can be visualized in Figure 6, in which the structure
of a multi-antenna receiver is illustrated. Due to the inherent low-complexity of zero-forcing
receivers, they will be adopted as standard in the designs proposed in this dissertation.

An important and worth mentioning peculiarity of massive MIMO-NOMA systems

is that SC and SIC is not carried out in the same way as in single-antenna systems. As ex-
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emplified in Subsection 2.1.3, for single-antenna systems, the power allocation at the BS and
the SIC decoding order at the receivers are conducted based on the actual scalar channel gains.
However, the users in massive MIMO-NOMA systems do not have a unique scalar channel.
Instead, they have a matrix of channel coefficients, which makes the application of NOMA a bit
more complicated. To cope with such challenging characteristic, the users are instead ordered
based on what is called effective channel gains, which are the result of the multiplication of
precoding, channel, and detection matrices. For example, assuming that a two-stage precoder
is employed in a multi-cluster multi-group massive MIMO-NOMA scenario, where the channel
matrix for u-th user in the g-th group in the k-th cluster is denoted by Hy ¢ ,, and assuming that
the users employs for reception a generic detection matrix denoted as Dy ¢ ,,, then, the effective
channel gains can be defined! by Yegu = |Dk7g7,,HkH’ g,uBkPk,g|2’ so the users of this system would

be ordered based on the values of ¥ ¢ .

2.2.5 Zero-Forcing Receiver

Zero-forcing receivers in massive MIMO systems follow the same principles of
conventional zero-forcing equalizers employed in frequency-selective channels [23, 73]. The
great attractiveness of these receivers is that by applying only a simple linear transformation,
the effects of the fading channels are perfectly reversed. Therefore, the strategy described in
last subsection of employing a zero-forcing receiver in MIMO-NOMA users, in addition to the
low-computational complexity advantage, it completely eliminates the inter-group interference.
To better illustrate how the reception process is performed, consider the following example.

Suppose that a vector of superposed symbols, denoted by s = [s1,s2,---,55]7, has
been transmitted through fast-fading channels to G NOMA groups, in which the g-th element
of s is intended to the g-th group. In addition, let H € CV*? be the channel matrix after being
multiplied by the precoding matrices (known as virtual channel), where N represents the number
of receive antennas for each user. Then, the output of the zero-forcing receiver can be written

as
§=[s1,5, - ,86]" +Hn, 3)

where n is a noise vector, and H' is the zero-forcing linear transformation matrix responsible
for reversing the channel effects. If the channel matrix H c CV*G gatisfies G < N, then the

transformation matrix can be given by
H' = (A"\H)'/A”, 4)

which is known as the left Moore-Penrose pseudo-inverse of H.

'Depending on the detection and precoding techniques, different effective gain expressions can be achieved, i.e.,
different designs will result in different effective channel gains.
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As can be observed in (3), the zero-forcing receiver has decoupled the received
signal into G parallel symbols, in which the inter-group interference has been completely elimi-
nated. This interesting feature enables the users of each group to apply SIC to their correspond-
ing superposed symbol in § and recover the desired data without any disruption from interfering
groups. As a consequence, the computational complexity imposed by SIC can be efficiently
alleviated. Nevertheless, even though the superposed symbols for different groups have been
effectively separated, the noise component is being amplified by the channel pseudo-inverse.
This characteristic can degrade the system performance in deployments with high noise lev-
els. Besides, the inversion of bad-conditioned channel matrices can also contribute to noise
enhancement, making strongly correlated scenarios detrimental do the performance of zero-

forcing receivers [76, 77].

2.3 Concepts of Multi-Polarization

In this section, we introduce the basic concepts of multi-polarization necessary for
the complete understanding of Chapter 3. In simple words, polarization is defined as the domi-
nant direction of the radiated electric field vector with respect to the horizontal plane, i.e., with
respect to the earth’s surface. The most common polarization choices employed in commercial
cellular systems are 0° (horizontal polarization), 90° (vertical polarization), and +45° (slant
polarization) [68, 73]. Ideally, the electromagnetic waves transmitted by orthogonally polar-
ized antennas?, e.g. 0° and 90°, or +45° and —45°, experience uncorrelated fading channels,
independently of the inter-antenna space separation. Therefore, it is possible to install two an-
tenna elements with orthogonal polarizations in the same physical location at both transmit and
receive sides without generating any cross-polar interference. As a result, the employment of
dual-polarized antenna arrays can double the degrees of freedom, i.e., the number of antennas,
of MIMO with the advantage of occupying the same physical space of conventional single-
polarized arrays. In addition to the space efficiency, it has been shown that massive MIMO
systems employing dual-polarization can outperform the single-polarized counterpart with the
same number of antenna elements [18, 21, 22]. With these benefits, multi-polarization in mas-
sive MIMO has become the standard choice for LTE-A deployments, and it is expected to be
part of 5G and beyond [29, 78, 79].

The assumption of zero cross-polar interference is valid for idealistic scenarios
where receive antennas with a certain polarization are capable of detecting signals only from
transmit antennas with their identical corresponding polarization. Although, in real-world de-
ployments, due to two depolarization phenomena, the dual-polarized receivers will suffer from
non-negligible cross-polar interference. The first cause of depolarization is known as finite (or
imperfect) antenna cross-polar isolation (XPI), and the second is named as cross-polar ratio

(XPR). The XPI property arises from the impossibility of building perfectly polarized antennas,

’In this work, the dual-polarized massive MIMO-NOMA systems are designed with co-located horizontally and
vertically polarized antennas.
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Figure 7: Channel gains versus transmit antennas in different instants of time.

Transmit antenna index

Source: Created by the author.

meaning that, the electric field generated by practical antennas exhibits a non-zero cross-polar
radiation pattern. On the other hand, the XPR is a scatterer-based depolarization phenomenon,
in which the effects of reflection, diffraction, and diffuse scattering introduce power imbalance
between the orthogonal polarizations [68, 73]. These two phenomena can impact the system
performance. Therefore, it is important to consider the depolarization effects when modeling
polarization in MIMO channels.

The mentioned depolarization phenomena can be modeled through the so-called
cross-polar discrimination (XPD), which accounts for the combined impact of both XPI and
XPR [73]. By considering that the antennas have very low cross-polar radiation patterns, the
XPI factor can be neglected3 [18, 68], that is, it can be assumed that XPD = XPR. Under this as-
sumption, only the power imbalance caused by the scattering medium needs to be characterized.
This task can be accomplished through the following matrix [18, 19, 68, 73]

=1 VE s)
N/
where y stands for the inverse of the XPD, in which 0 < y < 1.
The parameter ¥ models the energy leakage between orthogonal polarizations, in
which )y = 0 represents the ideal case of zero cross-polar interference, and ¥ = 1 corresponds
to the extreme scenario with the highest possible cross-polar interference. The matrix X is used

for modeling the dual-polarized channels in Chapter 3, where further details are provided.

2.4 Concepts of Diversity

In this subsection, we introduce some basic concepts of diversity, which is impor-
tant for the contributions developed in both chapters 3 and 4. As mentioned in the Introduction

Section, even with all the advantages that massive MIMO-NOMA can offer, in many situations,

3Throughout Chapter 3, it is considered that the depolarization effects are caused exclusively by the scattering
environment, i.e., the XPI phenomenon is neglected.
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the system performance can still be degraded. Diversity techniques* are one of the most ef-
fective low-complexity solutions for overcoming the impairments of fading channels, and also
for mitigating other possible degradation causes [23, 73]. The basic idea behind any diver-
sity technique is to send multiple replicas of the same information over different propagation
paths. These multiple signal copies, known as diversity branches, must arrive at the receivers
through uncorrelated fading channels, so the chances of receiving the desired information with
high reliability are maximized. Once the multiple replicas have been received, by applying
some diversity combining technique, such as selection combining, maximal-ratio combining,
and others, the system performance can be significantly improved.

Diversity can be obtained from a variety of dimensions, such as polarization, space,
and time. For instance, systems equipped with dual-polarized arrays exhibit a low correlation
between polarizations. Therefore, each polarization can be treated as a diversity branch, which
can be combined to improve communication performance. The main limitation of polarization
diversity in dual-polarized systems is that it can only offer two diversity branches. Spatial
diversity can be realized in point-to-point MIMO systems when the antennas are placed far
enough apart, i.e., separated by more than half of the wavelength, so spatial correlation and
mutual coupling effects can be avoided. In these multi-antenna systems, more than two diversity
branches can be obtained, but physical space constraints can limit their application [80]. While
time diversity techniques explore the temporal fluctuation of the channel to exploit diversity, in
which redundant data symbols are distributed over different slots of time. However, in order to
time diversity be effective, the separation between time-slots must be greater than the coherence
time of the channel [23], which makes the number of branches be limited by the maximum delay
tolerable in the system. Figure 7 illustrates the channel fluctuations of a multi-antenna system in
different coherent times. One can observe that the multiple diversity branches help to overcome
the deep fading faced by some individual channels.

In Chapter 3, we make use of the polarization domain to enhance the performance
of our multi-polarized design, and, in Chapter 4, the space and time dimensions are exploited

to propose a new diversity scheme.

“Diversity can be combined with sophisticated coding techniques to efficiently trade-off between multiplexing and
diversity gains. However, coding goes beyond the scope of this work.



35

3 MASSIVE MIMO-NOMA NETWORKS WITH MULTI-POLARIZED ANTENNAS

In this chapter, the benefits of multi-polarization in multi-cluster multi-user massive
MIMO-NOMA networks are investigated. Firstly, motivations and main contributions are pre-
sented in Section 3.1. Then, in Section 3.2, the system model and important considerations for
our analysis are introduced. In Section 3.3, the precoder designs and the respective reception
strategies are proposed. Following, in Section 3.4, an in-depth analytical analysis is carried
out. In Section 3.5, numerical and simulation results are presented, while Section 3.6 brings the

summary of the chapter.

3.1 Motivations and Contributions

It has been shown that all the advantages achieved in massive MIMO are amplified
when the number of transmit antenna grows. However, if the antenna elements are not sep-
arated by at least half of the wavelength, the system performance is severely degraded. Due
to this impairing characteristic, in practical massive MIMO implementations, the maximum
number of antennas is limited. This issue is even more critical at the users’ side since, usu-
ally, the users’ devices are very compact. Fortunately, as mentioned in Section 1.1, the use
of dual-polarized antennas can effectively alleviate the space constraints at both BS and users’
terminals. Although, to the best of the author’s knowledge, a full and in-depth understanding of
the combination of multi-polarization and massive MIMO-NOMA systems has not been exam-
ined in the literature so far. Therefore, motivated by this lacuna, this chapter aims to design and
analyze the performance of multi-cluster multi-user dual-polarized massive MIMO-NOMA sys-
tems. In particular, the downlink mode is assumed, in which a single base station communicates
with multiple users, with all terminals being equipped with multiple co-located dual-polarized
antennas. Specific details and main contributions of this chapter can be summarized as follows:

e We adopt a dual-stage precoder that is designed based only on the slowly varying spa-
tial correlation information of the channel. The inner precoder is built to provide either
multiplexing or diversity gains through the polarization domain.

e Based on the inner precoder choice, two approaches with two different reception strate-
gies are proposed for the considered dual-polarized massive MIMO-NOMA system. Specif-
ically, assuming a moderate to high cross-polar transmission interference, the first ap-
proach maximizes the number of user groups that are simultaneously served. On the
other hand, considering a low cross-polar interference scenario, the second approach is
proposed, and it improves the system performance through polarization diversity, at the
expense of reducing the maximum number of supported groups.

e An in-depth analysis is performed, in which we obtain a novel analytical framework that
provides a simpler and practical alternative for evaluation and design of efficient dual-
polarized massive MIMO-NOMA systems. In particular, closed-form expressions for

the outage probability are derived for both approaches, based on which the respective
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asymptotic studies are carried out and the diversity gains are determined. The ergodic
sum-rates are also derived.

e Representative numerical examples are presented along with insightful discussions. For
instance, our results show that the proposed dual-polarized MIMO-NOMA designs out-
perform conventional single-polarized systems, even for high cross-polar interference.

e Simulation results are plotted to corroborate the analytical framework and analysis.

3.2 System Model

Figure 8: System model. Both BS and users are equipped with multiple co-located
dual-polarized antennas.
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Let a downlink transmit scenario in which a single BS communicates with multiple
users, as illustrated in Figure 8. The BS and the users are equipped, respectively, with M /2 and
N /2 pairs of co-located dual-polarized antennas, with M >> N. Due to the dual-polarized struc-
ture, the total number of transmit and receive antennas are considered to be even. Furthermore,
the users are assumed to be surrounded by local scatterers, forming K spatial clusters that follow
the geometrical one-ring scattering model of Subsection 2.2.2. Within each cluster k, there are
L users that share the same spatial covariance matrix R, € CM¥*M Besides, since each pair of
polarized antennas are co-located, we assume equal covariance matrices for both polarizations.

With the given design and considerations, the correlated dual-polarized full channel

matrix for the /-th user at the k-th cluster can be decomposed and expressed in the following
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block structure [18, 19]

o o)

V—v h—v
GkJ Gk,l

v—h h—h
Gk,l Gk,l

Sesn)
1 1

UM VUG

VAU G UA G

i h
_ HZ,TW ijv E(CMXN (6)
h yph—h ’
REITA
with covariance matrix given by
R, 0
Ri=(x+1 ~ | (N
k= +1) 0 R,

where ) € [0,1] stands for the inverse of the antennas’ cross-polar discrimination parameter
(XPD), explained in Section 2.3, ﬁk S C%X% represents the covariance matrix of rank ry,
corresponding to one polarization, Ay is the r; x r; diagonal matrix containing r; nonzero
eigenvalues of Ry, with elements ordered in decreasing order, Uy € C%*"i denotes the matrix
composed of eigenvectors of Ry corresponding to the nonzero eigenvalues, and G;jj € iy
is the fast-varying channel matrix of the link between the i-th polarized transmit antenna and
the j-th polarized receive antenna, i, j € {v,h}, whose elements follow the complex Gaussian
distribution with zero mean and unit variance. The letters 4 and v are used to indicate horizontal
and vertical polarizations, respectively.

In order to enable the implementation of NOMA, following the strategy discussed
in Subsection 2.2.4, the L users within a cluster are subdivided into G smaller groups of U users
each, such that L = UG. Under this assumption, the superposition coding technique is applied

to the data intended for users within a group. Thus, the transmitted data signal can be written as

K G U
X=Y B Y Prg ) OCkguSkgus ®)
k=1 g=1 u=1

where sy ., and oy ¢, are, respectively, the data symbol and the power allocation coefficient
for the u-th user in the g-th group of the k-th cluster. Note that fo:l a,% ou = 1 so t%lat the
total transmission power allocated to each NOMA group is normalized to 1. By € CM*M is the
preprocessing matrix which is designed based on the long-term channel covariance matrix Ry,
with M being a design parameter which defines the effective number of data streams that arrives

at the receiver, and py , € CM*1 s the precoding vector for the g-th group.
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3.3 Precoder Designs and Signal Reception

As introduced in Subsection 2.2.3, the outer preprocessing matrix By has the role
of eliminating the interferences from other clusters, while the inner precoding vector p; o can
be construct in different ways according to the objectives of the system. In this dissertation,
we choose to design py ¢ only to assign the superimposed data symbols to each group within a
cluster. More details about py , will be provided later.

Firstly, let us focus on the design of the preprocessing matrix Bx. Our purpose is
to extinguish the interfering signals coming from other clusters. Mathematically speaking, we

must have
H By ~0,Vk # K. 9)

To accomplish this goal, the subspace spanned by the preprocessing matrix must be near-
orthogonal (perfect orthogonality is achieved when r; = ry) to the subspace spanned by the
dominant eigenvectors of other clusters [72], which means that B; must be built based on
the null space of the dominant eigenmodes of interfering clusters. Then, we assume that

rf=r,=...=rg=r"r =r =---=rg =rand we define the following matrix

Uk_ = [Ul,' .. 7Uk—17Uk+1;"' 7UK] c (C%X(K—l)r*' (10)

Next, we apply the singular value decomposition (SVD) in U, and express its left
eigenvectors as E; = [E,(Cl),E,(CO)], where E,({O) e CExE-(K-Dr represents the eigenvectors that
correspond to the last % — (K — 1)r* vanishing eigenvalues of U, . Since (E,EO))H U, =0, the
projected channel that is orthogonal to the dominant * eigenmodes of the groups k' # k can be

defined as I:ijl =(L® E,(co))H H, ;. Consequently, the covariance matrix of IfIkJ is given by

A 0 0

R, = (LoEY ) R(LOEY), (11)
and the covariance matrix considering only one of the polarizations can be written as

R, = B RE". (12)

By defining the left eigenvectors of R, as Fj = [F,(Cl),F,((O)], in which F,(:) e C¥-(k-1r=4

consists of the first %Z columns of Fy, the precoder design can be obtained as follows

B, =EOF et T, (13)
B, 0 v
B, = Ok | et (14)
k
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in which the following constraints must hold

_ M
K§M§2(?—(K—l)r*), (15)
and
M <2r* <2r (16)

It is important to highlight that r* is a design parameter that should be adjusted
based on how much inter-cluster interference is tolerable in the system. The closer the value
of r* gets to r, less inter-cluster interference the system will experience. However, as stated
in [72], choosing r* too large, e.g., r* = r, does not bring significant improvements. Instead,
it will only increase the factor (K — 1)r* and, since the constraint (K — 1)7* < % must be
obeyed, this will eventually force a reduction on the number of clusters that are simultaneously
served. Therefore, the parameter * should be carefully chosen in order to attend the system
requirements. In our implementation, given the constraints in (15) and (16), we choose to
configure the dominant eigenvalues as r* = min {r, {(%[ — %)ﬁJ }

Since it is not an easy task to acquire the fast-fading matrices at the transmitter and
in order to reduce the feedback overhead, it is assumed that the BS has access only to the slow-
fading covariance matrix R;. Thus, the precoding vector Pk 1s designed in a way that it will
not depend on the short-term channel state information. As aforementioned, the only role of

Pkg 18 to assign the superimposed data symbols to its respective group.

3.3.1 Precoder for Polarization Multiplexing - Approach I

In this first precoder design choice, we aim to maximize the number of groups that
are simultaneously served within a cluster. To this end, we choose to assign to each group a
different data stream so that a maximum of M parallel transmissions can be performed. Thus,

supposing that G < M, the precoding vector can be defined as

Pk,g = [le(g—l) 1 OIX(M—g) ]T. (17)

Note that, with the above precoder’, the g-th effective data stream is assigned to the

g-th group.

3In order to provide insightful performance comparisons, similarly as in the dual-polarized system, the single-
polarized implementations also employ two-stage precoders. The same inner precoder strategy of approach I is
adopted, and the outer precoding matrix is constructed identically as in Section 3.3.
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3.3.2 Precoder for Polarization Diversity - Approach I1

In order to provide diversity gain through the polarization domain, the precoder is
now designed to transmit the same data symbol, intended to the g-th group, in both polarizations.

This approach limits to %’ the total number of groups that are simultaneously served in a cluster.

Then, assuming that G < A—Z, the precoding vector is chosen as

p) [01(6-1) »
Pkg = [ i’g] =

(18)
[le(g—l) )

— —
c_c
X

—_
X
—

where pf’ ¢ € (C%Xl denotes the sub-precoding vector corresponding to the polarization p €
{v,h}. With this design, the g-th pair of effective data streams, one stream from each polariza-
tion, is selected to transmit to the g-th group.

It is noteworthy that the two above approaches do not introduce any additional
changes in the preprocessed signal. Therefore, the task of eliminating inter-group interference

is left entirely to the user’s terminal.

3.3.3 Signal Reception

After the superimposed data signal is transmitted by the BS through the dual-
polarized fast fading channels, the u-th user at the g-th group of the k-th cluster observes the

following

K G U

Vi, H

Yigu= h,g,u = Hk7g7u Z Bl Z Pim Z O mnSlmn + N ou, (19)
k,g./u =1 m=1 n=1

where y,”a eu € C>*! and yg ou € crxl are, respectively, the information vectors received at the
vertically and horizontally polarized antennas, and ny , , € CN*1 is the noise vector with entries
obeying a complex Gaussian distribution with zero-mean and variance 6.

Since we consider the system with a massive number of transmit antennas, in which
M > N, and assume that the clusters have non-overlapping azimuth angles, for a reasonable
value of r*, the near-orthogonality condition of (9) can be satisfied [18, 72]. Under this con-
sideration, the residual interference that arrives from other clusters will be extremely small,
i.e. it can be neglected. Thus, by making the assumption that B; nulls out the inter-cluster

interferences, we simplify the signal in (19) as

G
Yigu= HZgMBk Z Pk,m Z O m,nSk,m,n +nk,g,u- (20)

U
m=1 n=1

Now, in order to eliminate the inter-group interference and recover the desired signal, the zero-

forcing equalizer of Subsection 2.2.5 is adopted at the users side. Supposing that N > M, the
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Moore-Penrose pseudo-inverse of the virtual channel I:Ik7 ou = Hf ¢ (B € CN*M can be defined
~ = = _16 7 C =+ .

as HZ on = (HZ cuHkgu) IHZ e € CM*N - After multiplying (20) by H, , . the interference

is removed and the u-th user acquires a vector formed by the noisy version of the transmitted

superimposed symbols, i.e.,

G U
Stgu = Y, Pm Y OkmnSkmn+ L, Meg e P))

m=1 n=1
The users retrieve their messages from the recovered superimposed data that was assigned to
the group that they belong to. However, the messages recovery depend on the type of precoder
that is employed at the BS, i.e., the precoding vector can be formulated either as (17) or as (18),

and this is further detailed next.

Approach I: It is considered that the system is operating on multiplexing mode,
that 1s, the precoder in (17) is employed at the BS, and, for convenience, we assume that the
number of groups is G = M. Under these assumptions, the detected vector in (21) can be

rewritten as

U

Qe 1,nSk,1,n
n=1

a At
Sk>g7u = + Hk,g,unksgvu' (22)

Z QG nSk,G,n
=1

One can see that each element of (22) belongs to a specific group. Therefore, the u-th user at
the g-th group recovers its message from the g-th element of the received vector §; , ,, which

yields

U
§k,g,ll = [§k7g~u]g = Z ak,g,l’lsk7g,}’l + [Hz,g,unky&u]g (23)
n=1
It is worth mentioning that the main advantage of this strategy lies mainly in the high number of
groups that can be simultaneously served, besides its simplicity. However, as it can be realized,
each user recovers its desired information by exploring only one of the polarizations, either
vertical or horizontal, what may impact the system performance.

Approach II: For this approach, the BS employs the precoding vector as in (18),

which makes the system to operate in diversity mode. For simplicity, it is assumed that G = %
groups are simultaneously served. Thus, the vector in (21) can be expressed as
- U e
Z O, 1 nSk,1,n
o
Y % Gaskon _ s/ .
3 _ | e T _ |k i
sk7gau - i U] ) + Hk-,gaunk’g’u - h + Hk',g?unk’g’u’ (24)
Z 0%, 1,18k, 1,n k
nU:I :
ak#G.,nsk.G‘n
- [n=1 1-
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where s} € C%*! and sZ € CY*! are, respectively, the data vectors transmitted by the vertically
and horizontally polarized antennas intended to the k-th cluster. The g-th element of both s} and
s,}(‘ consists of superimposed data symbols that are intended to the g-th group. Differently from
the first approach, now we take advantage of the polarization diversity. It is assumed that the
inverse of the XPD is small, e.g, ¥ < 1. With this assumption, the off-diagonal blocks of the
channel matrix in (6) approach to zero, i.e., the cross-polar interference becomes negligible. As

a result, the virtual channel matrix can be simplified in the following block diagonal structure

a_[mEe 0 ] fAg, o )
28U T = - — .
& 0 (H} "By 0o H,

Consequently, its corresponding zero-forcing detection matrix becomes

I:Ibi‘ = ((I:IZ7g7M)HI:I};g7u)_1(Ijll‘;gﬂ't)H 0
k7 ’u— [} ] - ]
8 I 0 ((HZ,g,u)HHz,g,u) 1(HZ78~,H>H
by 0
A 0 ] (26)
L 0 Hk7g,u

From above, the signal in (24) can be rewritten as

T i v qtv v Qv
o o Hegn O k| _ [ Migaign| _ [Skgu 27
kgou 0 H” h " v YRE
kgl [Yk.gu k.guY k.gu k.gu
where I:Izvg , and I:I,ihg , are the zero-forcing matrices corresponding to vertical and horizontal

polarization, respectively. As it can be seen, if the interference received by cross-polar transmis-
sions is small, one can recover the information data by separately equalizing each polarization.
Now, in order to recover the superimposed data symbols, we compare the g-th element of both
§Z g and §2 e’ and it is chosen the one that provides the maximum effective channel gain.
More specifically, the message for the u-th user at the g-th group in the k-th cluster is retrieved

according to

U
§k7g71/l = |:§£7g71/l:|g = Z ak7g7nsk7g7n + [Hzg7un£,g7u]g’ (28)
n=1

where p denotes the polarization that provides the maximum effective channel gain, and nf_‘ o €
C>*1 is the noise vector corresponding to the polarization p, with p € {v,h}.

Note that such a strategy can be seen as a simple selection diversity technique that
chooses the polarization that delivers the best channel condition. In this case, the offered po-
larization diversity can be truly explored, which implies that significant performance improve-
ments can be obtained over the first scheme while maintaining a very low implementation com-

plexity. The only drawback of this approach is that the maximum number of groups that can be
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served in parallel is reduced by half. Finally, it is important to highlight that this strategy can
also be applied to scenarios with high cross-polar interference, although one can not equalize

separately each polarization, as it was done in (27), and this arises as a potential future work.

3.4 Performance Analysis

In this section, the performance of the proposed multi-polarized massive MIMO-
NOMA system is evaluated. Closed-form expressions for the respective outage probability are
derived, based on which an asymptotic analysis at high SNR regime is carried out. Finally, the

ergodic sum-rate capacity of both approaches is also investigated.

3.4.1 SINR Analysis for the Two Proposed Approaches

After the superimposed data symbol is recovered from either Approach I or Ap-
proach II, the user employs SIC in order to retrieve its message. In order to successfully com-
plete the SIC process, it is crucial to have knowledge about the ordering of users’ effective
gains. Therefore, it is assumed that the BS has complete access to the user ordering informa-
tion. Moreover, it is considered that the effective channel gains are sorted out in increasing
order of magnitude, meaning that the Ist user has the weakest gain and the U-th user has the
strongest one. Under these assumptions, the SINRs for the two approaches are defined by the

following lemmas.

Lemma 3.1. (SINR for Approach I) During the SIC process, the SINR of the data symbol
intended for the i-th weaker user that is observed at the current u-th user in the g-th group of

the k-th cluster is given by

2
; Ck, uO o .
}ﬁg.u:g—k’gﬂl, for 1<i<u<U. (29)
/ Ck,&wﬂi + )
where p = # denotes the transmit SNR, Ck,g,u = m is the effective channel gain, and
n k,gul8*

; corresponds to the power of interfering messages, being defined by

P L0, s for 1<i<u<U, 30)
i = ©
0, for i=u=U,

Proof. Please, see Appendix A. [
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Lemma 3.2. (SINR for Approach II) Similar to the first lemma, the SINR achieved at the

current u-th user while decoding the message intended to the i-th weaker user can be defined as

1 Clj,gmalg,g,i .
ﬁ,g,uzma Jor 1<i<u<U, (31
kgu”t " p

-1
[
1

and C,f’ o= m The transmit SNR p and the power of interfering messages .%; are de-
, o

where the effective channel gain is given by C,fg = max{Cng " C,ﬁ’g .} inwhich Ckvg 4=

fined identically as in Lemma 3.1.
Proof. Please, see Appendix B. [

One can see that the interference factor defined in (30) reaches its maximum value
when the first user, the weakest one, decodes its message. As discussed in Subsection 2.1.3, this
is expected since the first user does not decode messages from others, only its own, suffering
interference from all the other users. On the other hand, assuming perfect SIC, the strongest
user recovers its own message with zero interference. In addition, one can realize that the SINR
expressions for Approaches I and II have a similar form, differing only in terms of the effective

channel gains.

3.4.2 Outage Probability

The outage probability for the u-th user in the g-th group of the k-th cluster, denoted
by B, ,»can be defined as the probability of the message intended to the i-th user being received
at the u-th user with a data rate less than the required target rate l%’;gg’,-, Vi<i<u,ie.,

e =Plogo(1+ % ) < Zigil,  forall 1<i<u. (32)

From (32), next, closed-form expressions for the outage probability are derived for dual-polarized

massive MIMO-NOMA systems assuming the previously discussed approaches.

Proposition 3.1. (Outage Probability for Approach 1) Assuming that the users are sorted out
in increasing order based on their effective channel gains, the outage probability can be derived

as

u+n
1

’:Mg” = Z < n >u+n

Y, (X +1)Brgp ' Thgu)
I'(n) ’

(33)

where U, = U ( ) n= %v — 5+ Be=L® (BERBy) ™' 4 and

M
2
fk i1
Y ., = max £
9 %
S e lu) | @~ (2 ks —1)

Proof. Please, see Appendix C. [
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Proposition 3.2. (Outage Probability for Approach II) Suppose that the system experiences
a small inverse XPD and assuming that the users are sorted out in increasing order based on

their effective channel gains, the outage probability can be derived as

( 1)5 1y 2(u+n)

U—-u

1 Y (77, X+ k,gp k,g,u)

pe L =U Y (U : 34
k,g,u ,,;0( )( n >u+n F(n) ( )
where U, N and Yy g, are defined identically as in Proposition 3.1, and

Brg = [(BYR(By) g

Proof. Please, see Appendix D. [

From above, note that the greater exponent in (34) influences the outage probability

to decrease faster than in (33), indicating a superior performance of the Approach II.

3.4.3 Asymptotic Analysis

Even though we have derived exact expressions for the outage probability in Propo-
sitions 3.1 and 3.2, it is still complex to analyze some important performance features. There-
fore, simpler expressions are desirable to investigate further the behavior of the proposed ap-
proaches. In view of this, asymptotic studies are carried out in Propositions 3.3 and 3.4, in
which we derive simpler outage probability expressions and determine the diversity orders for

the two approaches, as follows.

Proposition 3.3. (Asymptotic Outage Probabilities)
Asymptotic Outage Probability for Approach I: When the transmit SNR goes to infinity, i.e.,
p — oo, the outage probability expression in (33) can be approximated by

Pout ~ 1 %I/{ I:(x + 1)Bk,ng7g,ll]nu

2 — 35
k7g7l/t pnu u (n!)ll ) ( )
which yields a diversity order at the u-th user of
N M
Dy = (5—54—1) u. (36)

Asymptotic Outage Probability for Approach II: Now, when the transmit SNR goes to infinity,
i.e., p — oo, the outage probability in (34) can be approximated by

v U UL+ 1) BrgYagul ™
k7g7uN p2nu u (n!)Zu )

(37)
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and the diversity order of the u-th user can be expressed as
Dy=(N—M+2)u. (38)

Proof. Please, see Appendix E. [

From the asymptotic results, one can see that the system performance increases
with the order of the users for both approaches. This behavior is in fact expected, since the
higher is the user order, the better is its channel condition. Besides, it can be observed that the
diversity order of the Approach I is half of the Approach 1I, which means that the former does
not reach the same performance level of the latter one, regardless of the number of users or

transmit/receive antennas.

3.4.4 Ergodic Sum-Rate

The ergodic sum-rate informs the maximum transmission sum capacity that can be
achieved by a communication system. Next, we analyze the ergodic sum-rate achieved within
one group, where it is assumed that all the weaker messages are successfully decoded at each
user. Thus, the capacity for the u-th user can be defined based only on its own SINR, that is,

based on ¥} e’ Therefore, the sum-rate for the g-th group in the k-th cluster can be defined as
U
Cg = Y 10g2(1+ % g0)- (39)
u=1

Proposition 3.4. (Ergodic Sum-Rate for Approach I) Assuming that, during the SIC process,
the messages intended to the i-th user that arrives at the u-th current user, ¥ i € {1,2,-- u},
are correctly decoded, the ergodic sum-rate achieved by the g-th group in the k-cluster can be

derived as

U U INCER N
o= Y% L () e

u=1 n=0

° 1 u — — u— n
X / 10g2 (i) Xﬂ 1€ (%""Uﬁk.gxy(n’ (%+ 1)Bk7gx) 1+ dx, (40)
0 )

where €], = p(a,ig’u + 7)) and & , = p Iy

Proof. Please, see Appendix F. 0

Proposition 3.5. (Ergodic Sum-Rate for Approach II) Similarly, assuming that all messages
are correctly decoded during SIC, the ergodic sum-rate achieved by the g-th group in the k-
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cluster can be expressed as

B N ¢ S LI
Crg= Z U Z (*1)”<Un )F(n)2+2(u—1+i)

u=1 n=0

e I +x€&1, 1 —(y+1)Bs .x 14+2(u—1+n)
X/o log, <Tx£2u) XM (Db 7(M, (X + 1)Brgx) dx, (41)

where €, and & , are defined exactly as in Proposition 3.4.

Proof. Please, see Appendix G. 0

3.4.5 OMA Design

For comparison purposes, the conventional massive MIMO-OMA system is now
discussed. We also consider the existence of K spatial clusters subdivided into G groups. The
precoders are constructed identically as in the MIMO-NOMA system, in which the users of each
group recover their respective transmitted data symbols by employing a zero forcing equalizer.
However, inside each group, instead of adopting NOMA, time division multiple access is em-
ployed, meaning that each user within the group is served in a separate time slot. Consequently,
the number of users that are served in parallel within one time slot in a given cluster is equal to
the number of groups, i.e. G users, one from each group, are served simultaneously. Therefore,
in order to provide a fair performance comparison, the number of groups in OMA is set to the
same number of users within one group in the NOMA system. With this consideration, the
performance of U users in NOMA will be compared with G = U OMA users. Besides, the total
transmission power available for the group is entirely allocated to the user in the current time

slot, i.e. the user’s power coefficient is set to 1.

3.5 Numerical and Simulation Results

In this section, the performance of the proposed dual-polarized massive MIMO-
NOMA system is investigated. Otherwise stated, the BS is equipped with M /2 = 50 pairs of
collocated horizontally and vertically polarized antennas arranged in a uniform linear array,
where each pair of elements is separated by half of the wavelength, i.e., A /2. For comparison
purposes, single-polarized systems are equipped with the same number M of transmit antennas,
with elements being also separated by A /2. Without loss of generality, we consider the existence
of K = 4 spatial clusters, each one containing L = 6 users that are subdivided into G = 2 groups
of U = 3 users each, and we adjust the BS azimuth inclination angle to the direction of the
cluster of interest, providing maximum array gain. The azimuth angle of the kth cluster is
defined as 6, = % +(m— i—’;)%, for k =1,---,K, where each cluster has an angular spread
of 15°. Under the considered geometry, the dominant eigenvalues parameter for the channel
correlation matrices of each polarization is adjusted to »* = 16. This makes the full matrix

in (2) to have 2r* = 32 effective eigenvalues, which is the same as that one configured to
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Figure 9: Outage probability versus transmit SNR for dual-polarized massive MIMO-NOMA
system under Approach 1 (N =4).
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the single-polarized system. The power allocation coefficients of Users 1, 2 and 3 are set to
alz =0.63, 0622 =0.25, 0532 =0.12, and the target rates to #| = %, = 1.4, %3 = 4 bits per channel
use (BPCU), respectively. In addition, the number of effective data streams is set to M =4. All
simulation results are generated through 2 x 10°> Monte Carlo iterations, and a perfect agreement
with the analytical ones is observed in all the plots.

Figure 9 plots the outage probability versus transmit SNR for Approach I, in which
the users are equipped with N/2 = 2 pairs of dual-polarized antennas. As can be realized,
the system performance gets worse as y gets higher. However, it is interesting to note that,
even with a high inverse XPD value, the dual-polarized system shows superior performance
than the single-polarized one, such that, for y = 0.5, the dual-polarized user with better chan-
nel conditions requires approximately 3dB less than for the single case to achieve the same
level of outage. In the same way, Figure 10 shows the outage performance but now consid-
ering Approach II with a low cross-polar interference, i.e., ¥ = 0.001. One can see the great
performance improvements that this second approach can offer, confirming the insights high-
lighted in Section 4.3.2. For instance, when adopting 8 receive antennas, the user with strongest
channel gain in the dual-polarized system can reach the same performance level of that ob-
tained by the single-polarized user, but saving around 4dB of SNR. This advantage becomes
even greater when employing 4 receive antennas, where a gain of approximately 12dB can be
reached. Figure 11 compares the outage performance of the two approaches with that of the
single-polarized MIMO-NOMA by setting N =4 and y = 0.001. It is shown that Approach 2
has the best performance, which confirms the potential benefits that one can obtain by exploring

diversity through the additional polarization dimension offered by the multi-polarized design.
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Figure 10: Outage probability versus transmit SNR for dual-polarized massive MIMO-NOMA

system under Approach 2 (¥ = 0.001).
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Figure 11: Outage probability versus transmit SNR for single-polarized and dual-polarized

MIMO-NOMA systems under Approaches 1 and 2 (N =4 and y = 0.001).
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40

Also, one can observe that the gain achieved by Approach 1 over the single-polarized case can

go up to 4 dB.

Figures 12 and 13 show the exact outage probability curves along with their respec-
tive asymptotic behaviors for Approaches 1 and 2, respectively, in which a perfect agreement at

high SNR regions is observed among the curves. One can observe that the diversity order for

both approaches increases with the user order. Besides, changing the values of target rates does
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Figure 12: Exact and asymptotic outage probability curves for dual-polarized massive
MIMO-NOMA system under Approach 1 (N =4 and y =0.1).
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Figure 13: Exact and asymptotic outage probability curves for dual-polarized massive
MIMO-NOMA system under Approach 2 (N =4 and y = 0.001).
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not affect the diversity orders. These behaviors are in complete agreement with the analytical
derivation of Proposition 3.3. In addition, as anticipated in Section 3.4.3, the dual-polarized

system under Approach 2 exhibits higher diversity orders than the obtained with approach 1.

In Figures 14 and 15, the outage sum-rate, obtained as Z,[,j:l(l

— pout

k,g,n)%kvgvn’ ls

investigated considering different numbers of receive antennas. This metric computes the sum

of the users’ throughput achieved when the BS is transmitting at fixed target rates. As can be
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Figure 14: Outage sum-rate for single-polarized and dual-polarized MIMO-NOMA system
under Approach 1 (¥ =0.1).
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Figure 15: Outage sum-rate curves for single-polarized and dual-polarized MIMO-NOMA
system under Approach 2 (¥ = 0.001).
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observed, antenna polarization can provide significant spectral improvements, which the gains
attained with Approach 2 being even more impressive. For instance, in Figure 15, for N = 4
and a SNR of 16dB, the dual-polarized scheme can achieve a throughput of 4.8 BPCU, what is
about 8 times greater than that of the single-polarized system with users equipped with the same
number of receive antennas, and 1 BPCU higher than what is obtained with N = 6. Despite the
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Figure 16: Outage sum-rate curves for single-polarized MIMO-OMA/MIMO-NOMA systems
and dual-polarized MIMO-NOMA systems under Approaches 1 and 2 (N =4 and ¥ = 0.001).
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Figure 17: Simulated ergodic sum-rate for various system setups (} = 0.001).
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gains, one can realize that with the increase of the number of receive antennas, the SNR needed
for both systems to exhibit identical performances is decreased. This can be justified through
the systems’ diversity order expressions. Figure 16 compares the outage sum-rate performance
of the dual-polarized MIMO-NOMA system, under both proposed approaches, with the single-
polarized OMA and NOMA cases. One can observe that Approach 2 outperforms Approach 1,
in which the obtained throughput gap can reach up to 1.5 BPCU for a SNR value of 16dB. In
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addition, the dual-polarized NOMA systems outperform the classic OMA scheme in almost all
considered SNR range, while the single-polarized MIMO-NOMA case becomes better only for
SNR values higher than 19dB, which demonstrates again the benefits of polarization.

Finally, Figure 17 investigates the ergodic sum-rate for the single-polarized OMA
and NOMA schemes as well as for the proposed dual-polarized NOMA design with Approaches
1 and 2. One can observe the remarkable improvements that the dual-polarized MIMO-NOMA
system can provide, in which the dual-polarized scheme outperforms all the single-polarized

systems.

3.6 Chapter Summary

In this chapter, we have investigated the application of dual-polarized antenna ar-
rays in massive MIMO-NOMA systems under highly correlated multi-cluster scenarios. Two
precoder designs were proposed and investigated, and a detailed analytical analysis in terms of
outage probability and outage/ergodic sum-rate was carried out. An asymptotic analysis in high
SNR regime was also performed, in which the diversity gains for the two proposed approaches
were determined. In addition, numerical and simulation results were provided to validate the

analytical framework and to demonstrate the advantages of the proposed dual-polarized designs.
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4 MASSIVE MIMO-NOMA NETWORKS WITH SUCCESSIVE SUB-ARRAY ACTI-
VATION

This chapter presents the second part of the original contributions developed in
this dissertation, in which a novel diversity strategy for massive MIMO-NOMA systems is
proposed. The chapter is organized as follows. In Section 4.2, the massive MIMO-NOMA
system model with multiple antenna sub-arrays at the BS is introduced. A detailed description
of the proposed diversity scheme protocol and the design of the beamforming and detection
matrices are also presented. In Section 4.3, the analytical analysis of the system performance
is carried out. Details about conventional MIMO-OMA and MIMO-NOMA schemes, used for
performance comparison, are described in Section 4.4. Numerical and simulation results along
with comprehensive discussions are presented in Section 4.5, while the final considerations are

drawn in Section 4.6.

4.1 Motivation and Contributions

The exploration of all forms of diversity, in frequency, code or time domains, will be
essential for satisfying the high quality of service requirements of 5G networks. However, there
is a lack of related contributions, and only a very limited number of works investigates diversity
techniques in massive MIMO-NOMA systems. This motivates further studies in this field of
research. Owing to this fact, by combining concepts of time and space diversity, we propose a
novel low-complexity scheme with the potential of improving the outage performance of each
user in a massive MIMO-NOMA deployment. A single-cell multi-cluster downlink scenario
is assumed, where the base-station sends redundant symbols through multiple sub-arrays to
multi-antenna receivers (only single-polarized antennas are considered). More details and main
contributions presented in this chapter are summarized as follows:

e We design a novel open-loop diversity technique that enables each of the users to improve
their reception performance without the need for transmitting back their fast varying chan-
nel matrices. This is achieved by successively activating antenna sub-arrays at the BS and
exploring space diversity in different instants of time at the users’ side. With this strategy,
the system latency can still be maintained low.

e We adopt two-stage precoders for each of the antenna sub-arrays. The outer precoding
matrices are constructed based only on the channel covariance matrices, and the inner
precoders are only intended for assigning the messages for each of the NOMA groups.
These choices also do not require knowledge of the fast varying channels. Therefore,
in our proposal, either for providing diversity or for constructing the precoders, only the
slowly varying covariance matrices are needed, which is attractive for applications where
feedback is expensive or very limited.

e An in-depth analytical analysis in the proposed design is performed, in which an exact

closed-form expression for the outage probability is derived. The system behavior at high
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SNR regime is also investigated, where an asymptotic outage approximation is attained,
enabling us to determine the system diversity order. Furthermore, we investigate and
obtain a closed-form expression for the ergodic sum-rate considering a particular case.

e Numerical and simulation results are presented to corroborate the theoretical develop-
ment, and insightful discussions are provided. In particular, our results show that the pro-
posed strategy outperforms conventional full array massive MIMO-NOMA and MIMO-

OMA systems operating in time diversity mode in all considered scenarios.

4.2 System Model and Protocol Description

Figure 18: System model. The BS is equipped with multiple antennas subdivided into multiple
sub-arrays.
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Consider a scenario where a single BS equipped with a linear array of M anten-
nas is transmitting to multiple users. Each user employs N receive antennas, with M > N.
Besides, the users are assumed to be confined within K rich scattering clusters, following the
one ring geometrical model of Subsection 2.2.2. In each spatial cluster, there are G groups,
each one containing U users that are multiplexed through power-domain NOMA. 1t is also as-
sumed that the users require a reliable data reception. To fulfill this requirement, we propose a
novel diversity strategy by exploring space and time dimensions. Firstly, at the BS, the transmit
antennas are equally divided into Q sub-arrays, i.e., we create Q partitions of M/Q antenna
elements, as shown in Figure 18. Due to this structure, M must be a multiple of Q. In addition,
we adjust the separation distance between two adjacent sub-arrays to be greater than half of
the wavelength, i.e., greater than A /2, so that the channels among sub-arrays become uncorre-
lated. Within each sub-array, we set the inter-antenna space separation to be exactly A /2 and

we consider correlation between antenna elements. Then, in order to improve reliability, we
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configure the system to send Q replicas of the same symbol. More specifically, each symbol
replica is transmitted by sequentially activating each sub-array. Consequently, the transmission
of one symbol is performed within Q instants of time. The proposed strategy will be called as
successive sub-array activation (SSAA). Note that, since the sub-arrays are uncorrelated, each
transmission will propagate through different paths, regardless of the separation time between
two retransmissions. Therefore, diversity is achieved through the space dimension.

As one can realize, differently from conventional time diversity schemes, that need
to wait for a whole coherent time to retransmit the data, our proposed system can operate with
very fast transmission rates. The time needed to retransmit the symbol replicas must be just
enough to the receiver distinguishes the signals from each sub-array. As a result, a very low
latency can still be achieved, while guaranteeing an enhanced performance. Our diversity strat-
egy is also energy efficient, since, regardless of the number of transmitted replicas, the total
number of antennas activated during all retransmissions remains constant, i.e., a total of M
antennas is used to transmit Q symbol replicas. In addition to these advantages, since only
one sub-array is activated at a time, it is possible to reduce the number of dedicated electronic
components that are connected to the antenna elements, known as radio frequency (RF) chains.
More specifically, by using simple switches [81], the number of dedicated RF chains could be
reduced to M/Q, i.e., the same number of antennas in a sub-array, without degrading the system

performance, what would lead to a decrease in hardware cost and to lower power consumption.

4.2.1 Channel Model

We consider that all users within the k-th spatial cluster share the same channel

MM :
CM>*M ' \where Ry, € C2* ¢ corresponds to the covariance

covariance matrix Ry = Ip @ Ry €
matrix of each sub-array. Note that, for simplicity, we assume identical covariance matrices
among sub-arrays. Considering the proposed design, the BS transmits each symbol in Q in-
stants of time, where each replica propagates independently and experiences different fast fad-
ing channels. Besides, it is assumed a perfect downlink channel estimation at the users’ side.
Under these considerations, each user will acquire Q distinct channel matrices, each one cor-
responding to a different transmission. For mathematical convenience, the channel matrices
belonging to the u-th user in the g-th group of the k-th cluster are organized in the following

block diagonal arrangement

1

] H,, 0 0

Higu=| @ - = |eCcm (42)
0 0 HngM

M . . . .
where HZ au € coxN represents the channel matrix obtained during reception of the message

transmitted by the g-th antenna sub-array. By invoking the Karhunen-Loeve transformation, we
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can decompose the sub-matrices of I:Ik7 ¢, s follows

1
UAG) eu 0 0
& — . 5 (43)

10
0 0 UAGY,,

Hy

where Ay stands for the diagonal matrix of dimension i X r; composed by the r; decreasing
nonzero eigenvalues of Ry, U, € C%Xr’t represents the matrix formed by eigenvectors of Ry,
and GZ7 e € C’i*N is the fast varying channel matrix corresponding to the g-th sub-array. Con-
sidering a NLOS communication, the entries of GZ7 g A€ modeled as i.i.d. complex Gaussian
distributed random variables with zero mean and unit variance.

Then, after the BS superposes the messages of all users within each group and
transmit the Q successive replicas, over each sub-array, through the fast fading channels, the

users observe the following signal

O i jsnij € CONX (44)

K 0= G U
Y= Z Hn,g,uBn Z I_)”hi
n=1 i=1 =1

J
where B, € CM*2M g the preprocessing matrix designed to remove inter-cluster interference,
with M being the parameter that defines the virtual channel dimension, p,; € COM*1 is the
precoding vector responsible for assigning the superposed messages to its respective groups,

0y,;,j is the power allocation coefficient, and s, ; ; is the message intended for the user j in the

i-th group of the n-th cluster.

4.2.2 Precoder Design

In this subsection, we present details for the construction of the precoding matrices.
Similarly as in the dual-polarized setups of Chapter 3, in this chapter, we choose to project
the precoders not to depend on the fast varying channel matrices. Consequently, the BS will
only need to estimate the covariance matrices of the lower dimension antenna sub-arrays, which
provides an even further reduction in the overall feedback overhead.

Considering the proposed antenna structure, the outer precoder By, belonging to the

k-th cluster, can be arranged in the following block diagonal matrix

B, 0 0
Be=1|: . i, (45)
0 0 B

where By, € C% “M denotes the precoding sub-matrix that is designed based on the slowly vary-

ing channel covariance matrix of each sub-array.
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The sub-precoders By can be constructed via similar procedures as the carried
out in Section 3.3. Therefore, by also assuming that r{ = ... =rg =71, ri = --- =rg =
r, and concatenating the left eigenvectors of interfering clusters to form the matrix U, =
Uy, , U1, Ugsp, -+, Ug] € (C%X(K*I)r*, we explore the null space spanned by U, to build
B;. More specifically, let Eg € C%X%_(K_])r* be the matrix that collects the last ¥ — (K —

0
1)r* columns of the left eigenvectors of U, . Then, we define the projected channel HZ =

7g7u
1
(EDHUAG]

kg’ which is orthogonal to the eigen-space spanned by interfering clusters and

has covariance matrix given by R, = (E{)7R/E}.
M * < M - ~
Let now F,(Cl) e Co~K=1r">M e the first M columns of the left eigenvectors of Ry.

Then, finally, the outer precoding matrix for each antenna sub-array can be obtained as
Ol Mxm
B, = EJF! e C0*M (46)

in which the constraints K < M < (%’ — (K- l)r*) and M < r* < r must be fulfilled. Due to

these constraints, in this chapter, we configure the dominant eigenvalues as
r* = min{r, {(% —M)ﬁJ }
Now, we focus on the design of the inner precoding vector. Due to the multi-array

architecture, py ¢ is composed by QO sub-vectors, which can be represented as follows

I_’k.,g = [(pll,g)Ta Tt (p]gg)T]Tv (47)

where pZ. p is the precoding sub-vector corresponding to the g-th sub-array, and it is responsible
for assigning the data message for the g-th group in the k-th cluster. Since each sub-array
contains the same number of antenna elements, we have that p,i = p% g == p,g ¢ Therefore,

we define the sub-precoders as

Pre=[01x(e-1ys 1, O )"s Va=1,---,0. (48)

With this choice, note that the g-th effective data stream of each sub-array is associ-
ated with the g-th group, which enables each group to receive Q copies of the same superposed
symbol.

4.2.3 Signal Reception

Considering that the outer precoder, designed in the last subsection, perfectly can-
cels the inter-cluster interferences, and after all Q successive transmissions have been received,

the data signal at the u-th user in the g-th group in the k-th cluster can be structured as

G U T
SN 1 0
Vigu = Hi g Br ) Pri ), Ok jskij+ [nk,g,w e ,nkw] ; (49)
i=1 j=1
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ou € CN*1 is a complex Gaussian noise vector obtained during reception of the signal
2

transmitted by the g-th sub-array, with entries having zero-mean and variance o}, .

where nZ

Then, in order to the separate the superposed data symbols intended for each group,
the zero-forcing receiver described in Subsection 2.2.5 is employed in the users’ terminals.

Mathematically, the signal obtained in (49) is filtered through the following detection matrix

1f
H', 0 0
HZ.,g,uZ S I (50)
ot
o o HY,

in which HZ;M = (((HZ’gM)HBk)H(HZ7g7u)HBk)*1((HZ7g7u)HBk)H is the pseudo-inverse of the
virtual channel observed during the g-th reception, where we suppose that M < N. After zero-
forcing filtering, the channel distortion is completely removed and the users obtain a noise
corrupted version of the signals transmitted by each antenna sub-array. With the proposed inner

precoder in (48), the detected symbol vector can be represented by

- T T
A |l 0 qt 1 0
Sk.gu = |Sk> 7Sk] TH; [nk&w IR
r T
U U
1
PICARESN Y o sk, W g,u
_ =1 . =1 . il
- U . PR U : +Hk,g.,bt . ] (51)
Y %G sia Y %G siG n?
L /:1 j:I k7g7"l

where SZ is the vector of superposed data symbols transmitted through the g-th sub-array to
users within the k-th cluster, in which s,i =...= s,g.

Note that, the users within the g-th group can recover their data messages through
the g-th element of any of the Q sub-vectors in (51), which can be accomplished by employing
any diversity combining technique. In our design, due to low complexity, we simply select the

symbol from the sub-vector that delivers the best effective channel gain.

4.3 Performance Analysis

In this section, the performance of the proposed massive MIMO-NOMA design
operating with the SSAA scheme is investigated. First, we analyze the SINR that is experienced
by the users during each NOMA decoding. Then, based on the SINR result, the system outage
probability is evaluated, in which an exact closed-form expression is obtained. In addition, a
high SNR asymptotic analysis is also performed, where we identify the diversity order obtained
with the proposed SSAA strategy. Aiming to achieve further insights about the system behavior,
the ergodic sum-rate is also studied. In particular, considering a special case, we derive an exact

ergodic sum-rate expression.
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4.3.1 SINR Analysis for the SSAA Diversity Scheme

Similarly as considered in Section 3.4, here, we also assume that the users are sorted
out in ascending order based on the magnitude of their effective channel gains, which are sup-
posed to be perfectly known at the BS. Under this assumption, after all the SIC decodings are

completed, the u-th user in the g-th group will observe the following data symbol

U
¢ _ , , gt q
skvgau - ak,g,usk,g,u + Z akagvjskvg:./ + [Hk,g,unk,g,u]g' (52)
. J=utl 1
symbol of interest noise
)
interference
where ¢ € {1,2,---,Q} corresponds to the sub-array that achieves the maximum effective chan-

nel gain among all Q transmissions. From (52), the SINR obtained at the u-th user while recov-

ering its message is defined in Lemma 1.

Lemma 4.1. Supposing that the users recover its desired message from the sub-array that de-
livers the best effective gain, the SINR of the u-th user in the g-th group while decoding the
message intended for the i-th user, 1 < i <u < U, is given by

1 Ck7g7ua]gg i .
Yegu = 2, T Jor 1<i<u<U, (33)
o gk,g,utﬁi + P
where § ¢, = max {gklg ol ngg u} denotes the effective channel gain, with g,?g u= m,
159 159 159 k7g,u g*

1<g<Q0.p= é represents the transmit SNR, and .%; corresponds to the power of interfering
users, which is defined by

U 2 :
Zj:i—H g o for 1<i<u<U,

0, for i=u=U,

Ji= (54)

Proof. Please, see Appendix H. 0

4.3.2 Outage Probablity

If the achieved data rate at the u-th user while decoding the i-th message obtained
from the sub-array that delivered the highest SINR is less than the required rate %y 4 ;, this user
will not be able to retrieve its message, leading to an outage event. Thus, the outage probability

for the system operating with the SSAA scheme can be defined identically as in (32), i.e.,
1:1;’-,14 - P[logz(l + YIi,g,u) < %k,g,iL Vi=1,---,u (55)

A closed-form expression for the outage probability achieved in the massive MIMO-

NOMA setup with the proposed diversity strategy is provided in the following proposition.
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Proposition 4.1. Supposing that the effective channel gains are ordered as Gy g1 < Gy g2 < +* <
Ck.g.u» the outage probability for the massive MIMO-NOMA system operating with the proposed

SSAA scheme can be derived as

. _ Outj
Ut (U= (1) [ (V=4 1p g [(BYRBY) ) ] ©
Pra= %Y () - - 00
2 a\ )t T(N—M+1)
(U= o 2%kgi 1
where %%, =U (u—l ) and Yy g = 112?§Xk{ @2, AR ) }
Proof. Please, see Appendix I. [

From Proposition 4.1, we can obtain some insights about the performance of our
proposed diversity scheme. It can be noticed that the expression in (56) is a monotonically
decreasing function of the transmit SNR p, in which the exponent determines how fast the
outage probability decreases, i.e., greater exponents lead to a faster decrease. This suggests that
by increasing the number of sub-arrays Q and, consequently, increasing the exponent in (56),

the system performance might be improved.

4.3.3 Asymptotic Analysis

In order to gain further insights from the derived outage expression in Proposition

4.1, an asymptotic analysis is now performed.

Proposition 4.2. When the transmit SNR approaches infinity, (56) can be approximated by

~ % [Yk,g,u[(BngBk)_l]gg](N_MH)Qu

out ~ _ = 57
kg ™y, p(N=M+1)Qu[(N — M 4 1)1]Qu (57)
As a result, the u-th user experiences the following diversity order
D= (N—M+1)Qu. (58)
Proof. Please, see Appendix J. U

From (58), we see that, for a fixed number of N and M, the diversity order achieved
with our proposed system design scales with the increase in the number of sub-arrays. This
means that, when the SNR is high, i.e., p — oo, our multi-array system achieves superior perfor-
mance than the conventional MIMO-NOMA counterpart, whose diversity order can be obtained
in [7]. Another detail that can be observed in (58) is that the diversity order increases with the

order of the user, what is indeed expected.
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4.3.4 Ergodic Sum-Rate

In this subsection, we investigate the ergodic sum-rate for the proposed massive
MIMO-NOMA system operating with the SSAA strategy. Here, we assume that the u-th user
can successfully decode all symbols intended for the i-th weaker user, Vi = 1,--- ju, so that,
the instantaneous capacity of each user will depend only on the SINR achieved while decoding
its own message. Under this assumption, the ergodic sum-rate for the g-th group, after the Q

successive receptions, can be evaluated by

Cig=E

U
Z log, (1 + y,;,w)] . (59)
u=1

A general solution for the expectation in (59) is presented in Proposition 4.3.

Proposition 4.3. Under the assumption of perfect SIC decoding, the ergodic sum-rate for the
g-th group achieved with the SSAA strategy can be attained by

—u SOIBIRBy) 3! 1+xey,
Crs = Z% Z( j >(_1) T(N — M +1)Q0+) /olog2<1+x82,u>

u=1 j=0
N M A BERBY) sy (N — 17+ 1, x[(BERBy) 1] ) 29~ dx. (60)

where €] , = p(a,ig’u + 7)) and &, = p Sy
Proof. Please, see Appendix K. [

As one can notice, the ergodic sum-rate expression of Proposition 4.3 is not a
closed-form solution. The reason for this is that the integral in (60) is quite challenging to
solve. Even so, it is still useful, since (60) can be evaluated very efficiently through numerical
methods. An exact and simpler analytical solution for (59) can be obtained if we consider the
case in which the number of receive antennas is equal to the number of effective data streams,

i.e., N = M, as derived in Proposition 4.4.

Proposition 4.4. For the particular case when N = M, a closed form solution for the ergodic

sum-rate can be obtained as

J

. (i+1)[(BngBk)*1]gg HUW*Z“;—M*‘M
Ly — e U
Eu

U=uQUut)=1 /o7 _ (-1)/Q it j)—1 ;
Zq/): Z ( : )m<9< 2 )(—1)

X

+ DIBAR,B,) ! (f+1)[(BkHRkBk>7l]gg
_Ei (_(l+ )[( k ok k) ]gg)e €y ) (61)

Elu

where €, and & , are defined in the same way as in Proposition 4.3.
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Proof. Please, see Appendix L. [

4.4 Schemes for Performance Comparison

In order to show the advantages of our proposed multi-array strategy, we compare
its performance with some conventional schemes, with and without the exploration of time
diversity. For the implementation of these schemes, we consider the same geometrical scenario
as the adopted in the SSAA design, in which we assume the existence of K scattering spatial
clusters with G groups of U users. In addition, for a fair comparison, the clusters are considered
to be located within the same azimuth angles and have the same angular spread as in SSAA. The
main difference between the conventional schemes and the system operating with the SSAA
approach is that all antennas are activated at each transmission, i.e., the full transmit array
is activated. Besides, for the systems that employ time diversity, in order to obtain different
channel responses, the time separation between retransmissions must be greater than the channel

coherent time. More details about each particular scheme are provided next.

MIMO-NOMA with time diversity: This first scheme consists of a conventional
massive MIMO-NOMA system, similar as in [7], but with the difference that each superposed
symbol intended for each NOMA group is redundantly transmitted over 7 instants of time. In
this implementation, the users recover their symbols by selecting one of the T receptions, the

one that achieves the highest effective channel gain magnitude.

MIMO-OMA with time diversity: For this conventional OMA time diversity
scheme, we suppose that there is only one user per group, what means that G = U. Aiming
to provide fairness in the performance comparisons, the precoding and detection matrices are
constructed identically as in the MIMO-NOMA time diversity system, where each user selects
its desired symbol from the best of the T receptions. In addition, the total transmit power avail-
able for each group is entirely allocated to the only existing user, that is, the power allocation

coefficient for each user in the MIMO-OMA system is adjusted to unity.

MIMO-NOMA and MIMO-OMA without diversity: These two schemes con-
sist of conventional full array implementations, the MIMO-NOMA system from [7] and the
MIMO-OMA counterpart. In contrast to the time diversity schemes, for these implementations,

each distinct symbol is transmitted only one time, so no diversity is explored.

4.5 Numerical and Simulation Results

In this section, some illustrative numerical examples of the proposed system op-
erating with the SSAA technique are presented and compared with the conventional massive
MIMO-NOMA and OMA systems described in Section 4.4. The total number of transmit an-

tennas at the BS is set to M = 90, in which, for comparison purposes, we adjust the number
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Figure 19: Outage probability versus transmit SNR for massive MIMO-NOMA system with
SSAA technique and conventional full array system operating in time diversity mode.

Q=T =3; 0} =0.625,a =0.25 and o = 0.125; %, = 1.4,%, = 1.5 and %3 = 4 BPCU.
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of sub-arrays in MIMO-NOMA with SSAA to be equal to the number of time slots in the full
array time diversity implementation, i.e., Q = T'. In addition, we consider a scenario with K =4
scattering clusters, where, in each cluster, we assume the existence of 12 users that are further
subdivided into G = 4 groups with U = 3 users each, and we configure the precoders to deliver
M = 4 effective data streams at each transmission for each of the clusters. The angular spread

is set to Ay = 10°, and the azimuth angle for the k-th cluster is chosen as 6; = % + % ( %), for
k=1,--- K. Furthermore, in order to maximize the array gain, the azimuth angle of the BS is
directed to the cluster of interest.

Figure 19 shows the outage probability in terms of transmit SNR. As can be seen,
a perfect agreement among simulated and analytical curves is observed. In addition, it can be
noticed that the proposed scheme provides remarkable outage performance improvements to
massive MIMO-NOMA systems. For example, when employing either N =4 or N = 10, all
users adopting the SSAA strategy requires roughly 5dB less SNR to achieve the same outage
level of that achieved with the full array time diversity scheme, and when N = 10, the worst
user in SSAA can outperform even the best user in the time diversity counterpart. Figures 20
and 21 bring the validation of the high-SNR analysis derived in Section 4.3.3. One can observe
that, for a fixed number of transmit and receive antennas, the system diversity order increases as
the number of sub-arrays gets higher, which is in total concordance with the diversity order ex-
pression in (58). Moreover, we see that changing the values of target rates and power allocation
coefficients does not affect the diversity order of the users, which validates again our analysis.

Figure 22 plots the outage sum-rate, 23:1 (1 o

— P, ) Pu.g.us Versus transmit SNR.
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Figure 20: Exact and asymptotic outage probability curves for massive MIMO-NOMA system
operating with the proposed SSAA technique. N = 4; Oc12 =0.625, 0622 =0.25 and a32 =0.125;
X = 1.4,%> = 1.5 and #3 = 4 BPCU.
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Figure 21: Exact and asymptotic outage probability curves for massive MIMO-NOMA system
operating with the proposed SSAA technique. N = 4; oc12 =0.72, oc22 =0.18, and oc32 =0.1;
e%l = 0.5,%2 =1 and :@3 =4.5 BPCU.
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Once again, the benefits that SSAA scheme can provide to massive MIMO-NOMA networks
is noticeable. As one can observe, for all values of T, the proposed strategy outperforms the
conventional time diversity full array setup. For example, when T = 3 and SNR = 12dB, the
SSAA scheme achieves an outage sum-rate of 3.76 BPCU against only 0.25 BPCU from the
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Figure 22: Outage sum-rate for the proposed SSAA technique and the conventional full array
time diversity approach in massive MIMO-NOMA systems. N = 4; 0612 =0.625, 0622 =0.25
and & = 0.125; % = 1.4,%, = 1.5 and %3 = 4 BPCU.
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Figure 23: Outage sum-rate for the proposed SSAA technique and various conventional
schemes in massive MIMO-NOMA systems. N =4; Q =T = 3; Oc12 = 0.625, 0622 =0.25 and
o3 =0.125; %1 = 1.4,%, = 1.5 and %5 = 4 BPCU.
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full array system, which represents a spectral gain of almost 15 times. The expressive gain
that SSAA can achieve over the system without diversity becomes also evident in this figure, in
which a gap of almost 8dB can be observed. In Figure 23, for Q = T = 3, the outage sum-rate
of the SSAA scheme is compared with conventional full array systems, with and without time
diversity. It can be observed that our MIMO-NOMA design with SSAA outperforms all the
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Figure 24: Outage sum-rate for the proposed SSAA technique and the conventional full array
time diversity approach in massive MIMO-NOMA systems. Q = 3; (xlz =0.72, (x22 =0.18, and
o2 =0.1;% =0.5,%, = 1 and %; = 4.5 BPCU.
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Figure 25: Outage sum-rate versus number of redundant transmissions for a fixed transmit
SNR of 16dB. N = 4; af =0.72,03 = 0.18, and 0 =0.1; %, = 0.5,%, = 1 and #3 = 4.5
BPCU.
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other systems. In particular, considering a transmit SNR of 18dB, the SSAA scheme achieves
an outage sum-rate of 6.68 BPCU against 5.21 BPCU of the time diversity MIMO-NOMA
system and 2.91 BPCU of the MIMO-NOMA system without diversity. The performance gains
over the OMA implementations are even more expressive, reaching up a performance gap of
4.35 BPCU over the MIMO-OMA system without diversity.
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Figure 26: Simulated and analytical (generated with (61)) ergodic sum-rate curves versus
transmit SNR for massive MIMO-NOMA system operating with the proposed SSAA
technique. N = M = 4; a? = 0.625, 3 = 0.25 and o = 0.125; %; = 1.4,%> = 1.5 and
%3 =4 BPCU.
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Figure 27: Simulated and exact (generated with (60)) ergodic sum-rate versus transmit SNR
for massive MIMO-NOMA system operating with the proposed SSAA technique.
o} =0.625,05 =0.25 and o = 0.125; #; = 1.4,%, = 1.5 and #3 = 4 BPCU.
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Figure 24, brings the outage sum-rate curves for various values of receive antennas
considering a different set of power allocation and target rates. As one can notice, the gains
achieved by the SSAA scheme over the full array time diversity MIMO-OMA setups are enor-

mous, in which, for all values of N, the curves of the two schemes are separated by more than
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Figure 28: Ergodic sum-rate versus transmit SNR for massive MIMO-NOMA with SSAA and
the conventional time diversity counterparts. Q = 3; 0612 = 0.625, 0622 =0.25 and Oc32 =0.125;
X =1.4,%, = 1.5 and %3 = 4 BPCU.
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20dB. Figure 25 shows the outage sum-rate versus the number of redundant transmissions for a
fixed SNR of 16dB. It can be seen again the superior outage sum-rate performance of SSAA for
a fixed SNR setup. For instance, with 3 redundant transmissions, the massive MIMO-NOMA
system with SSAA achieves a rate of 5.93 BPCU, which is 2.3 BPCU higher than that of the full
array MIMO-NOMA system and almost 4 times higher than what is achieved by the MIMO-
OMA counterpart. For 5 redundant transmissions, the performance gains of SSAA becomes
even more prominent. In addition, as it can be observed, another advantage of our proposed
strategy is that, independently of how many retransmissions are performed, the total number of
activated antenna elements remains constant, i.e., M = 90, what does not happen for the full
array schemes.

Figures 26 and 27 validates the analytical development for the ergodic sum-rate in
Section 4.3.4. In particular, Figure 26 shows results for various values of Q when N = M. For
this case, the analytical curves are generated with (61), in which a perfect agreement with the
simulation results is verified. The cases when N > M are shown in Figure 27. In this latter
figure, the expression in (60) is used to plot the exact curves. Again, for all values of N and Q,
we can observe perfect correspondence among exact and simulated results. Moreover, through
both figures, it can be noticed that the system ergodic sum-rate is improved with the increase in
the number of sub-arrays. For instance, in Figure 26, for a transmit SNR of 10dB, the system
operating with Q = 5 sub-arrays achieves an ergodic sum-rate of 7.35 BPCU, which is 2.98
BPCU superior than the achieved with Q = 1.

Finally, in Figure 28 the ergodic sum-rate performance of MIMO-NOMA and MIMO-

OMA diversity systems are compared, for N =4 and N = 10 receive antennas. As it can be
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seen, the superiority of the proposed SSAA technique is demonstrated again in terms of ergodic
sum-rate. For example, when N = 10 and the SNR is 18dB, the MIMO-NOMA system operat-
ing with SSAA achieves 1.44 BPCU more sum-rate than the full array time diversity MIMO-
NOMA setup and, for N = 4, the gap reaches up 1.45 BPCU. If we take into consideration the

MIMO-OMA full array system, the gains are even more remarkable.

4.6 Chapter Summary

In this chapter, by partitioning the transmit antennas into multiple sub-arrays at
the BS, we have proposed and investigated a novel low-complexity diversity scheme for mas-
sive MIMO-NOMA deployments. Detailed design of precoders and detection matrices were
presented, and a full in-depth analytical analysis was carried out. In particular, closed-form ex-
pressions for the outage probability and ergodic sum-rate were derived. A high SNR asymptotic
outage analysis was also conducted, in which the diversity order achieved with the proposed
protocol was determined. Furthermore, representative numerical and simulation examples were
presented to corroborate the analytical analysis and demonstrate the performance gains of our

proposal.
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5 CONCLUSIONS AND FUTURE WORKS

Massive MIMO-NOMA has arisen as an essential enabling technology for the am-
bitious requisites of 5G networks. However, it has been shown that some issues related to
physical space constraints and fading channels can limit the performance of such systems and
reduce communication reliability. In this regard, aiming to mitigate the impact of such im-
pairments, this dissertation has studied and developed strategies for enhancing the performance
of multi-cluster multi-user massive MIMO-NOMA networks under highly correlated scenar-
10s. Specifically, considering the downlink mode, two main original contributions have been
accomplished: first, a complete investigation of dual-polarized antennas in massive MIMO-
NOMA systems was carried out, and, second, a novel SSAA diversity scheme was proposed
for enhancing the performance of each NOMA user. Throughout this work, we have performed
full and in-depth analytical studies for both dual-polarized and SSAA MIMO-NOMA designs,
where, for each of the systems, we have determined the SINRs, derived exact closed-form ex-
pressions for the outage probabilities, and obtained the respective asymptotic approximations
in high SNR regime. Then, based on the asymptotic expressions, the diversity gains were eval-
uated, and, lastly, the ergodic sum-rates were also derived. Furthermore, aiming to validate the
analytical analysis and demonstrate the performance superiority of the proposed designs, we
have provided representative numerical and simulation results followed by insightful discus-
sions. For instance, in Chapter 3, our results showed that the proposed dual-polarized MIMO-
NOMA designs outperform conventional single-polarized systems, even for high cross-polar
interference, corroborating the fact that polarization has great potential to bring significant im-
provements to conventional massive MIMO-NOMA deployments. In the results of Chapter 4,
the proposed SSAA scheme outperformed conventional full array massive MIMO-OMA and
MIMO-NOMA systems operating with and without the exploration of time diversity. Besides,
it became clear the superiority of SSAA in terms of energy consumption, implementation com-
plexity, latency, and feedback overhead, which makes our proposal attractive for applications
that require an enhanced performance but have limited resources and restricted computational

capabilities.

5.1 Directions for Future Works

The MIMO-NOMA technology is in its infancy, and many open issues still need
to be addressed. Consequently, the current work has several interesting potential extensions,
in which some of them are highlighted in the following. For example, in this dissertation, we
have considered that the BS has perfect knowledge about the user ordering information and
that SIC is performed without introducing errors, which are idealistic assumptions. Therefore,
the analysis of our proposals under imperfect SIC and imperfect channel state information is
one possible future direction. Also, since we have considered only fixed power allocation,

another promising possibility would be the development and investigation of more sophisticated
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dynamic allocation strategies. For the dual-polarized designs with approach 2, the consideration
of high cross-polar interference scenarios would also be interesting to analyze. Regarding the
SSAA scheme, even though we have chosen to transmit the symbol replicas in different instants
of time, it is possible to separate the transmissions by exploring different domains, such as
frequency or code, which arises as potential future work. The combination of concepts of

space-time coding and SSAA is another attractive research direction.
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APPENDIX A - PROOF OF LEMMA 3.1

To successfully apply SIC, the effective channel gains of the users within a group

must be ordered. Then, assuming that Ck,g,l < Ck,g,z << Ck,g,U» (23) can be rewritten as

U
N n=k+1 T
signal of interest noise

interference

From (A-1), the message intended to the i-th weaker user that is observed at the u-th user within
the g-th group of the k-th cluster is decoded with the following SNR

E[| 0 g.i5k,.i]°]

E Z?:i+1|ak-,g,jsk7g,j|2 +E[|[H2gunkvg’“]g|2]

ﬁ,gﬂt -

(A-2)

Knowing that

= GZE[tr{Hk guH,ifg{ 1, (A-3)

and since only the g-th element of §; , , is desired, the second term in the denominator of (A-2)

can be simplified to

E[|[H] , 0k g.ulel’] = 0 Eler{[H] 2 (A-4)

H —
be T Je o] = onlllA] , Lo«

where 0'2 is the variance of the noise vector. Now, by substituting (A-4) in (A-2) and defining

the transmit SNR as p = 2 , we get

1 2
) B 1.2 ki
Voo = ! ’“’g‘“]f’ ” —, for 1<i<u<U. (A-5)
ZJ L] v*Hzak,g,j—'—ﬁ
From (A-5), the effective channel gain can be defined as Ck,g’u = M In
k g ul8:*

addition, it can be noticed that when i = u = U, there is no interfering messages and the first

term of the denominator in (A-5) equals zero. Then, the following is defined

g Z] i1 kg}’ for 1<i<u<U, (A-6)
0, for i=u=U.
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Finally, by replacing {; , , and (A-6) in (A-5), the SINR expression becomes

Ck.,g,ua]g,g?i

ﬁ —
o Ck,g,uﬂi—F%’

for 1<i<U, (A-7)

which concludes the proof of Lemma 3.1.
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APPENDIX B - PROOF OF LEMMA 3.2

Similarly to Appendix A, we consider that the effective channel gains are sorted out

in increasing order, i.e., C,:g’l < C,z&z < K C,:&U. Then, (28) can be rearranged as

U
A . qip p
Skagvu - akvgauskkgvu + Z ak7g,nsk,g,n + [Hk,g,unk,g,u]g’ (B-l)
— n=k+1 T
signal of interest noise

interference

where p € {v,h} denotes the polarization with maximum effective channel gain. From (B-1),

the SINR that is obtained at the u-th user while decoding the i-th message is given by

— 1 _a? .
L E[| 0tk g1k’ _ [ -
y;"g’“_ U 2 qtp P 2 _ZU. 1 2 4L (B-2)
E ):j:i+1 | O g,jSk g% | +E] [Hk’g’unk,g7u]g’ ] j=itl ||[sz,u]g,*\|2 k.g.j = p
Since p represents the polarization that provides the best channel quality, one can
define § , = _T+2 and C,f’ u= _T+2 As aresult, the effective channel gain for the
8 1TH g el &) IHp g ulgx

u-th user can be denoted by ¢, , = max{{; - ¢l ¢u)- Thus, (B-2) can be rewritten as

i C/:gmalg,&i .
S S for 1<i<u<U. (B-3)
k7g7u C]:‘ ‘ﬂl _|_ l
7g’u p

where p and .#; have the same definition as in Appendix A. This completes the proof.
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APPENDIX C - PROOF OF PROPOSITION 3.1

We first simplify (55) as following

PI::Z’M = Pllog,(1+ ’)/];g’u) < %k,g,i] = P[’}/,i’g’u < 2Prgi _ 1. (C-1)

Then, by replacing (53) in (C-1) and applying simple algebraic manipulations, we get

P P C 1 2%7]"87" —1 (C 2)
k7 ’ - k7g>M < - % : : -
o P ot = Fi(2 st 1)
LetY = max 2%kei 1 Then, (C-2) becomes
k.g,u ic[1.u] (X/%_gﬁi*<]i(2ﬁk’g’[*l) ' >
Pleu="P [Ck,g,u < pilrhg,u} : (C-3)

Note that (C-3) represents the cumulative distribution function (CDF) of the effective channel
gain. Thus, in what follows, the statistical properties of {y ., must be identified. As estab-

lished in Lemma I, the effective channel gain for the u-th user is given by Ck,g,u = [ 1} 2
k,g,ul8*

This value corresponds to the inverse g-th diagonal element of the covariance matrix Ey , , =
I:I; .. MI:IZZ ,- Thus, with the purpose of determining the main diagonal marginal distribution of
&/ ¢,u» We perform the following expansion

- FH 0 ~1gH A FH 1§ -1
Lkngvu = (Hk7g,qu7g7u) Hk,g,MHkmg’M(Hk,g.,MHk7g7u)

O 1 ~ 1
Lo (BYRBy) ' = p LW !'=_—w, (C-4)

+1 +1 x+1

where W, = Eg R;B; and Wk’1 =L® W,;l. Given that the matrices G;jlj have complex
Gaussian entries, the resulting matrix Gf:lj (GZ] )H is complex Wishart distributed. As a con-
sequence, the matrix Wk also follows the Wishért distribution and, in this way, Wk_l 1s inverse
Wishart distributed with % degrees of freedom and covariance matrix (ﬁf R;B;)~!, that is,

W !~ 7@1(%, (BIRB,) )7, 821.

At this point, we already know the distribution of V~V,:]. However, we are inter-
ested in the distribution of the inverse of the main diagonal elements of E; , ,. The marginal
distribution of the main diagonal of an inverse Wishart matrix also follows the inverse Wishart
distribution and it is equivalent to the univariate inverse Gamma distribution [82, 83]. Thus,
the inverse of the diagonal elements of Wk_1 follows the Gamma distribution. Consequently,

considering the unordered case, the CDF for the inverse of diagonal elements of E; ., is given
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by [84]
Y (1, (0 +1)Brex)
F(x)= =, (C-5)
)
and the corresponding probability density function (PDF) can be written as
(x+1)"B" L= (X+1)Begx
flx) = ke (C-6)

r'(n) ’

where n =5 — %4 +1and B, = [W;l]gyg = [I, @ (BR;By) !, For the ordered case, we
can consider the effective channel gain (; 4, as the u-th order statistic. Therefore, the PDF for
the u-th ordered channel gain can be obtained as [82]

Fou @) =v (U2 FEF @) (1= Fx)U (C-7)

u—1

Rewriting the term (1 — F(x))Y ~* as ):,[{;0“(—1)”(U_”)F(x)” and defining %, = U (g__]l ), (C-

n
7) can be simplified as

U—u

ka7g7u(x) = %u Z (—1)'1<U7u>f(x)F(x)u—1+n

n=0 "
U—u nprn
. U7u> (x+1) ﬁk,gxnflef(xﬂ)

u—1+n

Peery (n, (x + 1) Brgx)
(C-8)

Finally, by integrating (C-8), a closed-form expression for the outage probability of

the u-th user in the g-th group of the k-cluster can de derived as

& DB o ke u—l+n
Pou= 0 T, 0 (7)) e fy X TR G D) e
U—u 1|y, (X +1)Begp™ Yigu) o
— n U—u ’ 8 80 B
—%ur;)(_l) ( n )M-f-l’l F(n) ’ (C 9)

which completes the proof.
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APPENDIX D - PROOF OF PROPOSITION 3.2

The outage probability for the Approach Il can be derived from
Bl =P | Geu <P Tl ©-1)

which corresponds to the the CDF of the random variable (', , = max{é’,ﬁf Gk gt Given this,
first we need to perform a statistical characterization of the channel gains of each polarization,

C,? o and & ¢ and then, later, we can find the distribution functions of S

The channel gains C,ﬁl 2 and g correspond to the inverse of the g-th main diag-

onal element of the covariance matrices Egg?u = I?IZ; M(I:IX;’ M)H and E,VQW = I:IZ,VM(I:IZ,VM)H )
respectively. In view of this, we expand the matrix EZ g, i the following way
=h L Hyyh —1gh Hyyh y/ Hyyh -1
‘Lk,g7u = ((Hk,g,u) Hk,gm) (Hk,g,u) Hk,gm((Hk,g,u) k,g7u)
pHyyh—h ggh—h\Hp \—1
= (B Hy ., (Hy ) " By)
I s =~
I &1
- mw 5 (D-Z)

which is also valid for & since both polarizations share the same covariance matrix.

v
k.g.u
As discussed in Appendix C, W1 follows the inverse Wishart distribution, 1i.e.

Wk_l ~W %_ ! (%’, (ﬁf R;B;)~!), and the inverse of its main diagonal elements follows the Gamma

distribution. Consequently, the effective channel gains C,f au and C,: g, CAN be seen as two inde-
pendent and identically distributed Gamma random variables. Hence, first considering that the

gains are not ordered, the CDF of max{{}' - &y . .} is given by

y (1t DBeer)

e (B3

Enax(x) = Fglgg’l/t (X)Fé’]l/’gu (-x) =

and its PDF by

RN
_ R _2XAD By oy

foa(X) = —5 ()2 B"*W(n,(wl)ﬁk,gx), (D-4)

where 7 is defined identically as in Appendix C, and Bk.,g =W, ge = [(BIRB;) g
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As a result, the PDF for the ordered effective channel gains { 2 is obtained by

U—u

Ie,. (X) =% Y. 1y (U;u>fmax(x)Fmax(x)”_l+"

n=0
b 2(x + 1)"31? 3 . 142(u—1+n)
n U—u 9 71 — 1 X
— %n;)(_]) ( - )r(n)2+2(u1+i)xn o (DB ?’<n,(x+1)ﬁk,gX> ,

(D-5)

At last, the closed-form general outage probability expression for approach 2 is

obtained by integrating (D-5), as following

L 2(x +1)"B;]
out _ n U—-u 8
Pk,g,u %ung’o(l) < n >1“(n)2+2(u—1+n)
p~ Y e = - 1+2(u—1+n
X/O kg xnfle*(erl)ﬁk,gxy(n,(x—k1)ﬁk7gx) ( )dx
S (o) 2R
o ”n_o(_1)< n )r‘(n)2+2(ul+n)

_na-n ~ 2+2(u71+n) pilYk,gﬁu
(x+1)7"B, y(n,(x+1)/3k’gx>
X

242(u—1+n)
0
B 2(u+n)
U—u 1 7(777(%"’_1) k,gp_lkaga“>
o Z(U—u -
— %un;)(—l) ( n >u+n () : (D-6)

which completes the proof.
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APPENDIX E - PROOF OF PROPOSITION 3.3

Since n = %’ — %4 + 1, and considering that %’ > %;[, N assumes only positive integer

values. Then, a series representation for this special case can be applied to simplify the Gamma
functions presented in (56) and (34), as follows [85, 86]

- - - 1 R
Y, (X +DBrep Yigu) (n—l)!(l—e O DBrgp™ Tigar 11 () Besp” N )
I'(n) (n—1)!
— e_(x+1)ﬁk.gpilYk.g,u i [(X+ 1)ﬁk7gp_lYk»g7u]m
m!
m=1
1 Iy 0"
_ [(x + )Bk,f];‘) kgl E-)

Thus, the high-SNR outage probability approximations for Approaches I and II can be obtained
by replacing (E-1) in (56) and (34), which results in

e Asymptotic Outage Probability for Approach I:

U—u 1 -1y N (u+n)
Pout ~ %u Z (—1)” <U*u> 1 [(x + )ﬁk,gp k,g,u]

kvgau ~ —0 n u_’_ﬂ (n')u+ﬂ

o L %+ DB Yhgu™ (E-2)

p u (n!)

The diversity order reached by the u-th user is

N M
e Asymptotic Outage Probability for Approach II:
o UZM(I)n <U_u> 1 [(x+ 1)Bk,gp_lYk,g,u]n(z(u+n))
k,g,bt u ) n u + n (n !)2(M+n)

o L %l 1)Brg el ™™ (E-4)

PN u (n1)>
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The diversity order reached by the u-th user is
Dy=2Nu=(N—M+2)u. (E-5)

This completes the proof.
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APPENDIX F - PROOF OF PROPOSITION 3.4

By replacing (53) in (39) and performing some simplifications, we have

kavgﬂlalggu 7 1+ka.g,u(O‘]§gu+ﬂu>
G, log, [ 1+ =8 ) =Y log e : (F-1)
S MZ' 2 ( Ck7g7uju +1 MZ] ? 1 +ka7g7u<ﬂu

Then, let &, = p(0,, +-%) and &, = p.#,, which yields

Zlogz <1+Ckgu81u) ' (F-2)

1+€kgu82u

In order to obtain the desired ergodic sum-rate expression, we need to calculate the
. . 1 WElLu ) .
expectation of the random variable log, <%) . This can be accomplished from the PDF
28 US2U
Ci.o.u» yielding

(x +1)"B;] u—1+n
ka.gu 52/ Z( 1y < u)Wu—Fnkvg XM= 1 *(%Jrl)ﬁkgxfy(n,(x_i_1)ﬂk7gx) 1+ . (F-3)

Thus, the ergodic sum-rate for the g-th group in the k-th cluster can be evaluated by

_ U bt 1+X81u U " U—u ( +1)nﬁkng
Crg = MZ’I/O log, (1 —}—x827u) Ckgu - g ; < ) L(n)«tn
b 1 —|—X8]’ 1 - 1 u—1+n
x /0 log, (1 +x82,Z) Kl )ﬁk’gxy(n’ (x+ l)ﬁkvgx) dx, (F-4)

which completes the proof.
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APPENDIX G - PROOF OF PROPOSITION 3.5

Similarly to the analysis employed to Approach I, the sum-rate expression in (39)

can be simplified for Approach 2 as

U 1+ (:]j Elu
Cro= Y log, | —==82 "] (G-1)
k.g ';1 ) (1 + C;g7u€27u
It can be shown that the PDF of g, CAN be written as
i —u 2(% + 1)77 N/? IR A ~ 142(u—1+n)
ft 0 ®) =y Y (_1)n<Un >F(n)2+2(ul%fl)xn L= (+DBrery (TI,(%+ 1)ﬁk,gx) .
n=0
(G-2)

Consequently, the ergodic sum-rate for the g-th group in the k-th cluster can be derived as

U
= o0 1—|—x817u
=¥ o8 (et ) i, (0
NG AR

- Z U Z (_1)n< n >1"(n)2+2(ul+n)

oo 1 u B _ ~ -
x / log, (ﬂ)x” 'e <"“)ﬁk«r8’“7(n,(x+l)ﬁk,gx
0

14+2(u—1+n)
) dx, (G-3)

which completes the proof.
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APPENDIX H - PROOF OF LEMMA 4.1

From (52), one can see that the u-th user decodes the i-th weaker message, for
1 <i<u < U, with the following SINR

B0y g.i5k..i]°]

’yli gu
e T
2
% g.i
T
Z] i+1 akg j + GZE[U'{[HZ; M(Hq7g’ ) ]gg}]
N SV
e nza"’g-’
— > (H-1)
H[szu]g*”z Z] i+1 kg j + (o)
Since g € {1,---,Q} corresponds to the signal reception with the highest effective channel gain
magnitude, we define
F = O H-2
gk,g,u max gk,g,u: 7gk,g,u . ( )
where gkq o = m, for 1 < g < Q. Now, replacing (H-2) in (H-1) and denoting the
k,g,u 8*
transmit SNR by p = 2 , We obtain
Ck g uakz i
] %) , 8,1
Yhgu = 2 ; (H-3)

U 2 1°
CkguXj=it1 %icg j T p

Note that, since the user U is the strongest one, when i = u = U, the i-th message
will be recovered without any interference. Then, we can represent the term corresponding to

the power of interfering users in (H-3) as

g Z] i1 ,g]’ for 1<i<u<U, (H-4)
0, for i=u=U.

Finally, by substituting (H-4) in (H-3), the SINR expression can be attained as

i Ckgua]g ;
%g,ﬁc”T’f’l, 1<i<u<U, (H-5)
k,g,u’i )

which completes the proof.
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APPENDIX I - PROOF OF PROPOSITION 4.1

By replacing (53) in (55) and performing some algebraic manipulations, we get the

following
= 2
gk7g>uakgl
ot __ pp IOg 1_’_—77 <¢@k .
k.g, 2 Z 8
2<@k7g1,< 1
=Pr (Gigu < — e =P [Ggu <P Yigul: (I-1)
plaZ,;— Fi2%hni —1)
where
T 2 1 (1-2)
= max . -
k.g,u 1<i<u a]%g = %(2%1{,&[ _ 1)

The expression (I-1) corresponds to the cumulative distribution function (CDF) of G, ,. By

analyzing (H-1), one can verify that the effective channel gain obtained at each reception g,

forg =1,---,0, is equivalent to the inverse of the g-th main diagonal element of the matrix
Qiou= HZTg u(HzTg e CV*N which can be expanded as
H Hp \—1pH H H Hp \—1
Qk,g,l/t - (Bk HZ:g7M (HZ7g>M) Bk) Bk Hz7g7u (HZNg:u) Bk(Bk HZ7g7M(HZ7g7M) Bk)
= (B{/RyBy) . (1-3)

As stated in [7], the matrix in (I-3) follows the inverse Wishart distribution and,
consequently, the inverse of its main diagonal elements follows the Gamma distribution [82]. As
a result, the effective channel gains delivered by the Q sub-arrays can be seen as Q independent
and identically distributed Gamma random variables. Therefore, first considering unordered
gains, the CDF of max {gkl’gw RN ng,g,u} is given by

- _ Q
Fo () = Y(N—-M+ 1,x[(l_szkBk) o) )
max F(N _ M + 1) )
and its probability density function (PDF) can be derived as
H —1|N—M+1
() = O[(ByRyBy) g " N, x[(BIRBY)

[(N-M+1)2
X Y(N — M+ 1,x[(BERBy) ge) 97" (I-5)
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Consequently, the PDF for the ordered effective channel gains G , , can be obtained as

faeu®) ZU<M_1><U‘”)< 1) (8) P ()"

J

. i U—u\, Q[(BHRkB )~ ]N MJrlxN_Me—x[(BkaBk)*l]gg
u, . (N — M+1)Q(M+])

X V(N — M+ 1,x[(BER; By ) ™! 4) 1)1, (1-6)

where, for easy of notation, we have defined %, = U <U*1 )

u—1

At last, the closed-form expression for the general outage probability of the pro-

posed system is obtained by integrating (I-6), as follows

. SOl(BIRB,) 1[N+
Pogu = %Z( ) b’ T(N — M+ 1)Q0+))

P T,,u - _ _ .
x /O S N BIRBO ey (v 47 1 1, x[(BERBy) 1) 20 Ldx

_@/Z( : >(MJ:)JJ

which completes the proof.

- iy 70t
Y(N=M+1,p""Yp o u[(BIR(By) ' ]ge) ’

[(N—M-+1) ’

d-7)
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APPENDIX J - PROOF OF PROPOSITION 4.2

By applying the series representation of the Gamma function in (56), we have [86]

- & (U—u (—1)/ e otuei
P"’g’”:%]};o< j )(u+ iy spygeen (Ve

i o Q)
X (1—e‘P1Yk,g,u[(BkHRkBk)1]ggNZM (P~ i g u[ (B RBr) o) )

n!

U—u j
-, Z <U - u) ﬂ <e_p7lrk,g,u[(BkHRkBk)il]gg
=0 Jj u-+j

. B 11 an\ Qut))
. Z (p lTk,g,u[(BngBk> ee) ) J. J-1)

) |
n=N—M-+1 n:

Then, by exploring properties of the Taylor’s series and performing some algebraic
manipulations in (J-1), we obtain the desired high-SNR approximation as
Uy [Yk,g,u[(BkaBk)_l]gg](N_MH)Qu

kgu ™ 7 p(N*M+1)Q”[(N—M—|— l)!]Q” ) J-2)

out

Consequently, the diversity order experienced by the u-th user is determined by

Dy=(N—M+1)Qu, (J-3)

which completes the proof.



95

APPENDIX K - PROOF OF PROPOSITION 4.3

The expression in (59) can be rearranged as

U 14+ Coup(0?, + .7,
Z 10g2 ( Gk,g7 p( k,g,u ))] . (K—l)

Ci.=E -
& u=1 1 + Gk7g,upfu

By invoking the PDF of ordered channel gains in (I-6), and defining & , = p(oc,f qut 4,) and

&, = p-#,, the exact ergodic sum-rate can be evaluated by

_ U 14 G ou€
o= 5 o (L e
u=1
U

1+ Ck,g,u82,u
U—u . ) BHR B —1IN-M+1 e 1
_ Z %u Z (U ‘ l/t) (—l)jQ[( k k_ k) ]gg . / 10g2< +X817u>
= AN (N —M+1)2uti) Jo 1+xg,
w2V M = BERB) ey (N — 37+ 1, x[(BERBy) ) 2~ (K-2)

which completes the proof.
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APPENDIX L - PROOF OF PROPOSITION 4.4

When N = M, the PDF for the effective channel gains in (I-6) can be simplified to

e S (U ol RER R ] ot BIRB)
fgk,g,u (X) - 02/” Z ] ( 1) Q[<Bk RkBk) ]gge
=0

< 71, [ (BY RyBy) '] 20, (L-1)

Then, by expanding the incomplete gamma function in (L-1) by its series represen-

tation [86] and performing some manipulations, the PDF becomes

ka,g u % Z Z ]

% (_e—x[(BkaBk l]gg)i<Q(u+j)—l>

i

—uQu+j)— _ ) _
(U u) (_1)]Q[(BkHRkBk)_l]gge_x[(BkHRkBk) e

—%ZZ

xe ¥ (l+1)[(BkaBk) ]gg' (L-2)

U—uQ(utj)— (U—u

Given the above simplification, the ergodic sum-rate expression obtained in (K-2)

can be rewritten as

Crg = Z i B <U—u> (—l)jQ[(BkHRkBk)fl]gg(Q(ufj)f1)(—1)"

u=1 ZO i J |
X/ os, (1+x81u) i+ 1)[(BERBY) g
1+xey,
) i ZMQ(uﬁ) LU —u (_l)jQ[(BkHRkBk)_l]gg<Q(u+j)—1>(1)"
LhL b j In(2) !

<L

\

n (1 +xe1 ) e " DIBIRBO ey gy /‘”m(l+x£2u)e—x(z‘+1)[(Bz’RkBkr']ggdx}, (L-3)
A ,

The integrals in (L-3) are of the form [;" In(1+ Bx)e™**dx, which solution is given

in [86]. Then, by applying the refereed result, we can finally obtain the desired expression for
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the ergodic sum-rate, as follows

U—uQ(u+j)— U—u (—l)jQ u+j)—1 i
Crg = ZOZ/Z Z ( i )m(& L )(—n

) H 1 (i+1)[(BH R By 1]
g (G DIBIRBY) | R e
Eu

(L-4)

. - (i+1) (B R By ) !
ki (_ (i+1)[(BER;By) l]gg) ew]
gl,u

which completes the proof.
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