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RESUMO

O tema que d& unidade aos artigos [A,B,C,D,E| que compoem esta dissertacao é a existén-
cia e nao-existéncia de solucoes continuas, inteiras, de equacgoes diferenciais nao-lineares
em uma variedade Riemanniana M. Os resultados de existéncia de tais solugoes sao
demonstrados estudando-se o problema de Dirichlet assintético sob diversas hipodteses
relativas a geometria da variedade.

Fungoes que definem gréficos minimos sao estudadas nos artigos [A] e [D].
O artigo [A] lida com um resultado de existéncia, ao passo que, em [D], obtemos tanto
resultados de existéncia quanto de nao-existéncia com respeito a curvatura de M. Além
disso, funcoes p-harmonicas sdo também estudadas em [D].

O artigo [B] lida com a existéncia de fungoes A-harmonicas sob hipéteses de
curvatura similares aquelas em [A]. No artigo [C], estudamos a existéncia de gréficos f-
minimos, os quais generalizam os graficos minimos usuais. Por fim, no artigo [E], tratamos
de graficos de Killing em produtos warped.

Antes de passar as ideias e resultados dos artigos de pesquisa. apresentamos
alguns conceitos fundamentais da tese e um breve histérico das contribuicoes ao problema
de Dirichlet assintético. Dada a similaridade das técnicas em [A] e [B], tratamo-as con-
juntamente na se¢ao[3] O artigo [C] é, entao, considerado na se¢ao[d] o artigo [D] na se¢ao
e, por fim, o artigo [E] na segao @ No inicio das secoes [3| — @, descrevemos brevemente

os métodos e técniicas usados nos artigos correspondentes.

Palavras-chave: Variedades de Cartan-Hadamard. Curvatura média. p-laplaciano.

Problema assintotico. Equacgoes diferenciais parciais nao-lineares.



ABSTRACT

The unifying theme of the five articles, [A,B,C,D,E], forming this dissertation is the ex-
istence and non-existence of continuous entire non-constant solutions for nonlinear differ-
ential operators on a Riemannian manifold M. The existence results of such solutions are
proved by studying the asymptotic Dirichlet problem under different assumptions on the
geometry of the manifold.

Minimal graphic functions are studied in articles [A] and [D]. Article [A] deals
with an existence result whereas in [D] we give both existence and non-existence results
with respect to the curvature of M. Moreover p-harmonic functions are studied in [D].

Article [B] deals with the existence of A-harmonic functions under similar
curvature assumptions as in [A]. In article [C] we study the existence of f-minimal graphs,
which are generalisations of usual minimal graphs, and in the article [E] the Killing graphs
on warped product manifolds.

Before turning to the ideas and results of the research articles, we present some
key concepts of the thesis and give a brief history of the development of the asymptotic
Dirichlet problem. Due to the similarity of the techniques in [A] and [B], we treat them
together in Section[3] Article [C] is treated in Section [4] article [D] in Section [f|and article
[E] in Section [6] At the beginning of the Sections [3|—[6] we briefly give the background of

the methods and techniques used in the articles.

Keywords: Cartan-Hadamard manifolds. Mean curvature. p-Laplacian. Asymptotic

problem. Nonlinear partial differential equations.
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1 PRELIMINARIES

This section is devoted to defining the key concepts of this thesis. Through-
out the thesis we assume that M is an n-dimensional, n > 2, connected, non-compact
orientable Riemannian manifold equipped with a Riemannian metric (-,-). The tangent
space at each point x € M will be denoted by T, M and the norm with respect to the
Riemannian metric by |-|. Unless otherwise specified, the integration will be with respect
to the Riemannian volume form dm.

In the case of smooth functions u: M — R, the covariant derivation will be
denoted by D or semicolon. The first covariant derivative agrees with the usual partial
derivative and for the second covariant derivative we have

k
DZ‘DJ‘U = Uz‘;j = uij — F

ijuk = Ujy; = DjDiu,

with wy, = Ou/0z*. The third covariant derivative is no more symmetric with respect to
the last indices. If the Riemannian metric is given by ds? = 0;;dz'dz? in local coordinates
with inverse matrix (0%), we will use a short hand notation u* = " D;u.

A Cartan-Hadamard (also Hadamard) manifold M is a simply connected Rie-

mannian manifold whose all sectional curvatures satisfy
Ky <0.

Basic examples of such manifolds are the Euclidean space R", with zero curvature, and
the hyperbolic space H", with constant negative curvature. The name of these manifolds
has its origin in the Cartan-Hadamard theorem which states that the exponential map is
a diffeomorphism in the whole tangent space at every point of M.

Given a smooth function k: [0, 00) — [0, 00) we denote by fi: [0,00) — R the

smooth non-negative solution to the initial value problem (Jacobi equation)

fx(0) =0,
1(0) =1,
=k fi

These functions play an important role in estimates involving curvature bounds since
they result to rotationally symmetric manifolds that can be used in various comparison
theorems, e.g. Hessian and Laplace comparison (see |Greene and Wu| (1979)).

Recall that a rotationally symmetric manifold, also a model manifold, M; is
R" equipped with a metric of the form ¢g? = dr? + f(r)2d6?, where r is the distance to a

pole o and df is the standard metric on the unit sphere S*~!. The sectional curvatures of
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a model manifold can be obtained from the radial curvature function, namely we have

1= f(r(@)”

['(r(@) cos® a + sin” v, (1.1)

Ky, (Pr) = ——7——~ 5

where « is the angle between Vr(x) and the 2-plane P, C T, M, and hence these manifolds
offer examples of Cartan-Hadamard manifolds when f” > 0. In the case of the radial

sectional curvature the formula simplifies to

o =L

For the verification of these formulae one could see e.g. [Vihikangas (20006).

1.1 Mean curvature equation and minimal surfaces

In 2-dimensional case we have a nice and simple interpretation. Let Q C R? be
an open set and u: 2 — R a C? function with graph 3, = {(z,u(x)): € Q}. Keeping
the boundary 0%, fixed and making a smooth variation of the graph, we get that the

critical points of the area functional

/ V1+|Vul?
0

are solutions to the minimal graph equation

div—Y% (1.2)

V1+|Vul|?
The graphs of solutions of ((1.2) have the minimal area among all graphs with fixed
boundary 9%,,.
More generally we define minimal graphic functions as follows. Let 2 C M
be an open set. Then a function u € W'I})Cl(Q) is a (weak) solution of the minimal graph

equation if

(Vu, V)
a1+ ]|Vu?

for every p € C§°(€2). Note that the integral is well-defined since

V14 |Vul? > |Vu| ae.,

and thus
1(Vu, V)| Vul[Vel

o /It [Vul2 |—Vu|2 = VTV

The operator in gives also the mean curvature of the graph >,. Namely,

IVsO| < 00.
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if N is the unit normal vector field of ¥, then the mean curvature vector at point z is

given by

, Vu V() — Alx
(dlv\/ﬁ> N(x) = H(x)

and the (scalar) mean curvature is

div—Y [, (1.3)

Vi
Therefore it is also called the mean curvature operator. Recall that the mean curvature of
a submanifold is the trace of the second fundamental form and general minimal (hyper)
surfaces (not necessarily graphs of functions) are the surfaces having zero mean curvature.

Instead of minimal surfaces, one can also consider surfaces of constant mean
curvature (CMC surfaces) or surfaces of prescribed mean curvature. In the latter case one
considers solutions of and H is a function defined on M or in more general situation
in M x R, see Section 4] and [C].

It is well known that under certain conditions there exists a (strong) solution
of with given boundary values. Namely, let {2 CC M be a smooth relatively compact
open set whose boundary has positive mean curvature with respect to inwards pointing
unit normal. Then for each 6 € C%%(Q) there exists a unique u € C*°(Q) N C%%(Q) that
solves the minimal graph equation in 2 and has the boundary values u|0€) = 6|02.
Similar existence result holds also for the case of prescribed mean curvature equation (/1.3])
but with an assumption that the lower bound for the mean curvature of the boundary 052
depends on the function H.

The standard strategy to prove these type of results is to obtain a priori height
and gradient estimates for the solutions and then apply the continuity or Leray-Schauder
method. For the proofs in the Euclidean case one should see the original papers |Jenkins
and Serrin| (1968)) and |Serrin| (1969) or the book |Gilbarg and Trudinger (2001) where also
more general equations are considered. For the Riemannian case see e.g. Spruck] (2007)
and Dajczer, Hinojosa, and de Lira| (2008). In [C] we treat the more general case where
the prescribed mean curvature depends also on the R-variable of the product space M x R.
Good references for the general theory of minimal surfaces are e.g. |Colding and Minicozzi
(2011)) and |[Lawson, (1977).

It is also useful to write the minimal graph equation in a non-divergence form
1 .
Wg DZD]U = 0,

where W = /1 + |Vul?,

(1.4)
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and u’ = 0" Dju. The induced metric on the graph of u is given by
9ij = Oij + U
with inverse ([1.4). Similarly the mean curvature of the graph is given by

1 ..

For the derivation of these formulae, see e.g. |Rosenberg, Schulze, and Spruck (2013).

1.2 A-harmonic functions

The weak solutions of the quasilinear elliptic equation
Olu] = —div.A,(Vu) =0 (1.5)

are called A-harmonic functions. Here the A-harmonic operator (of type p), A: TM —
TM, is subject to certain conditions; for instance (A(V),V) ~ |V|P, 1 < p < oo, and
AAV) = MAP2A(V) for all A € R\ {0} (see [B] for the precise definition). The set of
all such operators is denoted by AP(M)

To be more precise what we mean by a weak solution, let 2 C M be an open
set and A € AP(M). A function u € C(Q) N W,-?(Q) is A-harmonic in Q if it satisfies

JRECORERT (16)

for every test function ¢ € C§°(R2). If [Vu| € LP(2), then it is equivalent to require (|1.6)
for all ¢ € W,?(Q) by approximation. In the special case A(v) = |v[P~2v, yielding an
equation

— div (|Vul[P~*Vu) =0, (1.7)

A-harmonic functions are called p-harmonic and, in particular, if p = 2, we obtain the
usual harmonic functions. Therefore we see that A-harmonic functions are really a gen-
eralisation of harmonic functions.

As the properties of the harmonic functions can be studied with superharmonic
functions, the A-superharmonic functions play a similar role for the A-harmonic functions.
A lower semicontinuous function u:  — (—o0, 00| is called A-superharmonic if u Z oo
in each component of 2, and for each open D CC 2 and for every h € C(D), A-harmonic
in D, h < wuon 0D implies h < u in D. In the case of equation these functions
are called p-superharmonic. A very good standard reference for the study of nonlinear
potential theory in the Euclidean case is the book Heinonen, Kilpeldinen, and Martio
(1993). For the Riemannian setting see [Holopainen| (1990).
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The question about the solvability of the Dirichlet problem (also the asymp-
totic one, see Section for A-harmonic functions can be approached via the Perron’s
method which reduces the problem to the question about the regularity of the boundary
points. Recall that a boundary point x is regular if

xhji}o Hy(z) = f(xo)

for every continuous boundary data f. Here Hf is the upper Perron solution. For precise

definitions see [B] and for a complete treatment [Heinonen, Kilpelidinen, and Martio| (1993)).

1.3 Asymptotic Dirichlet problem on Cartan-Hadamard manifolds

Cartan-Hadamard manifolds can be compactified by adding the asymptotic
boundary (also sphere at infinity) Os, M and equipping the resulting space M = M U0, M
with the cone topology, making M homeomorphic to the closed unit ball. The asymptotic
boundary 0, M consists of equivalence classes of geodesic rays under the equivalence

relation

n~e i supdist (71.(t), 72(t)) < oo.
t>

Equivalently it can be considered as the set of geodesic rays emitting from a fixed point
o € M, which justifies the name sphere at infinity.

The basis for the cone topology in M is formed by cones
Clv,a) ={y e M\ {z}: <(v,35"Y) < a}, veT,M, a>0,

truncated cones
T(v,a,R) = C(v,a)\ B(z,R), R>0,

and all open balls in M. Cone topology was first introduced in [Eberlein and O’Neill
(1973)).

This construction allows us to define the main concept of this thesis, namely
the asymptotic Dirichlet problem (also Dirichlet problem at infinity) for a quasilinear
elliptic operator Q:

Problem. Let 0: 0,.M — R be a continuous function. Does there exist a continuous
function w: M — R with

Qlu] =0 in M,

u|0s M = 0,

and if yes, is the function u unique?
In the case such function v exists for every € C(0M), we say that the
asymptotic Dirichlet problem in M is solvable. As we will see, the solvability of this
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problem depends on the geometry of the manifold M, but the uniqueness of the solu-
tions depends also on the operator (). For the usual Laplace, A-harmonic and minimal
graph operators we have the uniqueness but more complicated operators may not satisfy

maximum principles and hence also the uniqueness of solutions will be lost (see Section

).
2 BACKGROUND OF THE ASYMPTOTIC DIRICHLET PROBLEM

In this section we give a brief history of the asymptotic Dirichlet problem and
developments before [A],[B],[C], [D] and [E]. We will denote by M a Cartan-Hadamard
manifold with sectional curvature K. Point o € M will be a fixed point and r = d(o, -)

is the distance to o. By P, we denote a 2-dimensional subspace of T}, M.

2.1 Harmonic functions

The study of the harmonic functions on Cartan-Hadamard manifolds has its
origin in |Greene and Wu (1979) where they proposed the conjecture that if the sectional

curvatures of the manifold M satisfy

Ky < —T—C;, >0,
outside a compact set, then there exists a bounded non-constant harmonic function on
M. One way to show the existence of such functions is to try to solve the asymptotic
Dirichlet problem with continuous boundary data on 0., M.

The study of the asymptotic Dirichlet problem began in the beginning of 1980’s
when |Choi| (1984) gave a definition of the problem and showed that it can be solved
on a general n-dimensional Cartan-Hadamard manifold by assuming that the sectional
curvatures have an upper bound Kj; < —a?, for some constant a > 0, and that any two
points on the boundary 0,,M can be separated by convex neighbourhoods. In /Anderson
(1983) Anderson showed that such neighbourhoods can be constructed by assuming that
the sectional curvatures are bounded between two negative constants, resulting to the
following.

Theorem. Assume that the sectional curvatures of M satisfy
— b < Ky < —ad?, (2.1)

where 0 < a < b are arbitrary constants. Then the asymptotic Dirichlet problem 1is
uniquely solvable.

Sullivan| (1983) solved the asymptotic Dirichlet problem independently at the
same time by assuming and using probabilistic methods. In |Anderson and Schoen
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(1985) Anderson and Schoen gave an identification of the Martin boundary of M under
the assumption ({2.1)).

A slightly different setting was considered in Ballmann| (1989), and Ballmann
and Ledrappier| (1994) when studying the Dirichlet problem on negatively curved rank
1 manifolds. Ancona considered Gromov hyperbolic graphs |/Anconal (1988) and Gromov
hyperbolic manifolds|Anconal (1990)). In|Anconal (1987) he solved the asymptotic Dirichlet
problem by assuming an upper bound for the sectional curvatures and that balls up to a
fixed radius are L-bi-Lipschitz equivalent to an open set in R™.

In (Cheng (1993) Cheng introduced the pointwise pinching condition
[ K (Pe)| < Cx|[ K (F,)] (2.2)

for the sectional curvatures, and solved the problem assuming and positive bottom
spectrum for the Laplacian. Here Cx > 0 is a constant and P,, P, C T,M are any
2-dimensional subspaces containing the radial vector field. It is worth noting that
allows the curvature to behave very freely along different geodesic rays.

Trying to relax the assumption , the first result allowing the curvature to

approach zero was due to [Hsu and March| (1985)) with assumption
—b* < Ky < —-C/r?

for some constants b > 0 and C' > 2. On the other hand, Borbély| (1992) allowed the

curvature to decay with assumption
—beM < Ky < —a

for some constants b > a > 0 and A < 1/3.

In 2003 Hsu (2003)) solved the asymptotic Dirichlet problem already under very
general curvature assumptions, namely his first result allowed the upper bound behave like
Ky < —ala—1)/r? for a > 0 and instead of a lower bound for the sectional curvatures,
he assumed a Ricci lower bound —r?? < Ric with 8 < o — 2. His second result assumed a
constant sectional curvature upper bound —a but allowed the Ricci lower bound to decay
as

—h(r)?e*” < Ric,

where h is a function satisfying [° rh(r) dr < occ.
2.2 A- and p-harmonic functions

Investigation of the nonlinear setting was started by Pansu (1989) in 1988

when he showed the existence of non-constant bounded p-harmonic functions, with p >
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(n—1)b/a and gradients in L”, under the curvature assumption . His proof was based
on study of the LP-cohomology and it also gave non-existence for p < (n — 1)a/b.

In [Holopainen| (2002)) Holopainen showed that the direct approach of [Anderson|
and Schoen| (1985) can be generalised to work also in the case of p-harmonic functions
under the assumption (2.1)). Few years later [Holopainen, Lang, and Vihikangas| (2007)

proved the existence of non-constant bounded p-harmonic functions in Gromov hyperbolic

metric measure spaces X equipped with a Borel regular locally doubling measure.

Vihikangas| (2007) replaced Cheng’s (Cheng (1993))) assumption on the spec-
trum of the Laplacian by a curvature upper bound Ky, < —¢(¢ — 1)/r? and was able to

generalise the techniques used by Cheng to show the existence of non-constant bounded
A-harmonic functions assuming also .

Holopainen and Vihékangas (2007) (see also the unpublished licentiate thesis
\Vihikangas (2006)) generalised the approach of Holopainen (2002) and [Anderson and|

(1985) even further to allow very general curvature bounds

—(bor)? < Ky < —(aor)?,

where a and b are functions satisfying assumptions (Holopainen and Véhakangas| 2007,
(A1)-(AT)) (see also [C, Section 4]). As a special case they obtain e.g. the following.
Theorem. Let M be a Cartan-Hadamard manifold of dimension n > 2. Suppose that

_ 1)
_ 20-2)— <« (P < _¢<¢— 2.3
e < K(P) < <P, (23)
r(z) > Ro, for some constants ¢ > 1 and €, Ry > 0. Then the asymptotic Dirichlet
problem for p-Laplacian is solvable for every p € (1,1 + (n —1)¢).
And assuming a constant curvature upper bound —k, they can also allow the
curvature to decay exponentially. Namely under the curvature bounds

—r(z) 2= < Ky (P,) < —k (2.4)

they solve the Dirichlet problem for every p € (1, 00).

In the unpublished preprint [Véhakangas| (2009) Véhakangas proved the exis-
tence of A-harmonic functions under curvature assumptions similar to and . His
technique adapted the method of using Sobolev and Caccioppoli-type in-
equalities together with complementary Young functions. Recently |Casteras, Holopainen,
and Ripoll (To appeara) refined the methods of [Véhikangas (2009) and improved the

curvature upper bound to (almost) optimal, assuming

26
_ (logr(z))™ _ o l+e

2T (2.5)
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for some constants € > & > 0.

2.3 Minimal graphic functions

In this subsection we mention also some results that do not concern directly
the asymptotic Dirichlet problem but are still related to the study of this thesis. Readers
interested in the general theory of minimal surfaces could see e.g. the survey Meeks and
Pérez (2012]).

The theory of minimal surfaces is very classical and has its origin in the 18th
century. One of the most interesting questions was the Plateau’s problem raised originally
by Lagrange (1760) in 1760, named after the Belgian physicist Joseph Plateau (1801-1883),
and finally solved independently by |Douglas| (1931) and Radd (1930) in the beginning of
1930’s. Another interesting aspect is the Bernstein-type problem that deals with minimal
hypersurfaces in R™. The 3-dimensional case was proved by |Bernstein! (1927)) in 1915-1917.

In 1968 |Jenkins and Serrin| (1968) proved the solvability of the Dirichlet prob-
lem on bounded domains 2 C R"™ whose boundary has non-negative mean curvature.
Serrin| (1969) gave a classical existence result for the prescribed mean curvature graphs in
R™ and more recently |Guio and Sa Earp (2005)) considered similar Dirichlet problem in
the hyperbolic space.

Nelli and Rosenberg (2002) constructed catenoids, helicoids and Scherk-type
surfaces in H? x R and they also proved the solvability of the asymptotic Dirichlet problem
in H2.

Theorem. Let I' be a continuous rectifiable Jordan curve in O,H? x R, that is a vertical
graph. Then, there exists a minimal vertical graph on H? having I' as asymptotic boundary.
The graph is unique.

In 2005 |[Meeks and Rosenberg (2005)) developed the theory of properly embed-
ded minimal surfaces in NV x R, where N is a closed orientable Riemannian surface but
the existence of entire minimal surfaces in product spaces M x R really draw attention
after the papers|Collin and Rosenberg| (2010)) and (Galvez and Rosenberg| (2010)). In |Collin
and Rosenberg| (2010) Collin and Rosenberg constructed a harmonic diffeomorphism from
C onto H and hence disproved the conjecture of |Schoen and Yau| (1997). Gélvez and
Rosenberg generalised this result to Hadamard surfaces whose curvature is bounded from
above by a negative constant. A key tool in their constructions was to solve the Dirichlet
problem on unbounded ideal polygons with alternating boundary values +-0co on the sides
of the ideal polygons.

Spruck| (2007)) established a priori gradient estimates and existence results for
graphs of constant positive mean curvature in product spaces N x R, where N is n-
dimensional simply connected and complete Riemannian manifold. Many of these results

apply also to the case of zero mean curvature and especially the gradient estimate has
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been used in later works considering the asymptotic Dirichlet problem.

Sa Earp and Toubiana (2008) constructed minimal vertical graphs over un-
bounded domains in H? x R taking prescribed boundary data. do Espirito-Santo and
Ripoll (2011)) considered the existence of solutions to the exterior Dirichlet problem on
simply connected manifolds with negative sectional curvature. Here the idea is to find
minimal hypersurfaces on unbounded domains with compact boundary assuming zero
boundary values.

do Espi rito Santo, Fornari, and Ripoll (2010) proved the solvability of the
asymptotic Dirichlet problem with negative constant upper bound for the sectional cur-
vature and an assumption on the isometry group of the manifold.

Rosenberg, Schulze, and Spruck| (2013 studied minimal hypersurfaces in N x
R, with N complete Riemannian manifold having non-negative Ricci curvature and sec-
tional curvatures bounded from below. They proved so-called half-space properties both
for properly immersed minimal surfaces and for graphical minimal surfaces. In the latter,
a key tool was a gradient estimate for solutions of the minimal graph equation.

Ripoll and Telichevesky| (2015) showed the existence of entire bounded non-
constant solutions for slightly larger class of operators, including minimal graph operator,
by studying the strict convexity (SC) condition of the manifold. Similar class of oper-
ators was studied also by |Casteras, Holopainen, and Ripoll| (To appearb) but instead
of considering the SC condition, they solved the asymptotic Dirichlet problem by using
similar barrier functions as in [Holopainen and Vihékangas| (2007). Both of these gave
the existence of minimal graphic functions under the assumption (2.4]) and the latter also
included (2.3).

The method of Cheng adapted also to the case of minimal graphs and in
Casteras, Holopainen, and Ripoll (To appeara) Casteras, Holopainen and Ripoll proved
the following.

Theorem. Let M be a Cartan-Hadamard manifold of dimension n > 3 and suppose that

B (logr(x))% 1+¢

p ) S e 20

holds for some constants € > ¢ > 0 and r large enough. Then the asymptotic Dirichlet
problem is uniquely solvable.

Telichevesky| (2016) considered the Dirichlet problem on unbounded domains
Q) proving the existence of solutions provided that K,; < —1, the ordinary boundary of
(2 is mean convex and that (2 satisfies the SC condition at infinity. The SC condition
was studied by Casteras, Holopainen and Ripoll also in |Casteras, Holopainen, and Ripoll

(2015) and they proved that the manifold M satisfies the SC condition under very general
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curvature assumption. As special cases they obtain the bound (2.6) and
_Ce(Z—E)T(x)eer(x)/e?’ S KM S _¢€2r(x)
for some constants ¢ > 1/4, ¢ > 0 and ¢ > 0.

2.4 Rotationally symmetric manifolds

The situation on rotationally symmetric manifolds is slightly different from the
general n-manifolds and hence we decided to treat them separately, although the problems
on these manifolds has been studied at the same time as on the general manifolds. In
Choil (1984) Choi gave also a definition of the asymptotic Dirichlet problem with respect
to a pole on model manifolds and in the case of a Cartan-Hadamard model, it coincides
with the previous definition.

As in the case of general manifolds, the study of the existence results begun
with the harmonic functions. In 1977 |Milnor| (1977) proved that a 2-dimensional rota-
tionally symmetric surface M; possess non-constant harmonic functions if and only if

J51/f(s)ds < co. In terms of curvature bounds this gives the existence when

_L+e
r2logr’

Ky, < (2.7)

Choil (1984)) extended this result and proved that if holds outside a compact set,

then the asymptotic Dirichlet problem with respect to a pole is solvable for all n > 2.
March! (1986) studied the behaviour of the Brownian motion and used the in-

variant o-field to characterise the existence of harmonic functions in terms of the curvature

function, obtaining the following result.

Theorem. Let My be a model manifold with negative radial curvature. Then there exist

non-constant bounded harmonic functions if and only if

/100 (f(s)”_?’ /:O f(t)l—”dt) ds < oo. (2.8)

In 2-dimensional case this corresponds to the curvature bound (2.7) and when

n > 3, (2.8)) is equivalent to
1/2+¢

Cr2logr
Muratal (1992) gave an analytic proof that (2.8)) is equivalent to either (i) M, does not have

strong Liouville property or (ii) the asymptotic Dirichlet problem is solvable. A simple

Ky, <

analytic proof for the existence part of March’s result can be found from Vahdkangas’
licentiate thesis |Vahakangas (20006]).
In 2012 Ripoll and Telichevesky| (2012) considered the asymptotic Dirichlet
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problem for the minimal graph equation. They proved the existence of entire non-constant
bounded minimal graphic functions on 2-dimensional Hadamard surfaces assuming ,
i.e. the curvature upper bound . Idea in the proofs in [Vihikangas| (2006]) and [Ripoll
and Telichevesky (2012)) is to use to construct barriers at infinity.

2.5 Non-existence of solutions

By the non-existence results in R", it is already clear that the curvature upper
bound must be strictly negative but the discussion about the rotationally symmetric
case and the theorems replacing the sectional curvature lower bound with the pinching
condition raise a question about the necessity of the lower bound. However, when
M is a general n-dimensional Cartan-Hadamard manifold it is not enough to assume only
the curvature upper bound.

Concerning results in this direction, |Anconal (1994) proved in 1994 the follow-
ing.

Theorem. There exists a 3-dimensional Cartan-Hadamard manifold with Ky < —1 such
that the asymptotic Dirichlet problem for the Laplacian is not solvable.

His construction of such manifold was based on probabilistic methods. Namely,
he proved the non-solvability of the asymptotic Dirichlet problem by showing that Brow-
nian motion almost surely exits M at a single point on the asymptotic boundary.

Borbély| (1998)) constructed similar manifold using analytic arguments and later
Ulsamer| (2004) showed that Borbély’s manifold can be constructed also with probabilistic
methods, and generalised the Anconas result to higher dimensions. [Arnaudon, Thalmaier,
and Ulsamer| (2009)) continued the probabilistic study of these manifolds.

Holopainen| (2016) generalised Borbély’s example to cover also the p-harmonic
functions and then Holopainen and Ripoll (2015) proved that the same example works also
for the minimal graph equation. These results show that apart from the 2-dimensional or
the rotationally symmetric setting, one really needs to have a control also on the lower
bound.

It is also worth pointing out two closely related results by |Greene and Wu
(1982) that partly answer the question about the optimal curvature upper bound. Firstly,
in (Greene and Wul, 1982, Theorem 2 and Theorem 4) they showed that an n-dimensional,
n # 2, Cartan-Hadamard manifold with asymptotically non-negative sectional curvature
is isometric to R"™. Secondly, in (Greene and Wu|, 1982, Theorem 2) they showed that an
odd dimensional Riemannian manifold with a pole o € M and everywhere non-positive or

everywhere non-negative sectional curvature is isometric to R™ if liminf, ., st(s) =0,
where k(s) = sup{|K(P,)|: = € M, d(o,x) = s, P, € T,,M two-plane}.
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3 POINTWISE PINCHING CONDITION FOR THE SECTIONAL CURVA-
TURES

3.1 Background

To solve the asymptotic Dirichlet problem for the Laplacian, Anderson and
Schoen, /Anderson and Schoen! (1985)), solve the problem

Aup = —Af in B(o, R),

(3.1)
up =0 on 0B(o, R)

in geodesic balls and then construct a barrier function to be able to extract a converging
subsequence from (ug + f) when R — oo. This process relays highly on the curvature
assumption —b? < Ky < —a?.

Assuming only a pointwise pinching condition
Ky (Pr)| < Cg| Ky (Fy)] (3.2)

and positivity of the first eigenvalue of the Laplacian, Cheng (1993) was able to relax the
curvature assumptions of Anderson and Schoen. To prove the claim, it is still necessary
to extract the converging subsequence and show the correct boundary values at infinity
but for this end Cheng’s approach did not use barriers. His proof of convergence is based
on an LP-norm estimate, namely, he proves an upper bound for the LP-norm of a solution
in compact subsets in terms of the LP-norm of |V f|.

In order to show the correct boundary values of u at infinity, Cheng uses the
assumption |V f| € L and Moser iteration technique to prove that the supremum of |u|P
on a ball B(x,(1—¢)R), e € (0, 1), is bounded in terms of the integral of |u|? over B(x, R).
The last step is to show that the gradient of radially constant function is in LP and this
is the step requiring condition (3.2)).

Vahakangas| (2007) replaced the assumption on the eigenvalue by a curvature
upper bound

¢(¢—1)

Ku(Py) < _W7 ¢ >1,

and showed that the same result holds also for the p-Laplacian. The approach in his
proof was essentially the same as Cheng’s. In Vahékangas (2009) Vihikangas refined this
argument with help of Young functions and was able to prove the solvability result for
A-harmonic functions under the curvature assumptions of [Holopainen and Vahéikangas
(2007)).

These ideas involving Young functions was also used in |Casteras, Holopainen,

and Ripoll| (To appeara) where Casteras, Holopainen and Ripoll solved the asymptotic
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Dirichlet problem for the minimal graph equation and the A-harmonic equation under
the assumption (2.6)).

3.2 Articles [A] and [B] revisited

In [A] we generalise the result of [Vihdkangas| (2007) and prove that under
the same curvature assumptions the asymptotic Dirichlet problem is solvable also for the
minimal graph equation. To be more precise, our main theorem is the following.
Theorem 3.3 ([A, Theorem 1.3]). Let M be a Cartan-Hadamard manifold of dimension
n > 2 and let ¢ > 1. Assume that

(3.4)

where K(P) is the sectional curvature of any two-dimensional subspace P C T, M con-
taining the radial vector NVr(z), with x € M \ B(o, Ry). Suppose also that there exists a
constant Cig < oo such that

|K(P)| < Ck|K(P)]

whenever © € M \ B(o, Ry) and P, P' C T, M are two-dimensional subspaces containing
the radial vector Vr(x). Moreover, suppose that the dimension n and the constant ¢

satisfy the relation

n > % +1. (3.5)

Then the asymptotic Dirichlet problem for the minimal graph equation is uniquely solvable
for any boundary data f € C(0xM).

We notice that if we choose the constant ¢ in the curvature assumption to be
bigger than 4, then our theorem holds in every dimension n > 2. Similarly, if we let the
dimension n to be at least 5, we can take the constant ¢ to be as close to 1 as we wish.

In [B] we improve the results of Vihikangas| (2007, 2009) and (Casteras, Holopainen,
and Ripoll (To appearal) and show that in the case of A-harmonic functions it is possible
to solve the asymptotic Dirichlet problem assuming only the pinching condition and
a weaker curvature upper bound. A localised argument proving the A-regularity of points
Ty € OsoM leads to the main theorem of [B].

Theorem 3.6 ([B, Theorem 1.3]). Let M be a Cartan-Hadamard manifold of dimension

n > 2. Assume that
1+4+¢

r(z)?logr(zx)’
for some constant € > 0, where K(P) is the sectional curvature of any two-dimensional
subspace P C T, M containing the radial vector Vr(zx), with x € M \ B(o, Ry). Suppose

K(P) < — (3.7)
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also that there exists a constant Cx < oo such that
|K(P)| < Ck|K (P (3.8)

whenever x € M\ B(o, Ry) and P, P' C T,M are two-dimensional subspaces containing the
radial vector Vr(x). Then the asymptotic Dirichlet problem for the A-harmonic equation
is uniquely solvable for any boundary data f € C(0.oM) provided that 1 < p < na/f.

In the case of usual Laplacian we have a = § = 1 and p = 2. Hence we obtain
the following special case.
Corollary 3.9 ([B, Corollary 1.6]). Let M be a Cartan-Hadamard manifold of dimension
n > 3 and assume that the assumptions and are satisfied. Then the asymptotic
Dirichlet problem for the Laplace operator is uniquely solvable for any boundary data
f € C(0M).

It is also worth pointing out that in dimension n = 2 the condition
is trivially satisfied since at any point x € M there exists only one tangent plane P,.
Therefore it is enough to assume only a curvature upper bound and we obtain the following
corollaries.
Corollary 3.10. Let M be a 2-dimensional Cartan-Hadamard manifold and let ¢ > 4.

Assume that
¢(¢ — 1)
r(z)?
where K(P) is the sectional curvature of a two-dimensional subspace P C T, M containing
the radial vector Vr(x), with x € M \ B(o, Ry). Then the asymptotic Dirichlet problem

for the minimal graph equation is uniquely solvable for any boundary data f € C(OxM).

K(P) < —

Corollary 3.11. Let M be a 2-dimensional Cartan-Hadamard manifold or n-dimensional
rotationally symmetric Cartan-Hadamard manifold satisfying the curvature upper bound
(3.7). Then the asymptotic Dirichlet problem for the A-harmonic equation is uniquely
solvable for any boundary data f € C(0xM) provided that 1 < p < na/p.

As it was pointed out in |Casteras, Holopainen, and Ripoll| (To appeara) (see
also [D, Theorem 5.1]), the curvature upper bound and the range of p, 1 < p < na/f, in

Theorem [3.6] are in a sense optimal. Namely, if we assume that

1

K(P) 2 r(x)2logr(x)

and consider A-harmonic operator of type p > n, it follows that M is p-parabolic, i.e.

every bounded A-harmonic function (of type p) is constant.

In Cheng’s proof one of the key points was to show the LP-bound for a solution
w and in the proofs of Theorems|[3.3/and [3.6) we need a similar estimate. However, instead of

just considering the norm of u, we take an auxiliary smooth function ¢: [0, 00) — [0, 00),
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related to Young functions, and show the bound for ¢(|u — 6|/c). In [A] 6 is a radial
extension of the boundary data function and in [B] it is a certain continuous function that
can also be thought as a boundary data. Once we have the integral estimate, it remains
to show that we can bound the supremum of ¢(|ju — 0]) in B(z,s/2) in terms of the
integral of ¢(|u — @|) over B(x,s). Together these estimates guarantee that u(z) — 0(x)
as T — Ty € O M.

3.2.1 Integral bounds for solutions

Vihikangas (Vidhikangas, 2009, Lemma 2.17) proved an integral estimate for
A-harmonic functions under the curvature assumption Ky < —¢(¢p—1)/r?. Clever idea in
his proof was to use a Caccioppoli-type inequality, special type of Young functions F' and
G, and Young’s inequality. Taking certain smooth homeomorphism H: [0,00) — [0, 00)
he defined G(t) = [} H(s)ds and F(t) = [ H'(s)ds. Then

o= [

and ¢ = 1! are homeomorphisms so that G o ¢/ = ¢. For the functions F' and G we

have the Young’s inequality
ab < F(a) + G(b)

and the idea is to reduce the integrability of ¢(|u — 0]) to the integrability of F(|V8|w)
for some Lipschitz weight function w. In order to do this, a Caccioppoli-type inequality
(Vdhakangas, 2009, Lemma 2.15)

(/U npwl(hWW) : = g (/U ﬁpw’(h)!vmp) ;

2 ( / #(hwnrﬁ)w, (3.12)

h = |u — 0|, plays a central role.

Refining this idea Casteras, Holopainen and Ripoll proves the LP-estimate for
A-harmonic functions under the curvature assumption (3.7)).
Lemma 3.13. (Casteras, Holopainen, and Ripoll, 2015, Lemma 16) Let M be a Cartan-
Hadamard manifold satisfying . Suppose that U C M s an open relatively compact
set and that u is an A-harmonic function in U with u — 0 € W, *(U), where A € AP(M)
with

l<p< %,

8
and 6 € WH*(M) is a continuous function with ||0|| < 1. Then there exists a bounded
Cl-function C: [0,00) — [0,00) and a constant cy > 1, that is independent of 0,U and u,
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such that

/ng(|u —0]/co)” (log(1 + 1) +C(r)

co|VO|rlog(l+r)
< ¢ —|—CO/UF (log(l T Co) ) (log(1+7) +C(r)).

In [A] also the second derivative ¢” appears in the estimates and hence we
need also another pair, 7 and Gy, of Young functions so that G; o ¢” ~ . Then, with
the Caccioppoli-type inequality [A, Lemma 3.1]

Vul|? ,
Vi ¢, =0l /mIvoP

/Un = 01/) e <

—|—(4+€)1/2/U§(]u—9\/u)]V77|2, (3.14)

we are able to obtain similar estimate if the gradient of # is bounded in terms of the
infimum j(x) of the norms |V (x)| of the Jacobi fields V' along geodesic y**.

Lemma 3.15 ([A, Lemma 3.3]). Let M be a Cartan-Hadamard manifold satisfying
and (3.5). Let U = B(o, R), with R > 0 big enough, and suppose that u € C*(U) N C(U)
is the unique solution to the minimal graph equation in U, with u|oU = 6|0U, where
0: M — R is a Lipschitz function, with |V0(x)| < 1/j(x) almost everywhere. Then there

exists a constant ¢ independent of u such that

/Uw(]u—e\/c) < c+c/UF(r\V9])+C/UF1(7“2]V9|2).

The integrability of functions F' and Fj in the previous lemmata follows from

their construction and from the assumptions on the curvature and function 6.

3.2.2 Pointwise estimates

The last major step is to pass from the integral estimates to pointwise esti-
mates. Together with the Caccioppoli-type inequality (3.12), the Sobolev inequality (see
e.g. [Hoffman and Spruck| (1974))

(n—1)/n
( / |77|"/(”‘”) < Cs / Vi, (3.16)
B(z,rg) B(z,rs)

n € C(B(z,rs)), and a Moser iteration procedure Vihidkangas obtains the supremum
estimate (Vahikangas| 2009, Lemma 2.20)

esssup¢(|u—9|)p(n_l) < c/ e(jlu—0))"
B(z,s/2) B(z,s)
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for A-harmonic functions u € W,5P(M), with u — 6 € W, ?(Q), infy 6 < u < sup,, 6, and
u=~0a.e. in M\Q.

In [A] we prove a similar estimate for the minimal graphic functions and, again,

the Caccioppoli-type inequality , the Sobolev inequality and a Moser iteration
procedure are the main tools.
Lemma 3.17 ([A, Lemma 3.4]). Let Q = B(o, R) and suppose that 0: Q@ — R is a bounded
Lipschitz function with |0],|V0| < Cy. Let u € C*(Q) be a solution of the minimal graph
equation in ) such that w has the boundary values 6 and infq 6 < u < supgnf. Fiz
s € (0,rg), where rg is the radius of the Sobolev inequality , and suppose that
B = B(x,s) C Q. Then there exists a positive constant vy = vy(p, C1) such that for all
fixed v > 1y

sup o(ju—0]/v)" < / olu—0]v),

B(z,s/2)

where ¢ 1s a positive constant depending only on n,v,s,Cs, Cy and p.

3.2.3 Further questions

It remains open whether the curvature upper bound (3.4]) could be relaxed to

1+¢

= g ()

(3.18)

since the methods used in [A] or in Casteras, Holopainen, and Ripoll (To appeara) do
not apply to this case. In Casteras, Holopainen, and Ripoll (To appearal) they have the
upper bound but they also assume a lower bound for the sectional curvatures,
which enables to have an a priori gradient estimate. This is needed to obtain (Casteras,
Holopainen, and Ripoll, To appeara, Lemma 22).

Another question concerns the condition . It is a technical assumption
coming from the Caccioppoli-type inequality and there should not be a deeper

reason requiring it.
4 f-MINIMAL GRAPHS

Let M be an n-dimensional Riemannian manifold with a Riemannian metric
given by ds* = o;;dx'dx? in local coordinates. Assume that f: N — R is a smooth
function, where N = M x R is equipped with the product metric ds?* + dt*>. Then
f-minimal graphs are special type of surfaces with prescribed mean curvature, namely

graphs of functions u: {2 — R that are solutions to the f-minimal graph equation
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Vu _

div ————==(Vf,v) in
V14 |Vul? < ) (4.1)
uloQ = o,

where 2 C M is a bounded domain, Vf is the gradient of f with respect to the product
Riemannian metric, and v denotes the downward unit normal to the graph of w, i.e.

V14| Vul?
More generally an f-minimal hypersurface ¥ is an immersed hypersurface of

a Riemannian manifold (N, g) whose mean curvature satisfies
H = <v f, I/>

at every point of 3. To get some interpretation of f-minimal surfaces we mention the
following examples:

(a) minimal hypersurfaces if f is identically constant,

(b) self-shrinkers in R™™ if f(z) = |z|*/4,

(¢) minimal hypersurfaces of weighted manifolds M; = (M, g,e~/dvoly), where (M, g)

is a complete Riemannian manifold with the Riemannian volume element dvol,,.
A reader interested in recent studies on self-shrinkers and f-minimal hypersurfaces should
see [Wang (2011]), Colding and Minicozzi (2012b), |Colding and Minicozzi| (2012a), (Cheng,
Mejia, and Zhou (2014)), |(Cheng, Mejia, and Zhou| (2015a)), Cheng, Mejia, and Zhou
(2015b)), Impera and Rimoldi (2015), and references therein.
As a remark we point out that we cannot ask for the uniqueness of a solution of

(4.1) if the function f: M x R — R depends on the ¢-variable since comparison principles
fail to hold, see (Gilbarg and Trudinger, 2001, Theorem 10.1). A simple counter example
is obtained if one considers the function f: R* x R — R, f(z,t) = |(z,t)]*/4 and the
open disk B(0,2) C R% Namely, then both the upper and lower hemispheres and the
disk B(0,2) itself are f-minimal hypersurfaces with zero boundary values on the circle
0B(0,2).

4.1 Background

4.1.1 Barrier method

A priori estimates and the barrier method goes back to the work Bernstein
(1906, |1910)) and has been widely used to solve Dirichlet problems for different PDEs. A
classical way to construct barriers on bounded domains is to use the distance function to

the boundary and combine it with some auxiliary function h satisfying i.a. h(0) = 0. For
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a comprehensive description of the method one should see e.g. |Gilbarg and Trudinger
(2001). For more recent research, with similar choice of the function h as in [C], see
Spruck| (2007)) and Dajczer, Hinojosa, and de Lira/ (2008).

To obtain a priori interior gradient estimates, at least for the mean curvature
equation, is not as straightforward as the cases of height and boundary gradient estimates.
In 1986 Korevaar| (1986) introduced two different approaches to obtain the estimate. His

idea is to use a carefully chosen cutoff function 7 and then prove a priori bound for

n(z, u(@))W(z),

W = /1+[Vul? in a ball B(0,1) € R". The first approach is “Standard form calcula-
tion”, suggested by L. Simon, that is based on direct computations at a maximum point
of nW. The second approach is to perturb the surface along its downward normal and
then lift the perturbed surface in order to try to get a barrier.

More recently, and in the manifold setting, Korevaar’s (also Korevaar-Simon)

method has been used for example in [Spruck (2007), Rosenberg, Schulze, and Spruck
(2013), Dajczer, de Lira, and Ripoll| (2016)).

4.1.2 Barrier at infinity

The approach of |Anderson and Schoen (1985) was based on the idea of ex-
tending a continuous boundary value function ¢: oM — R radially to the whole M.
Then after a suitable smoothening procedure they obtain sub- and superharmonic func-
tions that can be used as barriers. |Holopainen| (2002)) used similar technique to prove the
solvability of the asymptotic Dirichlet problem for p-Laplacian under the same curvature
assumption
<K < —a®

for some constants b > a > 0.

Holopainen and Vihakangas (2007) generalised this approach to cover the more
general curvature conditions and for the p-Laplacian. In order to allow the more
general bounds, their smoothening procedure depends also on the curvature lower bound.
This difference to the earlier proofs results to very technical and long computations.
However, the barrier function that they obtained has appeared to be very flexible and
suit also other PDEs, like the minimal graph equation which was considered in |Casteras,

Holopainen, and Ripoll (To appearb)). We will use their constructions also in [C].

4.2 Article [C]

The article [C] is divided roughly into two parts: In the first part we study

the existence of f-minimal graphs over bounded domains €2 with continuous boundary
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values on 0f2 and in the second part we prove the existence of entire f-minimal graphs by

solving the asymptotic Dirichlet problem. In the first part, under a technical assumption

that f € C?(Q x R) is of the form
fa,t) = m(x) +r(t), (4.3)

we obtain the following existence result.
Theorem 4.4 ([C, Theorem 1.2]). Let Q@ C M be a bounded domain with C** boundary
Q. Suppose that f € C?(Q x R) satisfies ([{.3)), with

2

_ F
F =sup|Vf| < oo, Ricg>— , and Hpg > F.
QxR -1

Then, for all p € C(09), there exists a solution u € C**(Q)NC(Q) to the equation
with boundary values .

A standard way to obtain solutions for PDEs with C%“ boundary values is to
use the Leray-Schauder method (Gilbarg and Trudinger} 2001, Theorem 13.8), that we
have chosen, or the continuity method (Gilbarg and Trudinger, 2001, Theorem 5.2, The-
orem 17.8). Both of these options reduces the question of the solvability of the Dirichlet
problem to the existence of a priori height and gradient (both boundary and interior)
estimates. Finally the reduction of the smoothness of boundary data is obtained via sim-
ilar approximation as in |Dajczer, de Lira, and Ripoll (2016]). This is possible since the
local interior gradient estimate [C, Lemma 2.3] does not depend on the gradient of the
boundary data.

In the second part of the article, applying this existence result above, we are
able to generalise the result of Holopainen and Véahikangas| (2007) and show that, under
the same very general curvature assumptions, the asymptotic Dirichlet problem is solvable
for the f-minimal graph equation.

Before stating the main results, we need to give some technical definitions and
assumptions on the function f. We assume that there exists an auxiliary smooth function
ag: [0,00) — (0, 00) such that

/100 (/roo %) ao(r) f2~ 1 (r)dr < oo,

for the discussion about the choice of ag see [C, Example 4.5] and [C, Example 4.6]. Then
we define g: [0,00) — [0,00) by

1 " 1l
o) = i [ e 0 (4.5

The function g was introduced in Mastrolia, Monticelli, and Punzo (2015) where they
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studied elliptic and parabolic equations with asymptotic Dirichlet boundary conditions
on Cartan-Hadamard manifolds. In addition to (4.3]), we assume that the function f €
C%(Q x R) satisfies

_ fao(r) + (n = DB (r) fa(r)
aB?;,lf))xR’vﬂ = min { (1+ 92(7"))3/2 - 1)m ’ (46)
for every r > 0, and
S f = o falr) sl)
6B?2£><R|Vf| =0 (fa(r)r (4.7)

for some € > 0 as r — oco. Then, as special cases of the main result [C, Theorem 1.3], we
obtain the following corollaries.

Corollary 4.8 ([C, Corollary 1.34]). Let M be a Cartan-Hadamard manifold of dimension
n > 2. Suppose that there are constants ¢ > 1, € > 0, and Ry > 0 such that

e < k(P < 20D (4.9)

- - p(e)?

for all 2-dimensional subspaces P, C T, M and for all x € M, with p(x) > Ry. Assume,
furthermore, that f € C?*(M x R) satisfies (£.3), (4.€)), and (4.7), with f,(t) =t for small
t >0 and f.(t) = c1t® + cot'=? for t > Ry. Then the asymptotic Dirichlet problem for
equation s solvable for any boundary data ¢ € C’(@OOM).

In another special case we assume that sectional curvatures are bounded from
above by a negative constant —k? but allow the lower bound to decrease even exponen-
tially.

Corollary 4.10 ([C, Corollary 1.5]). Let M be a Cartan-Hadamard manifold of dimension
n > 2. Assume that
— p(x)72 @) < K(P,) < —K? (4.11)

for some constants k > 0 and € > 0 and for all 2-dimensional subspaces P, C T, M, with
p(z) > Ry. Assume, furthermore, that f € C*(M x R) satisfies (4.3), (4.6)), and ([4.7),
with f,(t) =t for small t > 0 and f,(t) = ¢ sinh(kt) 4+ ¢y cosh(kt) fort > Ry. Then
the asymptotic Dirichlet problem for the equation is solvable for any boundary data
¢ € C(0M).

The proof of the solvability of the asymptotic Dirichlet problem follows the
usual path of solving the problem in a sequence of geodesic balls, hence obtaining a
sequence of solutions. Then the last part is to show the existence of a limit that is
a solution with correct boundary values on d,,M. In order to extract the converging
subsequence, we have to prove a uniform height estimate [C, Lemma 4.4] for the sequence
of solutions. The correct behaviour at infinity can be then proved with suitable barrier

functions.
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4.2.1 A priori estimates

The usual way to obtain a priori height and boundary gradient estimates for
solutions u in bounded domains €2 is to construct upper and lower barriers using the
distance function d(-) = dist(-,02) to the boundary. Then these barriers, together with
the comparison principle, implies the desired estimates. This procedure requires two key
assumptions: The (inward) mean curvature of the level sets of d is bounded from below
by the prescribed mean curvature of the graph of v in some neighbourhood of 92 and, of
course, that the distance function is smooth enough.

The mean curvature assumption in the neighbourhood of 92 can be replaced
by an assumption on the boundary and by a lower bound for the Ricci curvature. Namely,
denoting by €2y C 2 the open set of points that can be joined to 02 by unique minimising
geodesic, it follows that if

Hyo > F and Ricg > —F?/(n—1)

then H(zg) > F for all xy € Q. Here H(xy) denotes the mean curvature of the level set
of d passing through z,. This is done in [C, Lemma 3.1] (see also (Spruck, 2007, Lemma
4.2) and (Dajczer, Hinojosa, and de Lira, 2008, Lemma 5)) and the proof is based on a
Riccati equation for the shape operator. The smoothness of the distance function in €2
was proved in [Li and Nirenbergl (2005), to wit, in €2y d has the same regularity as the
boundary 0f2.

In order to use the comparison principle we have to “freeze” the mean curvature

term <? fs 1/> in (4.1). More precisely, if u is a solution of (4.1J),

Qlu] = % (O’ij = %) uig = (Vf,vu)

we define an operator

where W = /1 + |Vv|? and

The reason for this is that the operator () need not satisfy the required assumptions of
comparison principles, see e.g. (Gilbarg and Trudinger, 2001, Theorem 10.1), whereas Q
does. The desired height estimate is finally obtained in [C, Lemma 2.1] and the boundary

gradient estimate in [C, Lemma 2.2].

The interior gradient estimate is obtained in [C, Lemma 2.3] and the proof
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is based on the method due to Korevaar and Simon Korevaar| (1986), see also Dajczer,
de Lira, and Ripoll (2016) in the case of Killing graphs. The estimate is localised to
balls B(o,r) C © and if the solution is C1(2) we have also a global gradient estimate
with upper bound depending also on the gradient on the boundary. Idea is to have an

auxiliary smooth function 7 vanishing outside B(o,r) and then consider a function
h =nW

with W = /1 + |Vu|?2. It follows that the function h attains its maximum at some point
p € B(o,r) and this permits to prove an upper bound for W, and hence also for |Vu.
It is in this part of the paper where we need the asumption (4.3)), namely, for technical

reasons we need to assume that all the “space derivatives”

0

al’i7

fi

i=1,... dimM
are independent of ¢, i.e. f; = fi; = 0.

4.2.2 Entire f-minimal graphs

First step of solving the asymptotic Dirichlet problem is to consider an ex-
haustion of M and obtain a sequence of solutions. A natural exhaustion is, of course,
the sequence of geodesic balls B(o, k), k € N, for which the boundary mean curvature

assumption of Theorem [4.4]is satisfied. More precisely, we have

TAGICE) I

H(x) = Ar(z) > (n— 1)f (r(x)) 8B (o,r(z)) xR

where H(z) denotes the inward mean curvature of the level set {y € B(o,R): d(y) =
d(z)} = 0B(o0,7(z)) and the last estimate follows from the assumption (4.€]). This implies
that we can even drop the assumption on the Ricci curvature. This step is done in [C,
Lemma 4.7].

In order to obtain the uniform height estimate [C, Lemma 4.4] we use a function

Vi) =v() = ([ :) ) ( / " ao<t>f:-1<t>dt)

_ / " ( / * fd—()) ao(t) Fr L)t — H + |||
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// el (e} <o

constructed in Mastrolia, Monticelli, and Punzo (2015). There it was used as a superso-
lution for an elliptic equation but it turns out that under the assumption V' works
also as an upper barrier for the f-minimal equation. Then, replacing V' by —V', we obtain
a lower barrier and together these imply the desired height estimate. Even though
seems a very technical assumption, it is not more restrictive than (4.7)), see [C, Example
4.5] and [C, Example 4.6].

Final crucial step is to prove the correct boundary values on 0, M and this

requires barriers at infinity. It turns out that the barrier function
W = ARy~ +h)

used in Holopainen and Vahikangas (2007)) is very flexible and it suits also the case of f-
minimal graphs, see [C, Lemma 4.3]. The assumption (4.7)) for the asymptotic behaviour
of the gradient Vf is required in this part of the article.

5 OPTIMALITY OF THE CURVATURE BOUNDS

5.1 Background

The background of the Korevaar-Simon method for obtaining interior gradient
estimates was discussed in Section[4.1.1] However, we mention two articles that are closely
related to our results. In |[Rosenberg, Schulze, and Spruck! (2013) Rosenberg, Schulze and
Spruck proved a gradient estimate for minimal graphic functions M x R — R assuming
non-negative Ricci curvature and negative constant lower bound for the sectional curva-
tures. This estimate was applied to prove a half-space property for non-negative solutions
of the minimal graph equation.

Dajczer and de Liral(2015) extended this result for the Killing graphs in warped
products M X, R proving that, under certain assumptions on the manifold, any bounded
entire Killing graph with constant mean curvature must be a slice. The key ingredient of
their proof was a global gradient estimate that extended the result in Rosenberg, Schulze,
and Spruck| (2013).

Harnack’s inequalities has been studied so widely that it is impossible to give
a brief background about the developments in different settings so we just mention the
works |Grigor'yan and Saloff-Coste| (2005), |Holopainen| (1999)), and |Li and Tam| (1995)
that are closely related to [D]. Concerning the background of the asymptotic Dirichlet

problems on rotationally symmetric cases, see Section [2.4]
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5.2 Article [D]

The motivation for the study of the article [D] was to show that the curvature

upper bound
C

Ky < —
M= r2logr

(5.1)

really is the best that one can hope in order to show the existence of entire bounded non-
constant solutions for the minimal graph equation. The article [D] consists of two parts,
namely, the first part deals with non-existence type results and the latter with existence
on rotationally symmetric manifolds. In order to prove these non-existence results we
assume that the manifold has only one end and asymptotically non-negative sectional
curvature, that is

Definition 5.2. Manifold M has asymptotically non-negative sectional curvature (ANSC)

if there exists a continuous decreasing function A: [0,00) — [0, 00) such that

/ SA(s)ds < o0,
0

and that Kp(P,) > —A(d(o,x)) at any point z € M.

The main theorem of the first part is the following.

Theorem 5.3 ([D, Theorem 1.1]). Let M be a complete Riemannian manifold with asymp-
totically non-negative sectional curvature and only one end. If u: M — R is a solution
to the minimal graph equation that is bounded from below and has at most linear growth,
then it must be a constant. In particular, if M s a Cartan-Hadamard manifold with
asymptotically non-negative sectional curvature, the asymptotic Dirichlet problem is not
solvable.

It is worth pointing out that we do not assume, differing from previous results
into this direction, the Ricci curvature to be non-negative; see e.g. Rosenberg, Schulze,
and Spruck| (2013)), Ding, Jost, and Xin| (2013)), Dajczer and de Lira| (2015), Dajczer and
de Lira (2016). In terms of concrete curvature bounds, our theorem gives immediately
the following corollary that answers the question about the optimality of .
Corollary 5.4 ([D, Corollary 1.2]). Let M be a complete Riemannian manifold with only

one end and assume that the sectional curvatures of M satisfy

C

K(P) 2 — I+e
(F2) r(x)?(logr(z))

for sufficiently large r(x) and for some C > 0 and € > 0. Then any solution u: M —
[a, 00) with at most linear growth to the minimal graph equation must be constant.
The proof of Theorem is based on an application of a gradient estimate

Proposition that enables us to prove a global Harnack’s inequality for u — infy; u.
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By well-known methods, see (Heinonen, Kilpeldinen, and Martio, |1993, Theorem 6.6),
the global Harnack’s inequality can be iterated to yield Holder continuity estimates and
a Liouville (or Bernstein) type result when the solution has controlled growth. More
precisely, we obtain the following corollary.

Corollary 5.5 ([D, Corollary 1.3]). Let M be a complete Riemannian manifold with
asymptotically non-negative sectional curvature and only one end. Then there exists a
constant k € (0,1], depending only on n and on the function X in the (ANSC) condition

such that every solution u: M — R to the minimal graph equation with

o u@)

=0
d(z,0)—00 d(ZE, 0)N

must be constant.

Before turning to the latter part of [D], we point out that our results differ
from the theorems of |Greene and Wul (1982)) (besides the methods) mentioned in Section
since we do not assume the existence of a pole or the manifold to be simply connected,
and the (ANSC) condition allows the sectional curvature to change a sign. Moreover,
in Theorems and we will see that, in order to get the result (Greene and Wul,
1982, Theorem 2), it is necessary to assume liminf ., s°k(s) = 0 for all of the sectional
curvatures and not only for the radial ones (recall formula (L.1])).

The goal of the latter part of [D] is to prove the solvability of the asymptotic
Dirichlet problem, and hence also the existence of entire bounded non-constant solutions,

for the minimal graphic and p-harmonic equations assuming the optimal curvature upper

bound (5.1]). The main idea is to assume

/100 (f(s)ﬁ /:o f(t)adt>ds < 0, (5.6)

with an appropriate choice of o and /3, and then use this condition to construct barriers
at infinity. This results to very elementary proofs when compared to the proofs in the
general case that was considered for example in |Casteras, Holopainen, and Ripoll (To
appearb)), |(Casteras, Holopainen, and Ripoll| (To appearal), [A] and [B].

Noticing that, on manifold My, the condition (.6)) implies the desired curva-
ture upper bound, we obtain the following results.
Theorem 5.7 ([D, Corollary 4.2]). Let M be a rotationally symmetric n-dimensional
Cartan-Hadamard manifold whose radial sectional curvatures outside a compact set satisfy

the upper bounds

I+e
K(P)<———-15  ifn=2
(F2) < r(z)?logr(z) ifn
and 1/
K(P) < ——M2He s

r(z)?logr(zx)’
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Then the asymptotic Dirichlet problem for the minimal graph equation is solvable with
any continuous boundary data on OsMjy.

Theorem 5.8 ([D, Corollary 4.4]). Let M be a rotationally symmetric n-dimensional
Cartan-Hadamard manifold, n > 3, whose radial sectional curvatures satisfy the upper

bound
1/2+¢

KR < = g @)

(5.9)

Then the asymptotic Dirichlet problem for the p-Laplace equation, with p € (2,n), is
solvable with any continuous boundary data on OxM; .

We point out that the case p = 2 in Theorem reduces to the case of usual
harmonic functions and was covered by March| (1986)).

Finally, in the last section of [D], we show that in Theorem [5.8| the assumption
p < n on the range of p is also optimal. Note also that (ANSC) implies global Harnack’s
inequality for A-harmonic functions ((Holopainen) 1999, Examples 3.1)).
Theorem 5.10 ([D, Theorem 5.1)). Let o > 0 be a constant and assume that M is a

complete n-dimensional Riemannian manifold whose radial sectional curvatures satisfy

Q@
KyPy) > ———r———
mlbe) 2 r(z)?logr(z)
for every x outside some compact set and every 2-dimensional subspace P, C T, M con-
taining Vr(x). Then M is p-parabolic
(a) ifp=mnand 0 <a<1;or
(b) p>mn and a > 0.

5.2.1 Gradient estimate for minimal graphic functions

It is well-known that the (ANSC) assumption implies a volume doubling
condition and a Poincaré inequality (see [D] for short discussion) and these can be used to
prove a local Harnack’s inequality for uniformly elliptic operators. Then the assumption
that M has only one end yields a global Harnack’s inequality, see e.g. [Abresch| (1985),
Kasue (1988) and (Holopainen, |1999, Examples 3.1). Therefore the question reduces to

interpreting the minimal graph operator as a uniformly elliptic operator

1 .
1) div (A(z)Vu),
where .
Ax) =

V14 Va2
Note that if |Vu/ is uniformly bounded, then there exists a constant ¢ such that ¢ < /A <

1. This uniform gradient bound can be obtained from the following proposition, whose
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proof is based on the method due to Korevaar.

Proposition 5.11 ([D, Proposition 3.1]). Assume that the sectional curvature of M has
a lower bound K(P,) > —KZ for all x € B(p, R) for some constant Ky = Ko(p, R) > 0.
Let u be a positive solution to the minimal graph equation in B(p, R) C M. Then

Vu(p)| < (% + 32?;%@)) (5.12)
+ 1) ,

2(R) | [W(R)*  (n—1)KG
. 4 2 22
(exp [6 u(p) ( Ji2 + \/ i + 64u(p)?
where Y(R) = (n — 1)Ko R coth(KoR) + 1 if Koy > 0 and ¥(R) =n if Ky = 0.
In order to allow at most linear growth for w in [D, Corollary 3.2], we apply

Proposition to points p € M \ B(o, Ry), for some Ry > 0 large, and use the fact that
(ANSC) implies

for all x € M \ B(o, Ry/2).

5.2.2 Optimal curvature upper bound on the rotationally symmetric case

In order to obtain barriers from ([5.6)) we first define a function

00 t
n(r) = k/ f(t)a/ f(s)? dsdt, (5.13)
T 1
k > 0, and then consider the function 7+ B, where B: M \ {0},
B(exp(rd)) = B(r,d) =b(d), €S CT,M,

is a radial extension of the boundary data function b: S*! — R. In the case of the

minimal graph equation we choose « = —n + 1 and = n — 3, as in March| (1986), and
for the p-Laplacian we choose « = —(n —1)/(p—1) and f = (n —2p+1)/(p — 1). Note
that in both cases a + 8 = —2 and hence they correspond to the same curvature bound.

Then a straightforward computation shows that 1+ B is a supersolution in M \ B(o, Ry)
for Ry > 0 large enough and we can define global super- and subsolutions that work as

barriers.

5.2.3 p-parabolicity when p > n

To be more precise we recall that
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Definition 5.14. Riemannian manifold N is p-parabolic, 1 < p < oo, if
cap,(K,N) =0
for every compact set K C N. Here the p-capacity of the pair (K, N) is

cap, (K, N) ueérc}of(N)/ |VulP.
ulK>1

In order to prove Theorem , and to show that the curvature bound in
Theorem is optimal and the upper bound p < n necessary, we apply Bishop-Gromov
volume comparison together with . The proof is a direct application of the following
condition that, for p = 2, was proved by Varopoulos (1983)) and |Grigor’yan| (1983, [1985)).
Zorich and Kesel’'man| (1996]) proved the case p = n and their proof applies also to other
values of p, see also [Holopainen| (1999)), (Coulhon, Holopainen, and Saloff-Coste| (2001)),
Holopainen| (2003).

Proposition 5.15. A complete Riemannian manifold M is p-parabolic if

[ () o1

We point out that converse of this proposition is not always true, namely,
there exists a manifold such that the integral of (5.16)) is finite but M is p-parabolic, see
Varopoulos (1983)).

6 WARPED PRODUCT MANIFOLDS

Let N be a Riemannian manifold of the foorm N = M x, R, where M is a
complete n-dimensional Riemannian manifold and ¢ € C*°(M) is a smooth (warping)

function. This means that the Riemannian metric g in NV is of the form
g = (0o m)*my dt* + mig,

where g denotes the Riemannian metric in M whereas ¢ is the natural coordinate in R
and m : M xR = M and m : M x R — R are the standard projections. It follows
that the coordinate vector field X = 0, is a Killing field and that ¢ = |X| on M. Since
the norm of X is preserved along its flow lines, we may extend p to a smooth function
0= |X| € C*(N). From now on, we suppose that o > 0 on M.

Killing graphs with prescribed mean curvature were introduced in Dajczer,
Hinojosa, and de Lira (2008), where the Dirichlet problem for prescribed mean curvature

with C% boundary values was solved in bounded domains 0 C M under hypothesis
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involving data on €2 and the Ricci curvature of the ambient space N. Recall that given a
domain Q C M, the Killing graph of a C? function u : Q — R is the hypersurface given
by

Yo ={(z,u(x)):z€Q} C M xR

In other words,
Yo =A{Y(z,u(x)): x € Q},

where U:  x R — N is the flow generated by X. Recently the Killing graphs have
been studied studied very actively, for example in Dajczer, de Lira, and Ripoll (2016|) the
Dirichlet problem was solved with merely continuous boundary data, and in |Dajczer and
de Lira (2015) and Dajczer and de Lira (2016) Dajczer and Lira studied the entire Killing
graphs with constant mean curvature. In particular, it was shown in Dajczer and de Lira
(2015)) that a bounded entire Killing graph of constant mean curvature must be a slice if

Ricy > 0, Ky > — Ky for some Ky > 0, and if o > g9 > 0, with |[|o]|c2() < 00.

6.1 Background

The history of the barrier method and the so-called Korevaar-Simon technique
was already dealt in Section . In the article [E] we modify a further development that
is due to Wang (1998). In the Korevaar-Simon method, that was mentioned in Section
4.1.1, one does computations at a point where the function nW/ attains its maximum

value. In Wang’s method one uses a similar approach but with a function

X = my(w) (| Vul?),

where 7, v and ¢ are carefully chosen functions. This method allows to obtain quantitative
a priori interior gradient estimate.

A very flexible global barrier was introduced in |[Mastrolia, Monticelli, and
Punzo (2015). They used it to study elliptic and parabolic equations with Dirichlet
conditions at infinity and later it was used in article [C] in the study of f-minimal surfaces.
The background of the barrier at infinity was dealt already in Section

6.2 Article [E]

The article [E] divides roughly into two parts: In the first part we obtain
quantitative a priori height and gradient estimates for solutions that are height functions

of Killing graphs with prescribed mean curvature H. These estimates can be used to solve
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the Dirichlet problem

div(%) + <Vlog 0, % =nH in

(6.1)
ul0Q = ¢ in 00

on bounded geodesic balls 2 = B(o,r) on the leaf M. In the second part we apply the
existence of solutions to an exhaustion of M and solve the asymptotic Dirichlet problem
with continuous boundary values on the boundary d,, M.

Applying the local estimates of the first part of [E], the usage of the continuity
method (Leray-Schauder method), together with the approximation result from [Dajczer,
de Lira, and Ripoll| (2016)) (see also [C]), yields the following existence result.

Theorem 6.2. Let M be a Cartan-Hadamard manifold, Q@ = B(o,k) C M, and ¢ €
C(09). Suppose that the prescribed mean curvature function H € C*(§2) satisfies

|H(z)| < Hy—d(a)

in Q, where d(z) = dist (z,0B(0,k)) = k — r(z) and Hy_q is the mean curvature of the
Killing cylinder Cy_q over the geodesic sphere OB(o,k — d). Then there exists a unique
solution u € C**(Q) N C(Q) to (6.1)).

Above and in what follows we denote by r(z) = d(x,0) the distance from x to
a fixed point 0 € M. We notice that the mean curvature of the Killing cylinder C, over a
geodesic sphere 0B(o, ) is given by

1 1
H,= - (Ar + —(Vo, Vr))

n 0
and therefore can be estimated from below in terms of a suitable model manifold M_g2(,) X,
R, where M_,z2(, is a rotationally symmetric Cartan-Hadamard manifold with radial sec-
tional curvatures equal to —a?(r) and o, : M — (0, 00) is a positive rotationally symmetric
C! function such that . 5 5
2 (Vo,Vr) = 8 > Do+ (6.3)
0 % o+

With the help of these model manifolds we can formulate the following corollary.

Corollary 6.4. Let M be a Cartan-Hadamard manifold whose radial sectional curvatures
are bounded from above by
K(P,) < —a(r(z))

for some smooth function a: [0,00) — [0,00). Suppose, moreover, that (6.3) holds with

some positive rotationally symmetric C* function oy = o0, (r). If the prescribed mean
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curvature function H € C*(Q) satisfies

)] < D) |
-

fa(r(x)) o+ (

for all x € Q, then there exists a unique solution u € C*>*(Q) N C(Q) to (6.1]).
The main object in the article [E] is the asymptotic Dirichlet problem for

r
r

Killing graphs with prescribed mean curvature and behaviour at infinity that are dealt
in the second part of the article. We assume that the sectional curvatures of the leaf M

satisfies
—(bor)’(z) < K(P,) < —(aor)*(2) (6.5)

for all z € M, where r(z) = d(o, x) is the distance to a fixed point 0 € M and P, is any
2-dimensional subspace of T, M. The functions a,b: [0,00) — [0,00) are assumed to be
smooth such that a(t) = 0 and b(t) is constant for ¢ € [0, T,] for some Ty > 0, and that
assumptions (A1)—(A7) of Section 5 of [E] hold. Then under suitable assumptions on the
mean curvature function and on the warping function, we obtain the following results.
Theorem 6.6. Let M be a Cartan-Hadamard manifold satisfying the curvature assump-
tions and (A1)-(A7) in Section 5 of [E]. Furthermore, assume that the prescribed
mean curvature function H: M — R satisfies the assumptions and with a
convezr warping function o satisfying (6.10), (6.11), (6.15), and (6.16). Then there exists
a unique solution u: M — R to the Dirichlet problem

div_jeg vu =nH(z) in M
Vo2 + [Vul? (6.7)
|0 M = ¢

for any continuous function p: O M — R.

Theorem 6.8. Let M be a Cartan-Hadamard manifold satisfying the curvature assump-
tions (6.5)) and (A1)-(A7) in Section 5 of [E]. Furthermore, assume that the prescribed
mean curvature function H: M — R satisfies the assumptions and with
a conver warping function o satisfying , , and . Then there exists a
unique solution u: M — R to the Dirichlet problem for any continuous function
©: O M — R,

6.2.1 Entire Killing graphs

To solve the problem (6.7]), we extend the given boundary value function
¢ € C(0sM) to a continuous function ¢ € C(M). Then we apply Corollary for an
exhaustion Q = B(o, k), k € N, of M to obtain a sequence of solutions u; with boundary

values ux|0€ = . In order to obtain a converging subsequence we need to prove that
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this sequence of solutions is uniformly bounded. This can be done by constructing global
barriers, and we provide two different approaches to obtain these functions.

The first approach is motivated by direct computations in the rotationally
symmetric case by applying the so-called flux formula. This way we can define an entire
function that under suitable assumptions acts as a barrier. For example, we need to

assume that the prescribed mean curvature function satisfies

n|H(z)| < (6.9)

0 5)\/ o2 (@) (L (1 2/ 2= 22) ( 4,(1)
072(x) + 077 (r(2)) (1 — €2)/(2e — €2)

and that the warping function satisfies

dro(x) _ 2 (r(x)  dro(z) _ d(r(x))

> , , (6.10)
o() o+ (r(2)) o(z)? (r(a:))g
where g, : [0,00] — (0, 00) is an increasing smooth function with
0+(0) = o(0) and / 0. (s) tds < oo. (6.11)
1

For the second approach to obtain a barrier we modify a barrier function that
was first obtained in Mastrolia, Monticelli, and Punzo| (2015) and later used also in [C]. In
order to get this barrier function V' to work we need to assume that the mean curvature

function satisfies

L 3 ((m-Df() | dalr)
020 (r)ao(r) + (= V'(r)) <( fi)(i)()—i_ii(r))

n|H| < 372 :
(o2 + (v'()*)

(6.12)

where V' is the function defined in Section 4.2 of [E]. In addition we need that the warping

functions satisfies
Oro(x) _ Ok (T(x)).
o(x) ~ or(r(x))

These height estimates, consequently together with Schauder estimates, im-

(6.13)

plies that the sequence u; is uniformly bounded in the C?®-norm. Hence there exists a

subsequence that converges in the C?“norm to a global solution u to the equation
Vu Vu
div(— Vlogo, —)=nH
w(YY) 4 (Viogo, ) =

in M.
The final step of solving the asymptotic Dirichlet problem is to show that
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the obtained solution extends to the boundary at infinity and has the desired behaviour
there. For this step we apply the (local) barrier function introduced in Holopainen and

Vihikangas (2007). This part requires the asymptotic assumption

sup n x Oot_6l_1 n — fz;(t) 0,0 N l
r(x)zt |H( )| < \/Q—Q(t) + (Cot_5_1>2 (( 1>fa(t) + 0 t) (6.14)

on the mean curvature function. Moreover, the warping function has to satisfy

max (0, —Tag’"@> - (Tng))) (6.15)

and

Vol = o <f5(+) \arm) | (6.16)
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SOLVABILITY OF MINIMAL GRAPH EQUATION UNDER
POINTWISE PINCHING CONDITION FOR SECTIONAL
CURVATURES

JEAN-BAPTISTE CASTERAS, ESKO HEINONEN, AND ILKKA HOLOPAINEN

ABSTRACT. We study the asymptotic Dirichlet problem for the minimal graph
equation on a Cartan-Hadamard manifold M whose radial sectional curvatures
outside a compact set satisfy an upper bound

(¢ —1)

K(P) < _W
and a pointwise pinching condition

|K(P)| < Ck|K(P")|
for some constants ¢ > 1 and C'xg > 1, where P and P’ are any 2-dimensional
subspaces of T M containing the (radial) vector Vr(z) and r(z) = d(o,z) is
the distance to a fixed point o € M. We solve the asymptotic Dirichlet problem
with any continuous boundary data for dimensions n = dim M > 4/¢ + 1.

1. INTRODUCTION

In this paper we are interested in the asymptotic Dirichlet problem for minimal

graph equation

div " (1.1)

V14 |Vul|?

on a Cartan-Hadamard manifold M of dimension n > 2. We recall that a Cartan-
Hadamard manifold is a simply connected complete Riemannian manifold with
non-positive sectional curvature. Since the exponential map exp,: T,M — M is a
diffeomorphism for every point o € M, it follows that M is diffeomorphic to R™.
One can define an asymptotic boundary 0., M of M as the set of all equivalence
classes of unit speed geodesic rays on M. Then the compactification of M is given
by M = M U s M equipped with the cone topology. We also notice that M is
homeomorphic to the closed Euclidean unit ball; for details, see [16].

The asymptotic Dirichlet problem on M for some operator Q is the following:
Given a function f € C(0,M) does there exist a (unique) function u € C(M)
such that Q[u] = 0 on M and u|0,cM = f? We will consider this problem for
the minimal graph operator (or the mean curvature operator) appearing in (1.1).
It is also worth noting that a function w satisfies (1.1) if and only if the graph
{(z,u(x)): x € M} is a minimal hypersurface in the product space M x R.

The asymptotic Dirichlet problem on Cartan-Hadamard manifolds has been
solved for various operators and under various assumptions on the manifold. The
first result for this problem was due to Choi [7] when he solved the asymptotic
Dirichlet problem for the Laplacian assuming that the sectional curvature has a
negative upper bound Kj; < —a? < 0, and that any two points at infinity can be
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separated by convex neighborhoods. Anderson [1] showed that such convex sets ex-
ist provided the sectional curvature of the manifold satisfies —b%> < Kj; < —a® < 0.
We point out that Sullivan [29] solved independently the asymptotic Dirichlet prob-
lem for the Laplacian under the same curvature assumptions but using probabilistic
arguments. Cheng [6] was the first to solve the problem for the Laplacian under
the same type of pointwise pinching assumption for the sectional curvatures as we
consider in this paper. Later the asymptotic Dirichlet problem has been generalized
for p-harmonic and A-harmonic functions under various curvature assumptions, see
[4], [21], [23], [30], [31].

Concerning the mean curvature operator, there has been a growing interest in
developing a theory of constant (or prescribed) mean curvature hypersurfaces in
Riemannian manifolds. For instance, Guan and Spruck [19] investigated the prob-
lem of finding complete hypersurfaces of constant mean curvature with prescribed
asymptotic boundaries at infinity in the hyperbolic space (see also the recent [20]
and references therein). On the other hand, Dajczer, Hinojosa, and de Lira ([12],
[10], [11]) have studied Killing graphs of prescribed mean curvature under curva-
ture conditions on the ambient space. Further studies include so-called half-space
theorems in product spaces M x R ; see [26], [13], and references therein. In these
investigations, a priori gradient estimates based on the classical maximum princi-
ple for elliptic equations are indispensable. To motivate further the study of the
asymptotic Dirichlet problem for the minimal graph equation, we recall the papers
[8] and [17] by Collin, Gélvez, and Rosenberg who were able to construct harmonic
diffeomorphisms from the complex plane C onto the hyperbolic plane H? and onto
any Hadamard surface M whose curvature is bounded from above by a negative
constant, respectively, hence disproving a conjecture of Schoen and Yau [27]. The
key idea in their constructions was to solve the Dirichlet problem on unbounded
ideal polygons with boundary values +oc on the sides of the ideal polygons.

Concerning the asymptotic Dirichlet problem for the equation (1.1), Casteras,
Holopainen, and Ripoll studied the problem under curvature bounds

~b(r(@)” < K(P) < ~a(r(@))".

where a, b: [0,00) — [0, 00) are smooth functions subject to some growth conditions.
Here and throughout the paper r(x) = d(x,0) stands for the distance to a fixed

point o € M. As special cases of their main theorem [3, Theorem 1.6] we state here
the following two solvability results.

Theorem 1.1. [3, Theorem 1.5, Corollary 1.7] Let M be a Cartan-Hadamard man-
ifold of dimension n > 2. Suppose that

—r(x)?¢72== < K(P) < —W (1.2)
. r(m)—2—5€2kr(x) < K(_P) < — k2 (1.3)

for some constants € > 0, ¢ > 1, and k > 0, and for all 2-dimensional subspaces
P CT,M, withx € M\ B(o, Ry). Then the asymptotic Dirichlet problem for (1.1)
is uniquely solvable for any boundary data f € C(0ooM).

The solvability of the asymptotic Dirichlet problem for (1.1) under curvature
assumptions (1.3) was earlier obtained by Ripoll and Telichevesky in [25]; see also
[14] and [15]. Recently, Casteras, Holopainen, and Ripoll [4] were able to weaken
the curvature upper bound to an almost optimal one.
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Theorem 1.2. [4, Theorem 5] Let M be a Cartan-Hadamard manifold of dimension
n > 3 satisfying the curvature assumption

(logr(x))% 1+¢

e S e

for some constants € > € > 0 and for any 2-dimensional subspace P C T, M, with
x € M\ B(o,Ry). Then the asymptotic Dirichlet problem for (1.1) is uniquely
solvable for any boundary data f € C(0sM).

It is worth noting that even a strict negative curvature upper bound alone is
not sufficient in dimensions n > 3 for the solvability of the asymptotic Dirichlet
problem for (1.1). Indeed, in [22] Holopainen and Ripoll generalized Borbély’s
counterexample [2] to cover the minimal graph equation.

Our main theorem is the following. It is worth noticing that no lower bounds for
sectional curvatures are needed. Instead we assume a pointwise pinching condition
on sectional curvatures.

Theorem 1.3. Let M be a Cartan-Hadamard manifold of dimension n > 2 and
let ¢ > 1. Assume that
P(p—1)
K(P) < @ (1.4)
where K(P) is the sectional curvature of any two-dimensional subspace P C T, M
containing the radial vector Vr(x), with x € M \ B(o, Ry). Suppose also that there
exists a constant Cx < oo such that

|K(P)| < Cx|K(P")| (1.5)
whenever © € M \ B(o, Ry) and P, P' C TuM are two-dimensional subspaces con-
taining the radial vector Vr(x). Moreover, suppose that the dimension n and the
constant ¢ satisfy the relation

n> 24—1. (1.6)

Then the asymptotic Dirichlet problem for the minimal graph equation (1.1) is
uniquely solvable for any boundary data f € C(OsoM).

We notice that if we choose the constant ¢ in the curvature assumption to be
bigger than 4, then our theorem will hold in every dimension n > 2. Similarly, if
we let the dimension n to be at least 5, we can take the constant ¢ to be as close
to 1 as we wish.

In this paper we will proceed as follows. Section 2 is devoted to preliminaries.
We will recall some facts about Cartan-Hadamard manifolds, Jacobi equations, the
minimal graph equation and Young functions. In Section 3 we will prove our main
theorem i.e. the solvability of the minimal graph equation under the curvature
assumptions (1.4), (1.5) and (1.6). We will adopt the strategies used in [4], [6], [30]
and [31].

2. PRELIMINARIES

2.1. Cartan-Hadamard manifolds. Recall that a Cartan-Hadamard manifold is
a complete and simply connected Riemannian manifold with non-positive sectional
curvature. Let M be a Cartan-Hadamard manifold and 0., M the sphere at infinity,
then we denote M = M U 0., M. The sphere at infinity is defined as the set of all
equivalence classes of unit speed geodesic rays in M; two such rays v; and 5 are
equivalent if

b;ggd(vl (), 72(t)) < oo.
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The equivalence class of v is denoted by y(cc). For each x € M and y € M \ {z}
there exists a unique unit speed geodesic y*¥: R — M such that v*¥(0) = x and
~y%Y(t) =y for some t € (0,00]. For x € M and y,z € M \ {z} we denote by

L(y,2) =<6 %)
the angle between vectors 45 and 4y"* in T, M. If v € T, M \ {0}, a > 0, and
R > 0, we define a cone

Cv,a) ={y € M\ {z}: <(v,%") < a}
and a truncated cone
T(v,a,R) = C(v,a)\ B(z, R).
All cones and open balls in M form a basis for the cone topology in M. With this
topology M is homeomorphic to the closed unit ball B C R™ and 0, M to the
unit sphere S"~! = 9B". For detailed study on the cone topology, see [16].

Let us recall that the local Sobolev inequality holds on any Cartan-Hadamard
manifold M. More precisely, there exist constants rg > 0 and C's < oo such that

(n—1)/n
( / |n|"/<"-1>) <cs [ vl (2.1)
B B

holds for every ball B = B(z,rs) C M and every function n € C§°(B). This
inequality can be obtained e.g. from Croke’s estimate of the isoperimetric constant,
see [5] and [9)].

2.2. Jacobi equation. If k: [0,00) — (—00, 0] is a smooth function, we denote by
freC> ([0, 00)) the solution to the initial value problem

;/c/ +kfr=0
Ji(0) =0, (2.2)
fr(0)=1.

The solution is a non-negative smooth function.

In later sections we will need some known results related to Jacobi fields and
curvature bounds. The proofs of the following three lemmas are based on the
Rauch comparison theorem (see e.g. [18]) and can be found in [30]. Concerning the
curvature bounds, we have the following estimates for the growth of Jacobi fields
and the Laplacian of the distance function:

Lemma 2.1. [30, Lemma 1] Let k, K: [0,00) — (—00,0] be smooth functions that
are constant in some neighborhood of 0. Suppose that v € T,M is a unit vector
and v =": R — M is the unit speed geodesic with 4o = v. Suppose that for every
t > 0 we have
k(t) < Ky (P) < K(t)
for every two-dimensional subspace P C T, ;yM that contains the radial vector ;.
(1) If W is a Jacobi field along v with Wy = 0, |W{§| =1, and W{Lv, then

fre(t) < W (@) < fi(t)
for every t > 0.
(2) For everyt >0 we have

(T (t
fk () Ji(t)
The pinching condition for the sectional curvatures gives a relation between the

maximal and minimal moduli of Jacobi fields along a given geodesic that contains
the radial vector:

<Ar(y(t)) < (n—1)
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Lemma 2.2. [6, Lemma 3.2][30, Lemma 3| Let v € T,M be a unit vector and
v = 4Y. Suppose that ro > 0 and k < 0 are constants such that Ky (P) > k for
every two-dimensional subspace P C T, M, x € B(o,rq). Suppose that there exists
a constant Ci < oo such that

|Knm(P)| < Cx|[ K (P)]

whenever t > ro and P, P' C T,y M are two-dimensional subspaces containing the
radial vector 4;. Let V. and V be two Jacobi fields along v such that Vo = 0 = Vj,
Vi L4 L Vo, and |V{| = 1 = |V{|. Then there exists a constant co = co(Cr,70,k) > 0
such that

V9% > ol V]
for every r > rg.

To prove the solvability of the minimal graph equation, we will need an estimate
for the gradient of a certain angular function. This estimate can be obtained in
terms of Jacobi fields:

Lemma 2.3. [30, Lemma 2] Let 2o € M \ {o}, U = M \ v>*(R), and define
0: U — 0,7, O(x) = <o(xo,2) = arccos(Yy ™", vg"). Let x € U and v = y>*.
Then there exists a Jacobi field W along ~v with W (0) = 0, W) LA, and [W{| =1
such that

1
VOOl < @y

2.3. Young functions. Let ¢: [0,00) — [0,00) be a homeomorphism and let ¢ =
¢~ L. Define Young functions ® and ¥ by setting

t
B(t) = / 6(s) ds
0
and
t
U(t) = / Y(s)ds
0
for each t € [0,00). Then we have the following Young’s inequality
ab < ®(a) + U(b)

for all a,b € [0,00). The functions ® and ¥ are said to form a complementary
Young pair. Furthermore, ® (and similarly ¥) is a continuous, strictly increasing,
and convex function satisfying

iiJ

lim ﬂ =0
t—0t+ ¢

and o
lim o) =00
t—oo

For a more general definition of Young functions see e.g. [24].

As in [31], we consider complementary Young pairs of a special type. For that,
suppose that a homeomorphism G: [0,00) — [0,00) is a Young function that is a
diffeomorphism on (0, c0) and satisfies

boat
and G (t)
lim O 1. (2.4)

Then we define F': [0,00) — [0,00) so that G and F' form a complementary Young
pair. The space of such functions F' will be denoted by F. Note that if F' € F,
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then also A\F' € F and F(\-) € F for every A > 0. In [31] it is proved that for fixed
€o € (0,1) there exists F' € F such that

F(t) < t'F0 exp <—%<log (e + 1>>_1_60> (2.5)

for all t € [0, 00). The construction of such F' is done by first choosing A € (1,1+¢¢)
and a homeomorphism H: [0, 00) — [0, 00) that is a diffeomorphism on (0, c0) and
satisfies

(2.6)

() = 4 o8 1)~ (loglog 1) if ¢ is small enough,
t1/eo if ¢ is large enough,

and then setting G(t) = f(f H(s)ds and F(t) = f(f H~'(s)ds. From now on, G
and F' will denote the complementary Young pair obtained via this procedure. For
details, see [31] and the proof of Proposition 2.5 below.

Since G is convex, we have G(t) > ct for all t > 1. Therefore G~1(t) < ct for
all ¢ large enough and this implies that fooo 1/G~! = co. From this, together with
(2.3), we conclude that the function v, defined by

tods
wo=[
Y= )y &)
is a homeomorphism [0,00) — [0,00) that is a diffeomorphism on (0,00). Hence
the same is true for its inverse
p =191 [0,00) = [0,00). (2.7)
The following lemma, collects the properties of .

Lemma 2.4. [31, Lemma 4.5] The function ¢: [0,00) — [0,00) is a homeomor-
phism that is smooth on (0,00) and satisfies

Goy = (2.8)
" (D)
P ¥
t—0+ ' (t)? - (29)

From now on, ¢ will be the function defined in (2.7) such that the corresponding
F € F satisfies (2.5). Using the computations done in [31], we obtain a more
specific formula for the function ¢. Namely, we know that G=1(t) ~ t/H(t) and
hence

1/J(t)_/t ds N/t 1 —i(lo lo l)f
" Jo G(s) " Jy s(log D)(loglog D)THee  gg b b B

S

€0

Here and in what follows ~ means that the ratio of the two sides tends to 1 as
t — 0T. From this it is straightforward to see that

o(t) =~ exp ( — exp (ﬁ)go) (2.10)

We will also need complementary Young functions GG; and F to deal with the
second derivative of the function . The existence of these functions will be proved
by the following proposition which is just a modification of [31, Proposition 4.3]
since in the construction of the Young functions we will replace the function H in
[31] by H2.

Proposition 2.5. Let ¢ € (0,1) and XA € (1,1 + €g) be as in (2.6). Then there
exist complementary Young functions G1 and Fy, and a constant ¢ > 0 such that
G satisfies

G1(e"(1) = ¢(t) (2.11)
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and Fy satisfies

Fi(t) < ctexp ( — %(log %)_/\> (2.12)
for all sufficiently small t > 0.
Proof. Let H: [0,00) — [0,00) be as in (2.6). We define G1(t) = fg H(s)?ds.
Then G; is a Young function and we denote by Fj its Young conjugate. Notice
that G’ (t) = H(t)? and that t(H?)'(t)/H(t)?> — 0 as t — 0. Hence, by 'Hospital’s
rule, we have

150 G(t) 20 GI()
and we see that G satisfies (2.4). Next, denote R(t) = t/H(t)?. Then it is easy to
see that R(kt) ~ kR(t) for every constant k£ > 0 and we get

2
R(G1(t)) ~ R(tH(t)?) = f% ~

which gives us G7*(t) ~ R(t). It follows that G satisfies (2.3) and hence Fy € F.
On the other hand ¢(t) = 1 ~*(¢) and

(L) _ | EGHD)

and therefore

By (2.9) we obtain

" ~ (p(t) — ~ -1
' (t) ~ Hol) R(p(t) = Gy (o(1)),
and so
G1(¢" (1)) ~ (). (2.13)

Thus we are left to estimate F; from above.
It is straightforward to check that

(H*)7Y(t) = exp < — exp ()\W()\flfl/(ﬂ)))),
for all sufficiently small ¢, where W is the Lambert W function defined by the
identity W (s)e" (®) = s. Since Fi(t) = (G4)~(t) = (H*)~(t) and W (s) > logs —
loglog s for all s > e, we get for sufficiently small ¢

R = [ ()7 () ds <o) )
’ t
N exp (exp ()\W()rltfl/”‘)»
t

exp (exp (Mog(A—1t=1/22) — Xlog log(/\—lt—l/”)))

t
exp ((A—lt—l/z/\)A(log()\—lt—l/2/\))’\)

IN
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2.4. Minimal graph equation. Let Q@ C M be an open set. Then a function
e WhHQ) is a (weak) solution of the minimal graph equation if

loc
(Vu, V)
o 1+ |Vul|?

for every ¢ € C§°(Q2). Note that the integral is well-defined since

V1+|Vul]?2 > |Vu| ae.,

(FuVol [ VYL 1o <o

f1+|vU|2’ o VI+ VU =

It is known that under certain conditions there exists a (strong) solution of
(1.1) with given boundary values. Namely, let & CC M be a smooth relatively
compact open set whose boundary has positive mean curvature with respect to
inwards pointing unit normal. Then for each f € C?%(f2) there exists a unique
u € C*(Q) N C%%(Q) that solves the minimal graph equation (1.1) in © and has
the boundary values u|0Q2 = f|0S.

(2.14)

and thus

3. ASYMPTOTIC DIRICHLET PROBLEM FOR MINIMAL GRAPH EQUATION

We begin by the following Caccioppoli-type inequality which will have a crucial
role in the proof of the solvability of the minimal graph equation.

Lemma 3.1. Suppose ¢: [0,00) — [0,00) is a homeomorphism that is smooth on
(0,00) and let U CC M be open. Suppose that n > 0 is a CY(U) function and let
u,0 € L=(U)NWYL2(U) be continuous functions such that uw € C*(U) is a solution
to the minimal graph equation (1.1) in U. Denote

u — 6]

14

h:

where v > 0 s a constant, and assume that
1,2
1 p(h) € Wy (U).

Then we have
2 |VU|2 2 1 2 2 @ 2
N (h)———— < C, n“¢' (h)|VO +4—|—EV/hV77 3.1
/U (h) T -/ (M[VO]" + (4 +¢) U‘Pl()‘ I~ (3.1)
for any fized € > 0.

Proof. Define an auxiliary function f by

P (B0 - (200,
v v
Then it holds that f € VVO1 2(U) and its gradient is given by
Vf= %n%’(h)(w — V) + 21 sgn(u — 0)p(h)Vn
Since w is a solution to the minimal graph equation, we can use f as a test function
" (Vu,Vf)

I ),
U /14 |Vul?
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and obtain
Vul? Vu, Vo
/ 77280 | | - n2(p/(h) < >2
U \/1+|V | U V14 |Vul

o [ sanfu — _(Vu, Vi)
2/Ung< o) et

0
U

VI [Vul? VIt VU2

Next we use Young’s inequality ab < (£/2)a® + 1/(2¢)b? and /1 + [Vul?2 > 1 to
estimate the terms on the right hand side as

Vul|Ve 5 Vul? 1
/n2<p’(h)| WOL <2 [ g — ¢’ (h)| VO
U U U

VIt IVaR = 2 S AievaE

and
[ Vul|val 29— [ gy
21// Ny < n°¢'(h) + n
(h) 1+ |Vul “ U (%) 1+ |Vul? ( IVl

Then we choose €1 and €5 such that ¢; is small enough and €2 minimizes the term
1
52(1 — 81/2 — 62)

i.e. €2 = (2 —¢e1)/4. Combining all terms we arrive at

Vul? 2 412 ©?
2/h | < /2/hv02+/hv2
e < ey [ e imer + o [ S
2
_c / P2 (W) VO + (4 + )02 / (1),
U U ¥

Remark 3.2. As can be seen in the proof of Lemma 3.3, the second term

(4+e)? /U IVl

on the right hand side of (3.1) is the only term that affects to the dimension-
curvature restriction.

We notice that the left hand side of (3.1) can be estimated from below by

2
/ n*¢’ () \/% za | 2o’ (h)|Vul? + ¢, /U n2¢ (h)|Vul (3.2)
where
Uy ={|Vu| <o}, Uy={|Vul>0c}, >0
and

1 1
—, = —————.
V1402 1+ (1/0?)

In the following Lemmas we will obtain some estimates using Lipschitz data
0: M — R. By Rademacher’s theorem, Lipschitz functions are differentiable almost
everywhere and throughout the computations, the gradient VO appears only inside
integrals so the points where 6 is not differentiable will not be a problem.

Before stating the Lemmas we introduce the following notation. For z € M, we
denote by j(z) the infimum of |V (r(z))| over Jacobi fields V along the geodesic

C1 =
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~%® that satisfy Vo = 0, [V5| = 1 and VjLAg". We also note that since M is a
Cartan-Hadamard manifold, we have

Ar>n_1

r

in M \ {o}. From the curvature upper bound, Lemma 2.1 and [30, Example 1] it
follows that for every € > 0 there exists R; > Ry such that

(I+e)r
for r > Ry and therefore
n—1, in M\ {o},

rAr > (n—1)¢p (3.3)
I+e
Lemma 3.3. Let M be a Cartan-Hadamard manifold satisfying
¢ —1)
KP)< -2t 2
(P < -2,
where K (P) is the sectional curvature of any plane P C T, M that contains the
radial vector field Vr(x) and = is any point in M \ B(o, Ry). Furthemore, suppose
that the dimension of M and the constant ¢ satisfies the relation (1.6). Let U =
B(o, R), with R > Ry, and suppose that u € C*(U) N C(U) is the unique solution
to the minimal graph equation in U, with u|]oU = 0|0U, where 6: M — R is a
Lipschitz function, with |VO(z)| < 1/j(z) almost everywhere. Then there exists a
constant ¢ independent of u such that

/ (| — 0]/c) < c+c/ F(T|V0|)+c/ F (2 |VOP).
U U U
Proof. As before, we denote h = |u — 6|/v, where v > 1y will be fixed later, and to

shorten the notation we denote (n—1)¢/(1+¢) = Cy. By splitting the integration
domain and using the estimate (3.3), we first obtain

/go(h)rAr:/ @(h)rAr—i—/ o(h)rAr
U B(o,R1) U\B(o,R1)

> (n—1) / o(h) + Co / o(h)
B(D,Rl) U\B(O,Rl)

Z(n—l—co)/B( R)so<h>+co/Uso<h>

, in M\ B(o, Ry).

Y

—c+Cp /U ¢(h),

where ¢ > 0 is some constant. Next we use Green’s formula to obtain

—e+Co [ oy < [ wtiyrar == [ (v(emn). v

_ /Z o) = [ r(n)(vn. Vi),

and consequently we have

c+(1+Co)/U<p(h)</Ur<p’(h)|Vh|.

To estimate the right hand side term, we first split the integration domain into two
pieces U = Uy U Uy, where

Uy={zeU:|Vu| <o} and Uy={xe€U: |Vu|>oc}.
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Note that |Vh| < |Vu|/v + |V6]|/v, so using the Caccioppoli-type inequality (3.1)
and (3.2) we get

A

1 1 1
/ rgl ()| VH] < © / rl (1) |V + - / ! (1) [V + - / rg! (1)|V6)
U vJu, vV Ju, vV Ju

1 1
s [ e @iy [ romive
Uy viJu

14

IN

C& r / 2 (4+6)V 9072 7"2
o= [ rempver+ S22 [ S vy

ColV Co

1 1
S | remival [ remiee
vV Ju, vV Ju

2
+ Ce / rap/(h)|V9|2+(4+€)V/ ('O—I(h)r_1
U U ¥

Col 4co

By (2.8) and the convexity of the Young function G we have p(h) < c¢¢’(h), and
for r large enough, |V0| < 1, so |V0|? < |V6|. So from the previous estimate, we
deduce that

1 14+ C.
/ rg! ()| VA < © / ! (h)| V] + 20/
U v Ju, v

/ ro' (h)|VO| + ¢+ s’/ o(h).
U U
We continue again by splitting U7 into two pieces by U; = Us U Uy, where

Us = {|Vu| < &;((Z))r} and Uy = {a;((;:))r < |Vu| < a}

and & is a constant to be determined later. Denote ¥(¢) = fg ¢'(8)?/p(s) ds. Then
using the Caccioppoli-type inequality (3.1) and (3.2) with » and ¥’ instead of 7
and ¢’ respectively, we can estimate the integral over U; by

/ ~ l TQQDI(h)Q u2
/Ul’"“’”'v“’ﬁ"/%“”(h”&/w BORAG

S&/Ug go(h)+% (ff/Ur2\I/’(h)|V0|2+M+;)V2/Ug(h)).

From (2.9) we see that

() = fo((?) < &p"(t)

for ¢t small enough, and hence

which implies that

LR [,

v ' (h)?/¢(h)
Notice that ¢, as well as ¢1, can be chosen arbitrarly close to 1. Collecting these
estimates together we arrive at

IN

= ¢p(h).

e [ o <ers [ o+ [ ome 2 v

C.c P 4+ e)ve
+ = /7“2@ (h)|V9|2+7( ) /s@(h)-
U CcC10

ciov U
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Next we use the complementary Young functions G and F' to estimate the term
with ¢, and G and F} to estimate the term with ¢”. So all together we have

<1+C’0—€'—1+C€/C2 _g_Le (4+5)”C>/so(h)
U

v vV  clov c10

1
<c++C€/CZ/F(r|V9)+ Ce /Fl(r2|v92).
v U U

ci10v

For any fixed € > 0, we can choose first o and € small enough, then v big enough
and & = v such that the coefficient on the left hand side is positive provided that
Co > 4+ £. This last inequality is satisfied thanks to the dimension-curvature
restriction (1.6) and hence the claim is proved. O

The next lemma is a modification of [4, Lemma 20] (or originally [31, Lemma
2.20]). The proof is based on the idea of Moser iteration procedure.

Lemma 3.4. Let Q = B(o, R) and suppose that 0: Q — R is a bounded Lipschitz
function with |0],|V0| < C1. Let u € C%(Q) be a solution of the minimal graph
equation in Q such that u has the boundary values 6 and infq 6 < u < supg 0. Fix
s € (0,7s), where rg is the radius of the Sobolev inequality (2.1), and suppose that
B = B(z,s) C Q. Then there exists a positive constant vy = vo(p, C1) such that
for all fivred v > vg

sup p(lu—01/)""" < [ p(u—ol/p).

B(x,s5/2)
where ¢ is a positive constant depending only on n,v, s, Cg,Cy1 and @.
Remark 3.5. Before proving the Lemma we note that increasing the constant v
above increases also the constant c¢. Howewver, it does not cause problems since v
will always be a fixed constant.
Proof of Lemma 3.4. We denote k = n/(n—1), B/2 = B(x,s/2), and h = |[u—6| /v,
where v > vy > 0 will be fixed later. For each j € N we denote s; = s(1 + £77)/2

and B; = B(z,s;). Note that s; — s/2 as j — oo. Let 1; be a Lipschitz function
such that 0 <n; <1, n;|Bjy1 =1, n;|(M \ B;) =0, and that

1 .
V| < —— = 2nk’ /s.
V)| € o = 2/

For every m > 1, we have
V3 o(h)™| < 2n0(h)™|Vn;] + mnje’ (h)e™ " (B)|VA.

First we claim that

1/k
(/ go(h)”m> <c(k +m+ /iZj/m)/ ™t (3.4)
Bjt1 B;
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We notice that, for every m,j > 1, n?(p(h)m is a Lipschitz function supported in
B;. Using the Sobolev inequality (2.1), we first have

( /| so(h)'*m)l/m < ( /

<20 / Dy (W)™ V| + Cs /B 72 (™) ()| V|

<ant [ o+ S [ myies (35
B; B;
+ 2 [ ey mival,

J

1/k
(nf-cp(h)m)ﬂ> SCs/ IV (nje(h)™)]
B;

From the assumption
-1 < igf@ <wu<suph <
Q

we obtain that |u — 0] < 2C7. We can use this to obtain upper bounds for ¢ and
¢'. Namely, we have G o ¢’ = ¢, where G: [0,00) — [0,00) is the homeomorphic
and convex Young function. Consequently there exist constants vy and ¢ such that

@(h) <1, ¢'(h) <1 and @(h) < c¢'(h)

whenever v > vy. Thus we get estimates

[ et < [ e (3.

J J

and

/ (™) (h)|V] = m/ yml( )|V9|<mC’1/ ()™ (37)

B;

The third term on the right hand side of (3.5) can be estimated first as

/B (™) (1)|Vu] < / )+ / P2 (e™) ()| Vul

i Bﬁg

v
/ olh 77] V1+ [Vul? |Vu\2 (3:8)

where U; is the set where |[Vu| < 1 and U, the set where |Vu| > 1. The constant
v/2 comes from (3.2) when we choose o = 1.

Next we notice that n7p(h)™ € W, *(B;), since supp n; C B;, and thus we can
apply the Caccioppoli-type inequality (3.1) with ¢™ instead of ¢. We also choose
g1 = €2 = 1/3 in the proof of (3.1) so the constants become 3 and 6. Hence we
obtain

2/ my/ |Vu|2 2
\@/B]- 77]'(90 )'(h) |Vu|2 = \f/ 77] )V

+6fu/B

©™)
< c(m+ k¥ /m) /B~ o(h)™ 1. (3.9)

,( )V, |?

Now the estimate (3.4) follows by inserting the estimates (3.6)-(3.9) into (3.5). We
apply (3.4) with m = m;+1, where m; = (n+1)x? —n. Note that m; 1 = r(m;+1),
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so we can write (3.4) as

(/Bm so(h)mj>1/ﬁ < O /B o(h)™
I = (/B

By denoting

1/K7
@(h)””)

we can write the previous inequality as a recursion formula

IjJrl S Cl/mjlﬁlj/mj_[j.

J

Since
(n+1)/m;
limsup I; > lim (/ go(h)mJ) = sup p(h)" 1,
j—o0 J=o \JB/2 B/2

we get

sup p(h)" ! <limsup I; < C"k°I, < c/ o(h),

B/2 j—o0 B
where

S = E jrI < 0.
i=0
O

In order to prove that our solution to the minimal graph equation extends to the
boundary J.,.M and has the desired boundary values, we will also need that the
right hand side integrals of Lemma 3.3 are finite. The following ensures that the
functions F' and F; decrease fast enough. Recall that j(z) denotes the infimum of
[V (r(x))| over Jacobi fields V along the geodesic v** that satisfy Vo =0, [Vj| =1
and Vg L30".

Lemma 3.6. Let M be a Cartan-Hadamard manifold satisfying
-1

(@2
where K(P) is the sectional curvature of any plane P C T,M that contains the
radial vector field Vr(z) and x is any point in M \ B(o, Ry). Then there exist

F, Fy € F such that
7‘(@) 1 \C(n—1) -2
Fl—= T <r(x
(52 dte) («)
and

for any positive constant C and for every x € M outside a compact set.

Proof. We prove the claim only for function F since the case with F; (given by
Proposition 2.5) is essentially the same. Let A be as in Proposition 2.5. By (2.5)
there exists ' € F such that

F(t) <exp <1(10g (e+ 1>>A>

for all small ¢. Hence the claim follows if

. . —A
exp (=3 (1ox (¢4 38)) ) s < rla) 2
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and taking logarithms, we see that this is equivalent with

; . Y
Jréi; (log (e + ig;;)) —C(n—1)logj(x) — 2logr(x) > 0.
It follows from the curvature assumptions that j (r) > er(x)?®, ¢ > 1, whenever
r(z) > R for some R > 0 (see e.g. Lemma 2.1 and [30, Example 1]), so it is enough
to show that

¢ A
f(t) ::g<log(e+ﬁ)) —C(n—1)logt —2loga >0

for all ¢t > ca® when a is big enough. A straightforward computation gives that

1 A
f’(t) _ a (1 - log(e+t/a)(ae/t+1)) B C(n — 1)

<log(e+§)>)\ t

so noticing that t/a > ca®~! > R? and log(e+t/a) < k(t/a)®, where k is a constant
and a > 0 can be made as small as we wish, we obtain
k C(n—1)

"(t) > - >0
f()—al—atoc t -

for all ¢t > ca® and a large enough. Finally we notice that
f(a®) =a®*(log(e + a‘ﬁ*l))_/\ — C(n—1)loga® ! —2loga
=a’ ! (logle+a® ") " = (C(n—1)(¢— 1) +2)loga

which clearly is positive when a > R is large enough.
d

3.1. Solving the asymptotic Dirichlet problem with Lipschitz boundary
data. In order to prove the main theorem we begin by solving the corresponding
Dirichlet problem with Lipschitz boundary data. The asymptotic boundary Os, M
is homeomorphic to the unit sphere S*~! € T, M and hence we may interpret the
given boundary function f € C(d M) as a continuous function on S*~1. We first
solve the asymptotic Dirichlet problem for (1.1) with Lipschitz continuous boundary
values f € C(S"!). We assume that, for all z € M and for all 2-planes P C T, M,

K(P) < —d*(r(z)), (3.10)

where a: [0,00) — [0,00) is a smooth function that is constant in some neighbor-

hood of 0 and
¢(¢ — 1)
a’(t) = —a o> 1,

for t > Ry. Identify 0,,M with the unit sphere S"~! C T,M and assume that
f:S"1 — R is L-Lipschitz. We extend f radially to a continuous function € on
M \ {o}. The radial extension 6 is also a locally Lipschitz function and hence, by
Rademacher’s theorem, differentiable almost everywhere. The gradient of f can be
estimated in terms of an angle function as follows. Let z,y € M and let v%* and
~%¥ be the unique unit speed geodesics joining o to x and y. Denote by T and g
the corresponding points on S"~! i.e. T =57 and § = 45"Y. Then

0(z) = 0(y)| _ [0(x) — 0(y)| _ Ld(z,9)
d(z,y) d(z,y) — d(z,y)
L <(®y) L <ol y)
=iy~ V)
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and we obtain |V0| < L|V<,(-,-)|. By Lemma 2.3 this implies

L
VO(z)| < —
j(x)
and we see that 6 satisfies the assumptions of Lemmas 3.3 and 3.4.
We are now ready to solve the asymptotic Dirichlet problem with Lipschitz
boundary data.

Lemma 3.7. Let M be a Cartan-Hadamard manifold of dimension n > 2 satisfying
the curvature assumptions (1.4), (1.5) and (1.6) for all 2-planes P C T, M with
x € M\ B(o,Ry). Suppose that f € C(0scM) is L-Lipschitz when interpreted as
a function on S*1' C T,M. Then the asymptotic Dirichlet problem for minimal
graph equation (1.1) is uniquely solvable with boundary data f.

Proof. Let 0 be the radial extension of the given Lipschitz boundary data f €
C(0xM) defined above. We exhaust M by an increasing sequence of geodesic
balls By = B(o,k), k € N, and show first that there exist smooth solutions uy €
C>(By) N C(By) of the minimal graph equation

v YU _ o i B,
ux|dBy, = 0|08y,

For this, fix k € N and let (6%) C C%(0By) be a sequence that converges uniformly
to the function 6 on OBy. For every i there exists a function uf € C°°(By) that
solves the minimal graph equation in B and has boundary values 911-“. By the
Maximum principle we have

Sup|u§ —uf| < Sup|0§-€ — 0|

By OBy
so the sequence (u¥) converges uniformly to some function uy, € C(By). In By the
sectional curvatures are bounded, so we can apply the interior gradient estimate [28,
Theorem 1.1] and obtain that |Vu¥| is locally bounded independent of i. Therefore
standard arguments and regularity theory of elliptic PDEs imply that uf — uy in

C2 (Bi)NC(By) and therefore uy, is also a solution to the minimal graph equation
(3.11). Moreover, the comparison principle implies that

— 0 < < 0
max|0(2)| < w < max0()],

so the solutions uy are bounded in By, for every k € N.
Fix a compact set K C M. Then applying the interior gradient estimate [28,
Theorem 1.1], we obtain

sup|Vuyg| < ¢(K),
K

where the constant ¢(K) is independent of k. The theory of elliptic PDEs implies
that there exists a subsequence, still denoted by ug, that converges in C’lzoc(M ) to
a solution u € C°°(M). Hence we are left to prove that u extends continuously to
the boundary 0., M and satisfies u|0oo M = f.

Next we will use Lemma 3.3, and in order to estimate the appearing integrals we
use geodesic polar coordinates (r,v) for points € M. Here we denoted r = r(z)
and v = 45" € S,M. Let A\(r,v) be the Jacobian for these polar coordinates.
Note that then we have A(r,v) < J(r,v)"~! where J(z) denotes the supremum of
[V (r(x))| over Jacobi fields V along the geodesic v** that satisfy Vo =0, [Vj| =1

and Vg L30".
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Let v be such that it satisfies the assuptions of Lemmas 3.3 and 3.4. Applying
Lemma 2.2, Fatou’s lemma, and Lemma 3.3 with U = By, we get

_ < limi _
[ tu=oim) <tmint [ (e 01
§c+c/ (r|V9|)—|—c/ Fi(r?|V6)?)
M M
:C—|—

C/OO /SO F(r|Vo(r,v))A(r,v) dv dr

Ry JS,M
+c Fy(r?|VO(r,v) ) A(r,v) dv dr
Ry JSoM

<c+ec / F (r) §(r, )= qy dr
Ry JS,M Jj(r,v)

/R /s N < T v)2> j(r,v)CK(n—l) dv dr
1 ’

Finiteness of the last integrals follows from Lemma 3.6.
Let z € M and fix s € (0,rg). For k large enough, uy, satisfies the assumptions
of Lemma 3.4, and hence

sup cp(|uk—9|/u)n+1 §c/ g0(|uk—9|/1/).
B(z,s/2) B(z,s)

(3.12)

This and the dominated convergence theorem implies that

sup g0(|u—9|/1/)n+1 = sup )kli_{gogpﬂuk —9|/1/)nJrl

B(z,s/2) (z,s

<limsup sup o(|lup — 9|/1/)nJrl (3.13)

k—oo B(z,s/2)

<climsup/ np(|ukt9/u):c/ o(lu—6|/v).
B(z,s)

k—o0 B(x,s)

Let £ € 0xxM and (x;) be a sequence of points in M with z; — £ as ¢ — oc.
Applying the estimate (3.13) with z = x; and fixed s € (0,7g) we obtain, by (3.12),
that

lim  sup @(\u—ﬂ\/u)m_l < ¢ lim o(lu—0|/v) =0

1= B(x4,5/2) 100 JB(x4,s)
and hence |u(z;) — 6(x;)] — 0 as i — oo. Since £ € Joo M was arbitrary, it follows
that u extends continuously to ds. M and satisfies u|0 o M = f.

(]

3.2. Proof of the main theorem. Let f € C(0-M). As in the case of Lipschitz
functions, we identify 9., M with the unit sphere S*™! C T,M. Let (f;) be a
sequence of Lipschitz functions such that f; — f uniformly as i — oco. By Lemma
3.7 there exist solutions u; € C*°(M) N C(M) of the minimal graph equation (1.1)
with the desired boundary values u; = f; on 0, M. It follows from the Maximum
principle that

S}‘l4p|uz‘ —u | = g:oaz\)ﬁfi - fil

and consequently the sequence u; converges uniformly to a function u € C(M).
Applying the interior gradient estimate [28, Theorem 1.1] in compact subsets of M
we conclude that the convergence takes place in C(M) N CZ (M) and therefore u
is also a solution to (1.1) in M and u = f on J,, M. Regularity theory implies that
ue C®(M).
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For the proof of uniqueness, suppose that u and v are both solutions of (1.1)
in M, continuous in M and v = v on the boundary 0, M. By symmetry we can
assume that u(y) > v(y) for some y € M. Denote § = (u(y) — v(y))/2 and let
UcC{x € M:u(x) > v(x)+ } be the component that contains y. Then U is a
relatively compact open domain since both v and v are continuous and coincide on
Oso M. Furthemore v = v+ on OU and it follows that w = v + ¢ in U which is a
contradiction since we have y € U.
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ASYMPTOTIC DIRICHLET PROBLEM FOR A-HARMONIC
FUNCTIONS ON MANIFOLDS WITH PINCHED CURVATURE

ESKO HEINONEN

ABSTRACT. We study the asymptotic Dirichlet problem for .A-harmonic func-
tions on a Cartan-Hadamard manifold whose radial sectional curvatures out-
side a compact set satisfy an upper bound

1
K(P) < B e
r(x)?logr(zx)
and a pointwise pinching condition
|K(P)| < Ck|K(P")|
for some constants € > 0 and C i > 1, where P and P’ are any 2-dimensional
subspaces of T M containing the (radial) vector Vr(z) and r(z) = d(o, ) is
the distance to a fixed point o € M. We solve the asymptotic Dirichlet problem

with any continuous boundary data f € C(JocM). The results apply also to
the Laplacian and p-Laplacian, 1 < p < oo, as special cases.

1. INTRODUCTION

In this paper we are interested in the asymptotic Dirichlet problem for A-harmonic
functions on a Cartan-Hadamard manifold M of dimension n > 2. We recall that a
Cartan-Hadamard manifold is a simply connected complete Riemannian manifold
with non-positive sectional curvature. Since the exponential map exp,: ToM — M
is a diffeomorphism for every point o € M, it follows that M is diffeomorphic to R™.
One can define an asymptotic boundary 0., M of M as the set of all equivalence
classes of unit speed geodesic rays on M. Then the compactification of M is given
by M = M U 0, M equipped with the cone topology. We also notice that M is
homeomorphic to the closed Euclidean unit ball; for details, see Section 2 and [8].

The asymptotic Dirichlet problem on M for some operator Q is the following:
Given a function f € C(0,M) does there exist a (unique) function u € C(M)
such that Qu] =0 on M and u|0sc M = f7? We will consider this problem for the
A-harmonic operator (of type p)

O[u] = —div A, (Vu), (1.1)

where A: TM — TM is subject to certain conditions; for instance (A(V),V) =~
VP, 1 < p < oo, and AAV) = A\AP2A(V) for all A € R\ {0} (see Section 2.3
for the precise definition). A function u is said to be A-harmonic if it satisfies the
equation
—div A;(Vu) = 0. (1.2)
The asymptotic Dirichlet problem on Cartan-Hadamard manifolds has been
solved for various operators and under various assumptions on the manifold. The
first result for this problem was due to Choi [6] when he solved the asymptotic
Dirichlet problem for the Laplacian assuming that the sectional curvature has a
negative upper bound Kj; < —a? < 0, and that any two points at infinity can be

2010 Mathematics Subject Classification. 58J32, 53C21, 31C45.
Key words and phrases. A-harmonic functions, Dirichlet problem, Hadamard manifold.
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separated by convex neighborhoods. Anderson [1] showed that such convex sets ex-
ist provided the sectional curvature of the manifold satisfies —b%> < Kj; < —a® < 0.
We point out that Sullivan [13] solved independently the asymptotic Dirichlet prob-
lem for the Laplacian under the same curvature assumptions but using probabilistic
arguments. Cheng [5] was the first to solve the problem for the Laplacian under
the same type of pointwise pinching assumption for the sectional curvatures as we
consider in this paper. Later the asymptotic Dirichlet problem has been generalized
for p-harmonic and A-harmonic functions and for minimal graph equation under
various curvature assumptions, see [2], [3], [10], [11], [14], [15].

In [14] Vihidkangas had exactly the same pinching condition but with weaker up-
per bound for the sectional curvatures. Namely, he solved the asymptotic Dirichlet
problem assuming the pointwise pinching condition and

K(P) < _M,
r(z)?
where ¢ > 1 is constant. In [2] the authors showed that, with these stronger
assumptions, the solvability result holds also for the minimal graph equation.

In this paper we will use similar techniques as in [2], [3] and [15]. Our main

theorem is the following.

Theorem 1.1. Let M be a Cartan-Hadamard manifold of dimension n > 2. As-

sume that
1+e¢

= g (o)

(1.3)

for some constant ¢ > 0, where K(P) is the sectional curvature of any two-
dimensional subspace P C T,M containing the radial vector Vr(x), with x €
M\ B(o, Ry). Suppose also that there exists a constant Cx < 0o such that

[K(P)| < Ck|K(P')] (1.4)

whenever x € M \ B(o, Ry) and P,P" C T, M are two-dimensional subspaces con-
taining the radial vector NVr(x). Then the asymptotic Dirichlet problem for the A-
harmonic equation (1.2) is uniquely solvable for any boundary data f € C(0xM)
provided that 1 < p < na/f.

In the case of usual Laplacian we have a« = 8 = 1 and p = 2. Hence we obtain
the following special case.

Corollary 1.2. Let M be a Cartan-Hadamard manifold of dimension n > 3 and
assume that the assumptions (1.3) and (1.4) are satisfied. Then the asymptotic
Dirichlet problem for the Laplace operator is uniquely solvable for any boundary
data f € C(0scM).

We close this introduction by commenting that our upper bound (1.3) is in a
sense optimal, since assuming
1
KP)> ———F"——
(P) = r(x)?logr(x)
and considering A-harmonic operator of type p > n, implies that M is p-parabolic
i.e. every bounded A-harmonic function (of type p) is constant. For more detailed
discussion, see e.g. [3].

2. PRELIMINARIES

2.1. Cartan-Hadamard manifolds. Recall that a Cartan-Hadamard manifold is
a complete and simply connected Riemannian manifold with non-positive sectional
curvature. Let M be a Cartan-Hadamard manifold and 0., M the sphere at infinity,
then we denote M = M U O, M. The sphere at infinity is defined as the set of all
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equivalence classes of unit speed geodesic rays in M; two such rays v; and vy, are
equivalent if

iggd(%(t)m(t)) < 0.

The equivalence class of v is denoted by y(cc). For each x € M and y € M \ {z}
there exists a unique unit speed geodesic y*¥: R — M such that v*¥(0) = = and
~EY(t) =y for some t € (0,00]. For x € M and y,z € M \ {z} we denote by

<I$(y’ Z) = <I(7./§7y77(g)07z>
the angle between vectors 45 and 4y"* in T, M. If v € T, M \ {0}, a > 0, and
R > 0, we define a cone

Clv,a) ={y € M\ {z}: <(v, ;") < a}
and a truncated cone
T(v,a,R) = C(v,a)\ B(z, R).

All cones and open balls in M form a basis for the cone topology in M. With this
topology M is homeomorphic to the closed unit ball B C R™ and 0, M to the
unit sphere S"~! = 9B". For detailed study on the cone topology, see [8].

Let us recall that the local Sobolev inequality holds on any Cartan-Hadamard
manifold M. More precisely, there exist constants rg > 0 and C's < oo such that

(n—1)/n
( / |n|"/<"-1>) <cs [ vl (2.1)
B B

holds for every ball B = B(z,rs) C M and every function n € C§°(B). This
inequality can be obtained e.g. from Croke’s estimate of the isoperimetric constant,
see [4] and [7].

2.2. Jacobi equation. If k: [0,00) — [0,00) is a smooth function, we denote by
fi € C*([0,00)) the solution to the initial value problem

=k fx
fx(0) =0, (2.2)
fr(0) =1.

The solution is a non-negative smooth function. Concerning the curvature upper
bound (1.3), we have the following estimate by Choi.

Proposition 2.1. [6, Prop. 3.4] Suppose that f: [Ry,o00) — R, Ry > 0, is a positive
strictly increasing function satisfying the equation f"(r) = a®(r)f(r), where

1+e
r2logr’

aQ(r) >

for some € > 0 on [Ry,00). Then for any 0 < £ < ¢, there exists Ry > Ry such
that, for all r > Ry,

flr) 1, 146
f(ry = r rlogr

The pinching condition for the sectional curvatures gives a relation between the
maximal and minimal moduli of Jacobi fields along a given geodesic that contains
the radial vector:

f(r) = r(logr)'*=,

Lemma 2.2. [5, Lemma 3.2][14, Lemma 3| Let v € T,M be a unit vector and
v =Y. Suppose that ro > 0 and k < 0 are constants such that Ky (P) > k for
every two-dimensional subspace P C T, M, x € B(o,rq). Suppose that there exists
a constant Cg < oo such that

| K (P)| < Cr|Kp (P
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whenever t > ro and P, P' C T, ,yM are two-dimensional subspaces containing the
radial vector ;. Let V and V be two Jacobi fields along v such that Vo = 0 = Vj,
Vi 140 Vh, and |V]| = 1 = |V{]|. Then there exists a constant Coy = Co(Cx, 70, k) >
0 such that

Vo9 > Col V|

for every r > ry.

To prove the solvability of the A-harmonic equation, we will need an estimate

for the gradient of a certain angular function. This estimate can be obtained in
terms of Jacobi fields:
Lemma 2.3. [14, Lemma 2| Let z9 € M \ {o}, U = M \ v**(R), and define
0: U — [0,7], 0(x) = <o(zo,2) == arccos(Y ", vg"). Let x € U and v = y>*.
Then there exists a Jacobi field W along v with W(0) = 0, W/ L5, and [W{| =1
such that )
VIS W@
2.3. A-harmonic functions. Let M be a Riemannian manifold and 1 < p < oc.
Suppose that A: TM — T M is an operator that satisfies the following assumptions
for some constants 0 < o < 8 < oo: the mapping A, = AT, M: T,M — T, M is
continuous for almost every z € M and the mapping = — A;(V,) is measurable for
all measurable vector fields V' on M; for almost every x € M and every v € T, M
we have

(Az(v),0) = vl
Az (v)] < BlofP~H,
(Agz(v)—Ag(w),v —w) >0,
whenever w € T, M \ {v}, and
A (W) = AAP72 A, (v)

for all A € R\ {0}. The set of all such operators is denoted by AP(M) and we say
that A is of type p. The constants o and 3 are called the structure constants of A.

Let Q C M be an open set and A € AP(M). A function u € C(2) N W,2P(Q) is
A-harmonic in § if it is a weak solution of the equation

—div A(Vu) =0. (2.3)
In other words, if

/Q (A(Vu), Vi) = 0 (2.4)

for every test function ¢ € C§°(Q). If [Vu| € LP(R), then it is equivalent to require
(2.4) for all ¢ € Wy"(€2) by approximation.

In the special case A(v) = |v|P~2v, A-harmonic functions are called p-harmonic
and, in particular, if p = 2, we obtain the usual harmonic functions.

A lower semicontinuous function u: Q — (—o0, o] is called A-superharmonic if
u # 0o in each component of 2, and for each open D CC Q and for every h € C(D),
A-harmonic in D, h < u on dD implies h < u in D.

The asymptotic Dirichlet problem (for A-harmonic functions) is the following:
for given function f € C(9..M), find a function u € C(M) such that A(u) = 0 in
M and u|0scM = f. The asymptotic Dirichlet problem can be solved using the so
called Perron’s method which we will recall next. The definitions follow [9].

Fix p € (1,00) and let A € AP(M).

Definition 1. A function u: M — (—o0,00] belongs to the upper class Uy of
f: 0o M — [—00, 00] if
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(1) w is A-superharmonic in M,
(2) w is bounded from below, and
(3) liminf, ., u(x) > f(xo) for all zy € 0o M.
The function
Hy =inf{u: u ey}
is called the upper Perron solution and H, = —H_f the lower Perron solution.

Theorem 2.4. One of the following is true:
(1) Hy is A-harmonic in M,
(2) Hf = o0 in M,
(3) Hf = —o0 in M.
We define A-regular points as follows.

Definition 2. A point 2y € d,cM is called A-regular if
lim Hy(z) = f(zo)

r—T0

for all f € C(0M).

Regularity and solvability of the Dirichlet problem are related. Namely, the
asymptotic Dirichlet problem for A-harmonic functions is uniquely solvable if and
only if every point at infinity is A-regular.

2.4. Young functions. Let ¢: [0,00) — [0,00) be a homeomorphism and let ¢ =
¢~ t. Define Young functions ® and ¥ by setting

t
D(t) :/ o(s)ds
0
and .
v(0) = [ w(s)ds
0
for each t € [0,00). Then we have the following Young’s inequality
ab < ®(a) + U(b)

for all a,b € [0,00). The functions ® and ¥ are said to form a complementary
Young pair. Furthermore, ® (and similarly ¥) is a continuous, strictly increasing,
and convex function satisfying

lim 7@(75) =0
t—0+t t

and o
lim ﬂ = 00

t—o0
For a more general definition of Young functions see e.g. [12].
As in [15], we consider complementary Young pairs of a special type. For that,
suppose that a homeomorphism G: [0,00) — [0,00) is a Young function that is a
diffeomorphism on (0, c0) and satisfies

/0 G_dlt(t) < 00 (2.5)
and -
lim G(i; =1. (2.6)

Then G(-1/P)P, p > 1, is also a Young function and we define F': [0,00) — [0, o0)
so that G(-'/?)? and F(-1/?) form a complementary Young pair. The space of such
functions F' will be denoted by F,. Note that if I’ € F),, then also AF' € F,, and
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F(\-) € Fp for every A > 0. In [15] it is proved that for fixed ¢ € (0, 1) there exists
F ¢ F, such that

—1—e
F(t) < tPTe0 exp <—1(log (8 + %)) 0) (2.7)
for all t € [0, 00).

3. SOLVING THE ASYMPTOTIC DIRICHLET PROBLEM

In order to solve the asymptotic Dirichlet problem for the A-harmonic equation,
we need the following two lemmas, which we state without proofs. Their proofs
can be found from the original papers. The first lemma allows us to estimate the
supremum of a function in a ball by the integral over a bigger ball. The second
lemma shows that we can estimate the previous integral up to another integral,
which will be uniformly bounded provided the sectional curvatures of M satisfy
(1.3) and (1.4).

Lemma 3.1. [15, Lemma 2.20] Suppose that ||0||p < 1. Suppose that s € (0,7g)
is a constant and x € M. Assume also that u € Wllocp(M) is a function that is
A-harmonic in the open set QN B(x,s), satisfies u — 6 € Wol’p(Q), infp 0 <u <
supy, 0, and u =60 a.e. in M\ Q. Then

ess sup go(\u—@\)p(nfl) < c/ o(lu—19])",
B(z,s/2) B(z,s)

where the constant c is independent of x.

Lemma 3.2. [3, Lemma 16] Let M be a Cartan-Hadamard manifold of dimension
n > 2. Suppose that
1
K(P) < ,$7
r(z)?logr(zx)
for some constant € > 0, where K(P) is the sectional curvature of any plane P C
Ty M that contains the radial vector Vr(x) and x is any point in M \ B(o, Ry).
Suppose that U C M is an open relatively compact set and that u is an A-harmonic

function in U, with u — 0 € WyP(U), where A € AP(M) with

no
l<p< —,

B

and 0 € WH(M) is a continuous function with ||0||sc < 1. Then there exists a
bounded C-function C: [0,00) — [0,00) and a constant co > 1, that is independent
of 0,U and u, such that

/Ucp(|u - 9|/co)p(log(1 + 1) +C(r))

co|VO|rlog(l+r)
SCO—’—CO/[JF(lS)g(l—i—r)—i—C(r) ) (log(l—f—r)—i—C(r)). (3.1)

In what follows, we will denote by j(x) the infimum, and by J(x) the supremum,
of |V (r(x))| over Jacobi fields V along the geodesic y** that satisfy Vo = 0, [V§| =1
and Vg L35".

Next we show that the integral appearing in Lemma 3.2 is finite provided the
upper bound (1.3) and the pinching condition (1.4) for the sectional curvatures.

Lemma 3.3. Let M be a Cartan-Hadamard manifold satisfying

1+e¢

B = o )
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where K(P) is the sectional curvature of any plane P C T, M that contains the
radial vector field Vr(x) and x is any point in M \ B(o, Ry). Then there ezists
F € F, such that

F( r(;) ) (log(1+r) +C(r)>j(a;)c(”—1) < T(x)‘Q

c1j(z)
for any positive constants C' and c1, and for every x € M outside a compact set.

Proof. Fix ¢y € (0,1) and denote A := 1 + &9. Then by (2.7) there exists F' € F),

such that
F(t) <exp (—1(log (e + 1>>_/\>

for all small ¢. Hence the claim follows if we show that

o (22 (1 (e 22 ) ) (i 1) )60 < 00

which, by taking logarithms, is equivalent with

C;ZS) <1og (e + C;iifi)))/\ — log (log (1 + r(az)) + C(r))
—C(n—-1)logj(x) —2logr(x) > 0.

Let € € (0 €). Then the curvature upper bound and Proposition 2.1 implies that
j(z) > r(z)(logr ) ® for () > Ry > Ry, so it is enough to show that

cit
a

(1 <e + >>>\—log (log(1+a)+C(a)> —C(n-1)logt—2loga >0

for all ¢ (lo ) * when a is big enough. By straight computation we get

fin= (log (6 i 175)) A <a2 log(e + qj/cj;(e Fertfa) Cl) - @

% (1 log(e + clt;\a)( ea | 1)> / <log (e + Clt)) Cn-1)

t
Then we notice that ¢1t/a > ¢ (log a)1+5, which can be made big by increasing a,
and (log(e + c1t/a))* < k(t/a)”, where k is some constant and v > 0 can be made
as small as we wish. Hence we obtain

Fy s>t _Ch=b

al=vtr
for all ¢ > a(loga)'*¢ and some constant k; when a is big enough.

Finally we have to check that f is positive at least when t is big enough. To see
this, we notice that

f(a(loga)'*) = ci(loga)'*< (log (e + ¢1 (log a)”é))*/\
—log (log(1 +a) —C(a)) — C(n — 1)log ((aloga)'*¢) — 2loga,
and this being positive is equivalent to

c1(loga)'*¢ > (log(e + ¢ (log a)“’g))/\ ((C(n —1)+2)loga

+log (log(1 +a) +C(a)) + C(n — 1) log(log a) +*),

which holds true for a big enough, since (log a)' < increases faster than (log a) (log(e+
c1(loga)'™)*). O
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To prove the Theorem 1.1, we give a proof for the following localized version
that shows the A-regularity of a point xg € M. That, in turn, implies Theorem
1.1 since the uniqueness follows from the comparison principle.

The proof of the following theorem is the same as the proof of [3, Theorem 17]
except that to prove

/QF <co|V9rLl(org)(1 -‘r’f‘)) L(r) < o0,

where L(r) = log(1 + r) 4+ C(r), we use Lemma 3.3 instead of some estimates
involving the curvature lower bound. For convenience, we will also write down the
proof.

Theorem 3.4. Let M be a Cartan-Hadamard manifold of dimension n > 2 and
let xg € 0o M. Assume that xg has a cone neighborhood U such that

1+4+¢

RCRTTo)

(3.2)
for some constant € > 0, where K(P) is the sectional curvature of any two-
dimensional subspace P C T, M containing the radial vector Vr(x), withx € UNM.
Suppose also that there exists a constant Cx < oo such that

|K(P)| < Ck|K(P')] (3.3)

whenever x € UNM and P, P’ C T, M are two-dimensional subspaces containing the
radial vector Vr(z). Then xq is A-regular for every A € AP(M) with1 < p < na/f.

Proof. Let f: 0soM — R be a continuous function. To prove the A-regularity of
g, we need to show that
Jim Ty (z) = f(z0).
Fix & > 0 and let vy = 45" be the initial vector of the geodesic ray from o to
xg. Furthermore, let 6 € (0,7) and Ry > 0 be such that T'(vo, d, Rg) C U and that
|f(z1) = f(zo)| < & for all 21 € C(vp,d) NI M. Fix also € € (0,¢), where ¢ is the
constant in (3.2), and let r; > max(2, Ry), where R; > Ry is given by Proposition
2.1.
We denote Q = T (vg,d,71) N M and define § € C(M) by setting

0(z) = min (1, max (r1 + 1 —r(z), 6 <o (0, x)))

Let Q; = QN B(o,j) for integers j > 7 and let u; be the unique .A-harmonic
function in Q; with u; — 6 € Wg’p(Qj). Each y € 0Q; is A-regular and hence
functions u; can be continuously extended to 9€); by setting u; = 6 on 02;. Next
we notice that 0 < u; < 1, so the sequence (u;) is equicontinuous, and hence, by
Arzeld-Ascoli, we obtain a subsequence (still denoted by (u;)) that converges locally
uniformly to a continuous function u: Q — [0,1]. It follows that u is A-harmonic
in ; see e.g. [9, Chapter 6].

Next we aim to prove that

xhﬁrgo u(z) =0, (3.4)
zeEQ
and for that we use geodesic polar coordinates (r,v) for points z € Q. Here r =
r(x) € [r1,00) and v = 47", and we denote by A(r,v) the Jacobian of these polar
coordinates. Denote 6 = 0/co, Uj = uj/co and @ = u/cy, where ¢y > 1 is a constant
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given by Lemma 3.2. Then applying Fatou’s lemma and Lemma 3.2 to {2; we obtain
[eta=a)" = [ ou=ol/c)” < timint [ o(lu; ~ 0lfco)”
Q 9] J—r0o0 Qj
< liminf/ ¢(luj — 0|/co)"L(r)
oo Qj

Sate [ F (CO'W'%“ - ’")) L)
ot e / | / N (Colzz " fgﬁg&; ?“>) (log(1 +1) (3.5)

+ C(r))A(r,v) dvdr

r L C(n—1)
< —+ _ —
> Co T Co /le /SOM F (clj(r, v)> (log(l + 7‘) + C(r)) CO](T‘, v) dvdr

< Q.

At the end we applied also Lemmas 2.2, 2.3, and 3.3.
Next, we extend each u; to a function u; € I/Vli)f(M) NC(M) by setting u;(y) =

0(y) for every y € M\ Q;. Let z € Q and fix s € (0,7g). For j large enough, we
obtain by Lemma 3.1

sup o (la; —01)"" Y < 0/ w(la; —81)".
B(z,s/2) B(x,s)

Applying this with dominated convergence theorem, we get

~ ~ n+1 n+1
sup cp(|u—9|)p( ) = sup lim o(|a; — 9\)p( )
B(x,s/2) B(z,s/2) I
<limsup sup o(|@; — 9|)p(n+1) (3.6)

j—oo B(z,s/2)

< climsup/ o(la; — 9|) c/ o(la — §|)p.
j—oo  JB(z,s) B(z,s)

Let (z) C Q be a sequence such that z; — xg as k — oco. We apply the estimate
(3.6) with = z, and a fixed s € (0,7g), together with (3.5), to obtain

lim sup o(|a— 9|)p(n+1) < ¢ lim <p(|ﬂ—0~|)p =
k—oo B(zk,s/2) k—oo0 B(zk,s)
It follows that ~
lim |a(zk) — 0(xk)| = 0,
k—o00
which, in turn, implies (3.4).
Define a function w: M — R by
w(z) = min (1, 2u(z)) ?f x €€
1, ifxe M\ Q.
The minimum of two A-superharmonic iunctions is A-superharmonic and hence w
is A-superharmonic. The definition of H; implies that
Hy < f(xo) + &+ 2(sup | fw
and therefore, by (3.4), we have
limsup H ¢(z) < f(zo) + €.

T—rxo

Similarly one can prove that
liminf H ;(x) > f(zo) — €,

T—To
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and because Hf >H ¥ and ¢’ was arbitrary, we conclude that

Th

i T (2) = f(z0)

erefore z is A-regular point. O
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DIRICHLET PROBLEM FOR f-MINIMAL GRAPHS

JEAN-BAPTISTE CASTERAS, ESKO HEINONEN, AND ILKKA HOLOPAINEN

ABSTRACT. We study the asymptotic Dirichlet problem for f-minimal graphs
in Cartan-Hadamard manifolds M. f-minimal hypersurfaces are natural gen-
eralizations of self-shrinkers which play a crucial role in the study of mean cur-
vature flow. In the first part of this paper, we prove the existence of f-minimal
graphs with prescribed boundary behavior on a bounded domain 2 C M un-
der suitable assumptions on f and the boundary of €2. In the second part,
we consider the asymptotic Dirichlet problem. Provided that f decays fast
enough, we construct solutions to the problem. Our assumption on the decay
of f is linked with the sectional curvatures of M. In view of a result of Pigola,
Rigoli and Setti, our results are almost sharp.
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1. INTRODUCTION

In this paper we study the Dirichlet problem for the so-called f-minimal graph
equation on a complete non-compact n-dimensional Riemannian manifold M with
the Riemannian metric given by ds? = o;;dz'dz? in local coordinates. We equip
N = M x R with the product metric ds? + dt? and assume that f: N — R is a
smooth function. The Dirichlet problem for f-minimal graphs is to find a solution
1 to the equation

diVL =(Vf,v) inQ
V14| Vul? (1.1)
uloQ = ¢,

where Q@ C M is a bounded domain, Vf is the gradient of f with respect to the
product Riemannian metric, and v denotes the downward unit normal to the graph
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of u, i.e.

v — _(Vu,-1) (1.2)

V14 [Vu?
The regularity assumptions on f, 02, and on ¢ will be specified in due course.
The equation (1.1) can be written in non-divergence form as

1 ii wtu? —

W (0 I = W2> uii; = (Vf,v), (1.3)
where W = /1 + [Vu|?, (%) stands for the inverse matrix of (0y;), u’ = oc¥u;,
with u; = Ou/dx7, and Usj = Ujj — Ffjuk denotes the second order covariant

derivative of u.

We recall that an immersed hypersurface ¥ of a Riemannian manifold (N, g)
is called an f-minimal hypersurface if its (scalar) mean curvature H satisfies an
equation

H= <vf7 V>
at every point of . Here, too, v is a unit normal vector field along ¥, f is a smooth
function on N, and V f denotes its gradient with respect to the Riemannian metric
g. Hence the graph of a solution u of (1.1) is an f-minimal hypersurface in M x R.
Note that we define the mean curvature as the trace of the second fundamental
form. Other examples of f-minimal hypersurfaces are

(a) minimal hypersurfaces if f is identically constant,

(b) self-shrinkers in R™"*! if f(z) = |z|?/4,

(c) minimal hypersurfaces of weighted manifolds My = (M g, et dvolM),
where (M, g) is a complete Riemannian manifold with the Riemannian vol-
ume element dvol,;.

We refer to [7], [6], [3], [4], [5], [16], and references therein for recent studies on
self-shrinkers and f-minimal hypersurfaces. Let us just point out a recent result
relevant to our paper. Wang in [23] investigated graphical self-shrinkers in R™
by studying the equation (1.1) in the whole R™ when f(z) = |z|?/4. She proved
that any smooth solution to this equation has to be a hyperplane improving an
ealier result of Ecker and Huisken [12], where they made the extra assumption
that the solution has polynomial growth. We will show that the situation is quite
different when R" is replaced by a Cartan-Hadamard manifold with strictly negative
sectional curvatures and for more general f satisfying some suitable assumptions.
In particular, we impose that supgq, |V f| < oo which is not valid for f(x) = |z|?/4.
In our existence results we always assume that f € C?(Q x R) is of the form

fla,t) =m(x) +r(t), (1.4)
for discussion about this, see Section 2.3. Our first result is the following;:
Theorem 1.1. Let Q C M be a bounded domain with C%% boundary 0N). Suppose
that f € C?(Q x R) satisfies (1.4), with

2

- F
F =sup|Vf| < o0, Ricg>— , and Hgq > F,
QxR n—1

where Ricq stands for the Ricci curvature of @ and Hoq for the inward mean
curvature of ). Then, for all p € C*>*(0N), there exists a solution u € C*(£2)
to the equation (1.1) with boundary values .

The proof of Theorem 1.1 is based on the Leray-Schauder method (see [13,
Theorem 13.8]), and hence requires a priori height and gradient (both interior and
boundary) estimates for solutions. It is worth noting already at this point that we
cannot ask for the uniqueness of a solution if the function f: M xR — R depends on
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the t-variable since comparison principles fail to hold. Indeed, an easy computation
shows that for the open disk B(0,2) C R? and f: R2xR — R, f(x,t) = |(z,t)|?/4,
both the upper and lower hemispheres and the disk B(0,2) itself are f-minimal
hypersurfaces with zero boundary values on the circle 0B(0,2).

Thanks to the interior gradient estimate Lemma 2.3 we can weaken the regularity
assumption on the boundary value function.

Theorem 1.2. Let Q2 C M be a bounded domain with C% boundary 0N). Suppose
that f € C%(Q x R) satisfies (1.4), with
_ F?
F =sup|Vf| < o0, Ricg>— , and Hgg > F.
QxR n—1

Then, for all o € C(0R), there exists a solution u € C*>*(Q)NC() to the equation
(1.1) with boundary values p.

Let us point out that the assumption Hyqo > F is necessary. Indeed, Serrin [21]
has proved that the constant mean curvature equation

div % = HO
is solvable on a bounded domain  C R™ if and only if Hao > |Ho|; see also [14]
for a related result. If the function f were a density function defined only on M,
it might be possible to refine the assumptions in terms of mean convexity of the
boundary with respect to the weighted mean curvature and Bakry-Emery-Ricci
tensor. However, in our case the function f depends also on the R-variable and for
the a priori estimates it is necessary to have a control of the full gradient.

Finally in Section 4, we consider the Dirichlet problem at infinity. Here we

suppose that M is a Cartan-Hadamard manifold, i.e. a complete, simply connected
Riemannian manifold with non-positive sectional curvature. We denote by M the
compactification of M in the cone topology (see [11]) and by d-. M the asymptotic
boundary of M. The Dirichlet problem at infinity consists in finding solutions
o (1.1) in the case where Q@ = M and 99 = 0 M. In order to formulate the
assumptions on sectional curvatures of M and on the function f: M x R — R, we
first denote by p(-) = d(o,-) the (Riemannian) distance to a fixed point 0 € M.
Then we assume that sectional curvatures of M satisfy

—(bop)*(z) < K(Py) < —(aop)*(z) (1.5)

for all x € M and all 2-dimensional subspaces P, C T, M, where a and b are smooth
functions subject to conditions (A1)-(A7); see Section 4. Given a smooth function
k: [0,00) — [0,00), we denote by fi: [0,00) — R the smooth non-negative solution
to the initial value problem

fu(0) =0
fr(0) =1, (1.6)
f =k fr.

To state the main result on the solvability of the asymptotic Dirichlet problem
requires a number of definitions. First of all we assume that there exists an auxiliary
smooth function ag: [0,00) — (0, oo) such that

/ </ = > ao(r) 2~ (r)dr < oo.

Then we define g: [0,00) — [0, 00) by
o) = s [ w0 (1.7

a
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The function g was introduced in [19] where they studied some elliptic and parabolic
equations with asymptotic Dirichlet boundary conditions on Cartan-Hadamard
manifolds. In addition to (1.4), we assume that the function f € C?(Q x R) satisfies

ao(r) + (n — 1) 420 g3(r) ()
= (-

sup |V f| < min

(1.8)
0B(o,r) xR (1 + 92 (7‘))3/2

for every r > 0, and

sup  |Vf| = o< ZMTH) (1.9)

0B(o,r) xR fa(T>

for some € > 0 as r — oo.

The general solvability result for the asymptotic Dirichlet problem is the follow-
ing.
Theorem 1.3. Let M be a Cartan-Hadamard manifold of dimension n > 2. As-
sume that

—(bop)*(z) < K(P,) < —(aop)*(x)

for all x € M and all 2-dimensional subspaces P, C T,M where a and b satisfy
assumptions (A1)-(A7) and that the function f € C*(M x R) on the right side of
(1.1) satisfies (1.4), (1.8), and (1.9). Then the asymptotic Dirichlet problem for
the equation (1.1) is solvable for any boundary data @ € C((?OOM).

As a special case of the above theorem, we have:

Corollary 1.4. Let M be a Cartan-Hadamard manifold of dimension n > 2. Sup-
pose that there are constants ¢ > 1, € > 0, and Ry > 0 such that

P(p—1)

p(x)*
for all 2-dimensional subspaces P, C T, M and for all x € M, with p(x) > Rp.
Assume, furthermore, that f € C?(M x R) satisfies (1.4), (1.8), and (1.9), with
fa(t) =t for smallt > 0 and f,(t) = c1t® +cot'=? fort > Ry. Then the asymptotic
Dirichlet problem for equation (1.1) is solvable for any boundary data ¢ € C(@ooM).

— p(z)?7IE < K(Py) < — (1.10)

In another special case we assume that sectional curvatures are bounded from
above by a negative constant —k&?2.

Corollary 1.5. Let M be a Cartan-Hadamard manifold of dimension n > 2. As-
sume that

— p(x)"2%ekr@) < K(P,) < —k? (1.11)
for some constants k > 0 and € > 0 and for all 2-dimensional subspaces P, C T, M,
with p(x) > Ry. Assume, furthermore, that f € C*(M x R) satisfies (1.4), (1.8),
and (1.9), with f,(t) =t for small t > 0 and f,(t) = c¢1 sinh(kt) + c2 cosh(kt) for
t > Ro. Then the asymptotic Dirichlet problem for the equation (1.1) is solvable
for any boundary data ¢ € C(GOOM).

We refer to [15, Ex. 2.1, Cor. 3.22] and to [15, Cor. 3.23] for the verification of
the assumptions (A1)-(A7) for the curvature bounds (1.10) and (1.11), respectively.
We point out that, thanks to Examples 4.5 and 4.6, the assumption (1.8) in the
above corollaries is weaker than (1.9) when r — co.

Let us discuss where the assumptions (1.8) and (1.9) will be used in our paper.
First of all, we prove Theorem 1.3 by extending the boundary value function ¢ to
M, exhausting M by geodesic balls and solving the Dirichlet problem (1.1) in each
ball. In this step, the assumption
= fa(r)
< —
aB(S;,lngWfl <(m 1>fa(7")
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is used. Secondly, the other assumption in (1.8),

ao(r) + (n = 1) B % (r)
3/2

sup  |[Vf] <

OB(o,r) xR (1 + 92(7'))

is used to prove that the sequence of solutions above is uniformly bounded, thus

allowing us to extract a subsequence converging towards a global solution. Finally,

we apply (1.9) to prove that this global solution has proper boundary values at

infinity. Furthermore, concerning (1.9), let us mention a result of Pigola, Rigoli,
and Setti in [20]. There they considered the equation

\Y%
div ——2 = h(x),
V14 |Vul?
for a function h € C*°(M). They proved that if maxys |u| < oo, h has a constant
sign, and M satisfies one of the following growth assumptions:

vol(0B(o,r)) < Cr®, for some o > 0 (1.12)
or
vol(0B(o,r)) < Ce®”, for some a > 0, (1.13)
then necessarily we have
lim inf A ()] — =0,
p(#)=o0 p=2(z) (log p(z))
and
lim inf (@)l =0,

(@)= p=1(z)(logr(z))
respectively. We notice that condition (1.12) (resp. (1.13)) is implied by (1.10)
(resp. (1.11)). On the other hand, assuming (1.10) (resp. (1.11)), we notice (using
Examples 4.5 and 4.6) that (1.9) reduces to suppp(o.xr VS| = o(r™>7) (resp.
SUPHB(0,r) xR |Vf| = o(r~'7¢)) when r — co. Therefore, in these cases, (1.9) is
almost sharp.

The paper is organised as follows: in Section 2, we prove a priori height and
gradient estimates that are needed in Section 3 where we apply the Leray-Schauder
method and prove Theorem 1.1 and 1.2. Section 4 is devoted to the asymptotic
Dirichlet problem and proofs of Theorem 1.3 and Corollaries 1.4 and 1.5.

2. HEIGHT AND GRADIENT ESTIMATES

In this section we adapt methods from [10], [9], [17], and [22] to obtain a priori
height and gradient estimates.

2.1. Height estimate. We begin by giving an a priori height estimate for solutions
of the equation (1.1) in a bounded open set Q@ C M with a C?-smooth boundary
assuming the estimate (2.3) on the function f. First we construct an upper barrier
for a solution u of (1.1) of the form

Y(z) = sup g + h(d(x)),
o0

where d = dist(-, 012) is the distance from 02 and h is a real valued function that
will be determined later. Denote by g the open set of all points z € 2 that can
be joined to 02 by a unique minimizing geodesic. It was shown in [18] that in €
the distance function d has the same regularity as 0f).

In particular, now d € C?(Qg) and straightforward computations give

Vi =h'd; and ;= h'didj +h'dy;.
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Moreover, |Vd|? = d'd; = 1 and hence d'd;;; = 0. We also have that
Uijdi;j = Ad = 7H,
where H = H(z) is the (inward) mean curvature of the level set {y € Qq: d(y) =

Given a solution u € C%(Q) of (1.1),

iq,d
Qlul = g (a9 = 55 ) s — (911 =0,
we define b: QQ — R by
b(x) = <?f(a:, u(x)), v(z)), (2.1)
where v(z) is the downward pointing unit normal to the graph of u at (z,u(z)).
Next we define an operator

~ 1 o vl

Q['U] = W <O"7 — 7W2 ) Ui;j - b7
where W = /1 + |Vv|? and b does not depend on v. The reason to define such an
operator is that it allows us to use the comparison principle whereas the operator

@ need not satisfy the required assumptions, see e.g. [13, Theorem 10.1]. Then for
a point x € )y we obtain

- 1 [, (W)2didi
Q[d)} + b= W <U J - W (h//didj + h/di;j)

— i <h/l + h/Ad _ (h/)QhN)

w w?2
1 h//
=7 <T/V2 - h’H(x))
B B
= T H (), (22)

where we used that W2 =1+ (h/)2.
Next we impose an extra condition on the function f: M x R — R by assuming
that

sup|V f(z,s)| < H(z) (2.3)

seR
for all x € Q. Hence |b(x)| < H(x) for all z € Q4. By choosing

oAC

h = 7(1 — G_Cd),

where A = diam(2) and B
C > sup |Vf]
Qo xR

is a constant, we obtain
B =efUW"D >1 and n"=-CH,

and so
~ Ccn  WH
QM__W_W_Z)
/ h/
b = +—=—-1

Therefore we have ~ ~
QY] <0=Q[u] =Q[u] in Qo
P|0Q > u|0N = p|oN.
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Next we observe that v > u in Q. Assume on the contrary that the continuous

function u — 1) attains its positive maximum at an interior point xg € Q. As in [22,

p. 795] (see also [10, pp. 239-240]), we conclude that, in fact, x is an interior point

of Q that leads to a contradiction with the comparison principle [13, Theorem

10.1] which states that w — 1 can not attain its maximum in the open set €.
Similarly we deduce that ¥,

¥ () = inf o — h(d(x)),

is a lower barrier for u, i.e. ¥~ < u in . These barriers imply the following height
estimate for u.

Lemma 2.1. Let Q@ C M be a bounded open set with a C?-smooth boundary and
suppose that -
sup|V f(z, )| < H(z) (2.4)
seR
in Q. Let u € C?(Q) N C(Q) be a solution of Q[u] = 0 with u|0Q = ¢. Then there
exists a constant C' = C(§2) such that

sup [u| < C' + sup |g|.
Q 09

2.2. Boundary gradient estimate. In this subsection we will obtain an a priori
boundary gradient estimate for the Dirichlet problem (1.1). We assume that Q C M
is a bounded open set with a C?-smooth boundary and that €, is a sufficiently small
tubular neighborhood of 9 so that the distance function d from 9 is C? in Q.N<.
Furthermore, we assume that the (inward) mean curvature H = H(x) of the level
set {y € Qo: d(y) = d(x)} satisfies

H(z) >sup|Vf(z,s)| = F(x) (2.5)
seR
for all z € Q. N Q. Next we extend the boundary function ¢, which is assumed to
be C?-smooth, to . by setting np(expy tVd(y)) = p(y), for y € 9N, where Vd(y)
is the unit inward normal to 02 at y € 0S2. We will construct barriers of the form
w + ¢, where w = 1 o d and 9 is a real function that will be determined later.
We denote

o 1/ . il

a’ =a"(x,Vv) = W <U” - —1;}[;)2

and, given a solution v € C?(2) N C*(Q) of (1.1), we define an operator
Qv] = d"(x, Vo)vy,; — b,

>, W =/1+ Vo2, (2.6)

with b as in (2.1).
The matrix a™ (x, Vv) is positive definite with eigenvalues
1 1
with multiplicities 1 and n — 1 corresponding respectively to the directions parallel
and orthogonal to Vv. Hence a simple estimate gives
Qlw + @] = a” (wiy; + pij) — b < a”wij + Allgllc2 — b, (2.8)

where a” = a"(x, Vw + V), A = (14 |[Vw + V<,0|2)_1/2‘7 and [|¢||c> denotes the
C?(Q.)-norm of ¢. Since in Q. N Q we have |Vd]? = did; = 1, d'd;; = 0, and
(Vd, V) = 0, straightforward computations give that

Aw =" + ' Ad,

wiiji;j _ (1/}/)2 //,

wzgojwz,] = ¢/¢// <Vd7 VQO> = 07
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and also o o o

o' wi; =" (V,Vd)* + /o' dij = ' o' diyj.
With these, and noticing that now W?2 =1+ (3)? + |V¢|?, we obtain
_Y'Ad n P+ |Vel*) 1/J/90i90jdi;j_

a”wi;j = W W3 W3 (29)
Putting (2.8) and (2.9) together, we arrive at
- VAd Y1+ [Vel!)  Yeildi
Qw + ¢] < W + 73 — 73 + All¢llc2 + F. (2.10)
Next we define Clog(1 + K1)
og(l+ Kt
W) = o
log(1 + K)
where the constants
C > 2(max |u| + max|¢]),
Q Q
K > (1—2¢)e72, and € € (0,1/2) will be chosen later. Then
Clog(1l+ Ke)
_ 29T R S /9
v(e) log(1+ K) — ¢/
and we have
(w+ )T = ¥(e) + ¢|le > ull: (2.11)
on the “inner boundary” I'. = {z € Q: d(z) = €} of Q.. On the other hand,
(w + )]0 = u|0N. (2.12)

We claim that Q[w + ¢] < 0in Q. NQ if C, K, and & are properly chosen. All
the computations below will be done in . N Q without further notice. We first

observe that
e CK wo_ log(1+ K)y'(d)?
i) = (1+ Kt)log(1 + K) and () = - C ’

and therefore we have

WQw +¢] < (W —¢')H — log(L+ X) (¢> (1+Vel)

C w
+ lellez + IVel?H (2.13)
by (2.5), (2.7), and (2.10). We estimate
W' > Cr = o =1

(14 Ke)log(1+ K) (¢e+1/K)log(l1+ K)
and consequently,
/
W >c = cl(m£x|V<p|) >0
and
W - <cy= CQ(m£X|V<p|)

by choosing C' = (g 4+ 1/K)log(1 + K). The claim Q[w + ¢] < 0 now follows from
(2.13) since

log1+K) 1 cH +|gllc2 + |Vol*H
C e+1/K = G(1+|Ve]?)
by choosing sufficiently small ¢ and large K depending only on maxg |ul, ||¢|cz,
and Hyq.
Hence

Qw +¢] < 0= Q[u],
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and therefore w + ¢ is an upper barrier in Q. N Q. Similarly, —w + ¢ is a lower
barrier. Together these barriers imply that

CK
< — — _
|Vu| < [Vw| + |Ve| =¢'(0) + |V log(1 + K) + |V
on 0f2.

We have proven the following boundary gradient estimate.

Lemma 2.2. Let Q C M be a bounded open set with a C?-smooth boundary and
suppose that ~
sup|V f(z,s)| < H(z) (2.14)
seR

in some tubular neighborhood of ). Let u € C%(Q) N CY(Q) be a solution to
Q[u] = 0 with u|0Q = ¢ € C*(0N). Then

max |[Vu| < C,
oQ
where C' is a constant depending only on supg |u|, Haq, and ||¢||c2@q)-

2.3. Interior gradient estimate. In this subsection we will assume that u is a
C? function. The elliptic regularity theory will guarantee that the estimate holds
also for 0% solutions. We also assume that f: M x R — R is of the form

flz,t) =m(z) +r(t).
In particular, all “space” derivatives

fi = gf ;
Ty
are independent of t; f;; = fi; = 0. Since we are dealing with the Riemannian
product M x R carrying the parallel vector field 0, this assumption is not so
unnatural. Also, due to the fact that f depends also on the R-variable, it seems to
be hard, if not impossible, to adapt other known approaches (see e.g. [8]) to get
rid of this assumption.
For an open set Q@ C M, we denote i(Q) = inf,cq i(x), where i(z) is the injec-
tivity radius at z. Thus i(Q2) > 0 if Q € M is relatively compact. Furthermore, we
denote by Rgq the Riemannian curvature tensor in 2.

i=1,...,dim M,

Lemma 2.3. Let u € C3(Q) be a solution of (1.1) with u < m,, for some constant
My, < 00.

(a) For every ball B(o,r) C ), there exists a constant

L = L(u(0), mu, 7, Ro, || flle2(@x (=so.mu)))
such that |Vu(o)| < L.
(b) If, furthermore, u € C1(Q), we have a global gradient bound
|[Vu(o)| < L
for every o € Q, with
L= L(u(o), My, (), diam (), Rq, |‘f||cz(gx(,w7mu)),IT%%X|VU|)) < 0.

Proof. We apply the method due to Korevaar and Simon [17]; see also [9]. Let 0 <
r < min{i(Q2),diam(Q)}, o € Q, and let n be a continuous non-negative function
on M, vanishing outside B(o,r) and smooth whenever positive. The function 7 will
be specified later. Define
h=nW

and assume first that h attains its maximum at an interior point p € B(o,r) N Q.
The case p € B(o,r) NN and u € C1(Q) will be commented at the end of the
proof.
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We will first prove an upper bound for |Vu(p)|. Therefore we may assume that
|[Vu(p)| # 0. We choose normal coordinates at p so that & = Vu/|Vu| at p. All
the computations below will be made at p without further notice. Thus we have
oij =0 =67 uy =u = |Vu|, and u; = v/ =0 for j > 1. Furthermore,

1 [ |Vul?atist
7 I ¥
“ T w ( e ’

and therefore a'* = W3, ¢ = W~ fori > 1, and a¥ = 0 if i # j. At the
maximum point p, we have h; = 0 and h;; <0 for all 5. Hence

niW = —77Wi (2.15)
and
a“hij = a"hii = a" (Wi + 2 W +nWi) < 0.
With (2.15) we can write this as

(2

Waiim;i + 77;/ (WWm - Q(Wi)Q) <0. (2'16)
We have
g, | Vulug,
Wi = — = :
w w

and from (1.2) we see that the &' component of the unit normal is

w w

To scrutinize the second order differential inequality (2.16), we first compute

k \v4 6k1
Vk_“ :| ul

aiiWi;i =a" (W_lukuk;i)

32

_a"|Vuluy Wi +aii“§'“k;i a'|Vuluyi

w2 W w
_ "Vl (u1,)? n a"ulur 0" | Vulugg
w3 1% w
_a(ugy)? " Yo (ki) @ Vulug
W3 W wo
Hence
Wa" Wi = A+ a"|Vulur, (2.17)
where

A= a“(ul;i)QW_2 + (lii (Uk;i>2 Z 0.
k#1

Using the Ricci identities for the Hessian of u we get
Uksij = Ugskj = Uik + Rﬁjiué,
where R is the curvature tensor in M. This yields
|Vulauy.; = |Vula™uiin + | Vul?a Ry, (2.18)
To compute |Vu|a®u;.;1, we first observe that

Waiju,-;j = Wa“ui;,- = <?f, (VU, —1)> = fiui — ft~
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Since
P (Wa) sy = v (0 — W)
|Vl 2uiu?'1 2ulu! Wy
7 U 7 TTE R R
2|Vul? 2|Vul*(ug.1)?
==y Ut T s
2|Vul|? |Vul?
=3 (Z(Ul;i)z ~ (u1;1)?
2|Vu|?a™ (uq.;)?
= —T
= —2aii(Wi)2,
we obtain
|Vu|a”ui;i1 = \Vu|aijui;j1 = 1/1Waijui;j1
= Vl (Waijui;j);l — Vl (Waij);lui;j
= v (fou = fi) ; + 20" (W)
= v (fiuly + (fo)au’ = (fr)) + 20" (W;)? (2.19)
Vu i ii
= |7W|(fz'u;1 + (f1)au' = fru') 4 20" (W;)?
, Vul? Vul? g
_ Wlfz + fll‘vvu| o ftt|Wu’ + 2(1“(WZ‘)2,
where we have denoted (f;); = (z — fj(x,u(:t)));l and used the assumption

fit = fui = 0. Putting together (2.15), (2.17), (2.18), and (2.19) we can estimate
the inequality (2.16) as

0> Wani + T (WWiy — 2(W;)?)

w
2 _
= Waiim;z‘ + % (A + ‘Vu|aiiul;ii - |VU|aiiUz‘;z‘1 + Wifi + [Vl ({41/1 ftt))
i A |VulPa” Ry, | [Vul*(fin — fir) ;
— Wa'n,.; 2 ii — fin, 2.2
Wa 77,+17<W+ W + 2 I'n (2.20)

2 Wa”nz,z - fz"’/l - NT];

where N is a positive constant depending only on the curvature tensor in 2 and
the C?-norm of f in the cylinder Q x (—oo,m,,). Note that A > 0, a'! = W3, and
a =W~ fori# 1.

Now we are ready to choose the function 7 as

n(z) = g(o(x)),
where
g(t) =€t -1
with a positive constant C to be specified later and
P(z) = (1 - r2d* (z) + C(u(z) — mu))+ .
Here d(x) = d(x,0) is the geodesic distance to o and

-1
)
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It follows that 7 fulfils the requirements and, moreover, (o) = ¢1/2 — 1 > 0. We
have

ni = (—=r*(d*)i + Cu;) ¢’ (2:21)
and
Nii = (—r72(d*)isj + Cugg) ¢+ (—r72(d?); + Cuy) (—r7%(d?); + Cuyj) g (2.22)
A straightforward computation gives the estimate
Wa" (r=2(d*); — C’ui)2 =Wa" (r~*(d*)} — 2Cr2(d*);ui + C*(u;)?)
= 4Vd*? — 2Cr~3(Vd?*, Vu) + C?|Vul|?
(Vd?,Vu)?  2C|Vu|*(Vd?,Vu) C?|Vul|*
T A2 + 22 W2
C?|Vul|?  20(Vd* Vu) 1 010 (Vd% Vu)?
T

W2 P22 W2
C?|Vul?  20(Vd?, Vu)
2 w2 r2We
Next we observe that
Wa® (—T_Q(dQ)i;i + Cum) = —T_ZWaii(dQ)in‘ + CW(ZMUZ';Z' (2.24)
[Vul?
22

_ Vu
=—r2Ad® + |2W|2 Hess d?(0y,01) + CW(V f,v).

Putting together (2.21), (2.22), (2.23), and (2.24) we obtain

(2.23)

= —r2Ad* + (d*)1.1 + CW(V f,v)

. Vu
Wa"n;;; > g’ <_7“2Ad2 |2VV‘2 Hess d*(01,01) + CW(Vf, >>

y <C2|Vu|2 2C
+9g

2
wr o e (Vu,Vd >> .
Hence, by (2.20), we have
y [ C%Vul|? 2C
W2 22

(V, w2>) L gP—Ng <0, (2.25)

where A
[Vul? Ad2 f’(d2)'

pP= ] Hess d*(01,01) — —5— +

- Cf:.
It is easy to see that

|Hess d?(d1,01)| + |Ad?| N 2d| fid;|

’P| < 2 +C|ft| < CO»
T

2
with a constant Cy = Cy(u(o) — my, r, Ra, || fllct)-
In order to obtain an upper bound for |Vu(p)|, we suppose that

16(m., — u(0))

>
Vu(p)| >
and derive a contradiction. Since |Vd?(p)| < 2r, we see that
4V (p)|
[Vu(p)| > o
and hence we have
|Vu|? — —<vu Vd*) > |Vu]2

CQ



DIRICHLET PROBLEM FOR f-MINIMAL GRAPHS 13

at p. Therefore there exists a constant D depending only on m,, — u(0) and r such
that

C? 2
7z (Vu|2 - W(Vu, Vd2>> >D>0.

But now, taking C; = C1(Cy, D, N) large enough, we obtain
Dg"(¢(p)) — Cog'(¢(p)) = Ng(¢(p)) = (DCF — C1Cy — N)e™?®) + N >0
which is a contradiction with (2.25). Hence we have

16(m,, — u(o)
Valp) < 2 =)
which implies
16(m.y, — u(0))

" .
Since p is a maximum point of h = nW, we have

Wi(p) <Cy=1+

(912 = 1) W(o) = n(0)W (o) < n(p)W (p) < C2 (¢ —1).

This proves the case (a).

For the case (b), we assume, in addition, that u € C1(Q) and we fix r =
min{i(Q),diam(Q)} > 0. Let o € Q and h = nW be as above with the same
constant C;. If a maximum point p of h is an interior point of 2, the proof for
the case (a) applies and we have a desired upper bound for |Vu(o)|. On the other

hand, if p € 992 we have an upper bound
<
[Vu(p)| < max|Vul

and again we are done. ([l

3. EXISTENCE OF f-MINIMAL GRAPHS

In this section we will prove Theorem 1.1 and 1.2. Throughout this section
we assume that @ C M is a bounded open set with C>“ boundary 0. As in
Subsection 2.1 we denote by 2y the open set of all those points of {2 that can be
joined to 92 by a unique minimizing geodesic. We start with the following lemma
from [22, Lemma 4.2]; see also [10, Lemma 5]. Since our definition of the mean
curvature differs by a multiple constant from the one used in [22] and [10], we
sketch the proof.

Lemma 3.1. Let F = sup{|Vf(z,s)|: (z,s) € Q x R} < 0o and suppose that
Rico > —F?/(n — 1) and Hpq > F. Then for all zo € Qo the inward mean
curvature H(zo) of the level set {x € Q: d(x) = d(zo)} passing through xo has a
lower bound H(xo) > F.

Proof. Denote by H(t) the inward mean curvature of the level set Ty = {z €
Q: d(x) = t} at the point which lies on the unit speed minimizing geodesic ~y
joining v(0) € 9N to z¢. Denote by N = 4; the inward unit normal to I'; and by
Sy the shape operator, S;(X) = —Vx N, of the level set T';. As in [10] we obtain
the Riccati equation

Sy = S7 + Ry,
where R; = R(-,%;)%:. Trace and derivative commute, but because of the term SZ,

we need to substitute s = tr S;¢/(n — 1) in order to get similar differential equation
for the traces. Hence we have

s =52+,
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where r satisfies r > Ric(%,4)/(n — 1). In other words,

tr S; tr S, \° 1
> Ric(Ye, ¥e)-
nl‘(nl A ie(%e, 7t)
Since H(t) = tr S;, we obtain the estimate

H'(t) H(t)\” T ., H2(t) F?
n1><n1> o Riele®) 2 o=~ o

On the boundary we have H(0) = Hyq > F which implies that H'(t) > 0 and
hence the claim follows. (]

Proof of Theorem 1.1. In order to prove Theorem 1.1 we assume that the given
boundary value function is extended to a function ¢ € C*%(Q)) and we consider a
family of Dirichlet problems

div

Vu _
— _(Vfr)=0 inQ,
V1+ [Vul? Vi) (3.1)

u=T7p indQ, 0<7<1.

By Lemma 3.1,
H(z) > F > sup|V(rf)|
QxR
for all z € Qg and for all 7 € [0,1]. Hence if u € C*() is a solution of (3.1) for
some 7 € [0,1], it follows from Lemmata 2.1, 2.2, and 2.3 that
[ullciy < C

with a constant C that is independent of 7. The Leray-Schauder method [13,
Theorem 13.8] then yields a solution to the Dirichlet problem (3.1) for all 7 € [0, 1].
In particular, with 7 = 1 we obtain a solution to the original Dirichlet problem. [J

Proof of Theorem 1.2. Let ¢ € C(09Q) and let gof € C?2(99) be two monotonic
sequence converging uniformly on 92 to ¢ from above and from below, respectively.
Denote

Ff=sup|Vf| and F~ =-F%.
QxR

By Theorem 1.1 there are functions uj v,f € C%2(Q) such that uki|8Q = 0|00 =
+
¢, and

0" (, V) (uid )iz — (V[ vy = 0

0¥ (e, Vo) (0 )iy + FE =0
in Q, where a*/ is as in (2.6) and v;" is the downward unit normal to the graph of
uf Since

0¥ (2, Vo) ()i + F~ < a9 (@, Vo) (0 )iy + F* =0
=a"(z, Vv, )(v; )ij + F~
and v 10Q > v, |0Q for all k,¢, we obtain from the comparison principle [13,
Theorem 10.1] applied to the operator a*/ + F~ that
v, < v,;" in Q.

On the other hand, since QD;H < goz and ¢, < ¢, on 0, we have again by the
comparison principle that

- - - + + +
vy <<y Ko Sl Sl <of (3.2)
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Similarly, since
a” (2, Vo) (0 )iy — (Vf,vf) < 0 (@, Vo) (o) )iy — F~ =0
= a" (2, V) (g )ij — (Vv
and v}} |09 = u} |08, we get
u: < ’U;: in Q.
Similar reasoning implies that v, < u, , and therefore
vy <up <o in Q. (3.3)

Hence the sequences uf, U,f have uniformly bounded C° norms and the local interior

gradient estimate (Lemma 2.3) together with [13, Corollary 6.3] imply that the
sequences uki,v,iE have equicontinuous C%“ norms on compact subsets K C Q.
Taking an exhaustion of 2 by compact sets we obtain, with a diagonal argument,
that uf and vk,i contain subsequences that converge uniformly in compact subsets
to functions u, v € C2?(Q) with respect to the C? norm. Moreover, we have

a’(x, Vu)u;; — (Vf,v) =0 and aij(a:,Vvi)vffj + F*=0.

Since v,f\aﬁ = gof convergences to ¢, (3.2) implies that v* extends continuously
to the boundary 9 and v*|0Q = ¢. In turn, this and (3.3) give that u extends
continuously to € with u|0Q = . Furthermore, because f € C?(M xR), it follows
that u € C%%(Q) N C(Q) ([13, Theorem 6.17]). O

4. DIRICHLET PROBLEM AT INFINITY

In this section we assume that M is a Cartan-Hadamard manifold of dimension
n > 2, 0, M is the asymptotic boundary of M, and M = M U0, M the compacti-
fication of M in the cone topology. Recall that the asymptotic boundary is defined
as the set of all equivalence classes of unit speed geodesic rays in M; two such rays
71 and 72 are equivalent if sup,~q d(71(t),72(t)) < co. The equivalence class of
is denoted by 7(00). For each x € M and y € M \ {z} there exists a unique unit
speed geodesic ¥*¥: R — M such that v3"Y = 2 and ~;"Y = y for some ¢ € (0, o0].
IfveT,M\ {0}, >0, and r > 0, we define a cone

C(v,a) ={y € M\ {z}: <(v,45") < o}
and a truncated cone
T(v,a,7) = C(v,a) \ B(z,7),
where <((v,7"?) is the angle between vectors v and 45" in T, M. All cones and
open balls in M form a basis for the cone topology on M.

Throughout this section, we assume that the sectional curvatures of M are
bounded from below and above by

— (bop)*(x) < K(Py) < —(aop)(x) (4.1)

for all € M, where p(x) = d(o,z) is the distance to a fixed point 0 € M and
P, is any 2-dimensional subspace of T, M. The functions a,b: [0,00) — [0,00) are
assumed to be smooth such that a(t) = 0 and b(t) is constant for ¢ € [0, 7] for
some Ty > 0, and b > a. Furthermore, we assume that b is monotonic and that
there exist positive constants Ty, C1, Cs, C3, and @ € (0, 1) such that

— 71 .f L L3
a(t) { Cit if b is decreasing, (A1)

> Oyt~ if b is increasing
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for all t > T7 and

a(t) < Cy, (A2)
b(t +1) < Cab(t), (A3)
b(t/2) < Cab(t), (A4)
b(t) > Cs(1+1)"9 (A5)
for all ¢ > 0. In addition, we assume that
V()
tlggo b(t)2 0 (46)
and that there exists a constant Cy > 0 such that
' t1+o4b(t>

It can be checked from [15] or from [2] that the curvature bounds in Corollary 1.4
and Corollary 1.5 satisfy the assumptions (A1)-(A7).

4.1. Construction of a barrier. The curvature bounds (4.1) are needed to control
the first two derivatives of the “barrier” functions that we will construct in this
subsection. Recall from the introduction that for a smooth function k: [0,00) —
[0,00), we denote by fi: [0,00) — R the smooth non-negative solution to the initial
value problem

fx(0) =0,
fi(0) =1,
Y=k fr.

Following [15], we construct a barrier function for each boundary point zg € oo M.
Towards this end let vy = 45"*° be the initial (unit) vector of the geodesic ray 2=
from a fixed point 0 € M and define a function h : 0o M — R,

h(z) = min(1, L<(vo, 30")), (4.2)

where L € (8/m,00) is a constant. Then we define a crude extension h e C(M),
with h|0soM = h, by setting

h(z) = min(l, max (2 — 2p(x), L<i(vo, 13@))). (4.3)

Finally, we smooth out & to get an extension h € C°°(M) N C(M) with controlled
first and second order derivatives. For that purpose, we fix x € C°°(R) such that
0<x<1,sptx C[-2,2], and x|[—1,1] = 1. Then for any function ¢ € C(M) we
define functions F,: M x M — R, R(p): M — M, and P(p): M — R by

Fu(z,y) = x(b(p(y)d(z,y))e(y),
R(¢)(x) = /M Fo(z,y)dm(y), and

Ple) = .

where

R(1)(x) = /M x(b(p(y))d(z,y))dm(y) > 0.

If o € C(M), we extend P(¢): M — R to a function M — R by setting P(p)(z) =
o(z) whenever x € M(o0). Then the extended function P(y) is C°°-smooth in
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M and continuous in M; see [15, Lemma 3.13]. In particular, applying P to the
function h yields an appropriate smooth extension

h:=P(h) (4.4)
of the original function h € C (9, M) that was defined in (4.2).
We denote
Q=C(vy,1/L)NM and 2= C(vy,¢/L)NM
for £ > 0 and collect various constants and functions together to a data
C = (a,b,T1,C1,C5,C3,Cy,Q,n, L).

Furthermore, we denote by || Hess; u|| the norm of the Hessian of a smooth function
u at x, that is
|| Hess, ul| = sup |Hessu(X, X)|.

X eT,M
IX|<1

The following lemma gives the desired estimates for derivatives of h. We refer to
[15] for the proofs of these estimates; see also [1].

Lemma 4.1. [15, Lemma 3.16] There ezist constants Ry = R1(C) and ¢; = ¢1(C)
such that the extended function h € C°(M)NC(M) in (4.4) satisfies

1
Vh(z)| € ¢t 75—,
N T AIE)
(b0 p)(a) 4
|| Hess; h|| < clL,
(fa o p)(@)
for all x € 3Q\ B(o, Ry). In addition,
h(z) =1
for every x € M\ (2Q U B(o, R1)).
We define a function F': M — [0, 00) and an elliptic operator Q by setting
F(x) = sup|V f(z,t)] (4.6)
teR
and v
~ v
v] = div ———= + F(x). 4.7

Let then A > 0 be a fixed constant. We aim to show that
b= AR + h) (4.8)

is a supersolution Q[¢] < 0 in the set 3Q \ B(o, R3), where § > 0 and R3 > 0 are
constants that will be specified later and h is the extended function defined in (4.4).
We shall make use of the following estimates obtained in [15]:

Lemma 4.2. [15, Lemma 3.17] There exist constants Ry = Ro(C) and ca = c2(C)
with the following property. If § € (0,1), then

IVh| < c2/(fa o p),
| Hess hl| < cap™ =" (fo 0 p)/(fa 0 p),
[V(Vh, V)| < cap™@172(f1 0 p)/(fa 0 p),
IV(Vh,V(p™ N < cop™ @72 (fh 0 p)/(fao p),
V(V(p~),V(p~%)) = =26*(6 + 1)p~>°Vp
in the set 3Q\ B(o, R2).
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As in [15] we denote

1+ /144C7 o —14(n—1)¢
o1 = 5 >1, and & = mln{C4, T+ (1= 1oy € (0,1),

where C; and Cy are constants defined in (A1) and (A7), respectively.

Lemma 4.3. Let A > 0 be a fized constant and h the function defined in (4.4).
Assume that the function F defined in (4.6) satisfies

su ) = o (lz(t) —e—1
p(a&)gtF( ) <fa(t)t > (49)

for some € > 0 ast — co. Then there exist two positive constants § € (0, min(d1,¢))
and Rz depending on C and € such that the function ¢ = A(R3p~° + h) satisfies
QY] < 0 in the set 30\ B(o, R3).

Proof. In the proof ¢ will denote a positive constant whose actual value may vary
even within a line. Since

Sl AY 1 (VIVYP, V)

(1+ [VYI?)AY + (14 |V [?)*2F(z) — 3(VIVY|?, Vi)
(1+|Vy[2)3/2 ’

it is enough to show that there exist 6 > 0 and R3 such that
2 213/2 1 2
A+ VYA + 1+ [VYF)7F(z) — S{VIVY, Vi) <0 (4.10)

in the set 3Q\ B(o, R3).
First we notice that ¢ is C'*°-smooth and

Vi = A(=R35p™°"'Vp+ Vh)

in M \ {o}. Lemma 4.2 and our curvature assumption imply that |[Vh| < ¢/p for p
large enough, and therefore

Vol? = (ARS)?6%0™>5"2 4 A2|Vh|? — 2A2R35p"} (Vp, Vi) < cp™>

in 3Q \ B(o, R3) for sufficiently large R3. Then, to estimate the term with A in
(4.10), we first note that

A= AR}(5(6 +1)p™ "2 = 6p "' Ap) + AAh.
Furthermore, for every 6 € (0, d;1), there exists R3 = R3(C, ) such that

frop o (n=1)(1 -0

> >0
faop p

Ap=(n—1)
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whenever p > Rj; see [15, (3.25)]. Therefore, using Lemma 4.2, we obtain

(1 + Vo) AG < (1+ [VoP) AR (6 1 1>”f°'l°”) o2

faop
faop
+ (14 [Vo|*) Ancy | 20— ) p~ @t
faop
8 o plaopP\ _s-o
§AR3(5(5—|—1 (n—1) fa0p>p
!
+ (1+cp™?) Ancs <pfaop> p a2
faop
!
=— (pf‘IOC);)) p° 72 (AR3S(n — 1) — (1 4 cp~2) Ancap® =)

+ AR3S(5 +1)p 072

< —c <Pfé ° P) pfafz
faop

whenever ¢ € (0,07) is small enough and p > R3(C,d). These estimates hold since

5+1—(n—1)’m§6+1—(n—1)(1—5)¢1§0

for a sufficiently small 6 € (0,61). Now taking into account our assumption (4.9)
we obtain

(1 + |V¢|2)A¢ + (1 + ‘v¢|2)3/2F < ¢ (pfc/bop

Jaop
< —c <Pfc/b ° P) p—5—2
Jaop
whenever ¢ € (0, min(e, d1)) is small enough and p > R3(C,J).
It remains to estimate |(V|V]?, Vi))| from above. Since
Vi = ARV (p~%) + AVh,

)it e
(4.11)

we have
VIVy[? = A*V(R3V (p™°) + Vh, B3V (p~°) + Vh)
= (AR3)*V(V(p™°),V(p~°)) + 24’ R3V(V(p~°), Vh) + A*V(Vh, Vh).
By Lemma 4.2 we then get

(796,90 < e (26AR6 + 1072 4 ea(am 4 1) (J22 ) o)

/
<86+ 1)p 2 e (pfa(”)) ~Cad 4.12
(0 +1)p Fop )" (4.12)

<c(p Bt 4 pCah M_

- faop
Putting together (4.11) and (4.12) we finally obtain

1 !

(U4 [VUP)AD + (14 [TUP (@) - S (TI90R, V0) < —c (220 o2 <o
in 3Q \ B(o, R3) for a sufficiently small § > 0 and large R3. 0

Similarly, we have
V(=¢)

Ve F(z) >0 (4.13)
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in 30\ B(o, R3).

4.2. Uniform height estimate. We will solve the asymptotic Dirichlet problem
by solving the problem first in a sequence of balls with increasing radii. In order
to obtain a converging subsequence of solutions, we need to have a uniform height
estimate. This subsection is devoted to the construction of a barrier function that
will guarantee the height estimate.

Since f —a%f, = 0, where a(t) = 0 for t € [0, Tp] and

06— 1)
a(t) > Y22

for ¢t > T} and some ¢ > 1, we have f,(t) > ct? for t > T}. Therefore

/100 f"ii:(r) < 0. (4.14)

Let ¢: M — R be a bounded function. We aim to show the existence of a barrier
function V' such that Q[V] < 0 and V(z) > ||¢||ec in M. In order to define such a
function V', we need an auxiliary function ag > 0, so that

We will discuss about the choice of ag in Examples 4.5 and 4.6. Now, following
[19], we can define

V() = V(plx)) = ( / :) fd()) ( / " a0<t>fz:-1<t>dt)
- " ( | fd()) ao(t)f2 ()t — H -+ [[]oor

H = limsup / e / ot) F2 ()t

// (27 (e <0

see [19, (4.5)]. From (4.14) and (4.15) we see that H is finite and hence V is well
defined.
As in the proof of Lemma 4.3, we write
oV] = (1+ |[VVI2)AV + (14 |VV[*)*2F(z) — (VIVV |2, VV)
B (1+|VV|?2)3/2 '
where F'(z) is as in (4.6), and estimate the terms of the numerator. To begin, we
notice that

(4.16)

where

(4.17)

(4.18)

V) =~ [z oar <o
72(r)

V”(T) = (n - 1) f“(r)

/0 "ot f (8t — ao(r),
and
[VV (p(x))| = V' (p(2)) Vo(x)| = [V (p(2))]-

Note that —V (r) = g(r), the function (1.7) in Introduction. The Laplace compari-
son theorem implies that
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Hence we can estimate the Laplacian of V' as
AV =V"(p) + ApV'(p)

< V(o) + (0= DIV

falp) [* S /10 B L
f&‘(p)/o%(t)fa (t)dt —ao(p) — ( 1)f§(p)/o oB)fa (D)t

=(n-1)

= —ao(p),
and thus the first term of (4.18) can be estimated as
(1+|VV)AV < —(1+ |VVP)ao(p) < —(1+V'(p)*)ao(p).
Then, for the last term of (4.18) we have

(VIVV, V) =~ STV (0)%, V() V) = — 5 2V (0)V" (), V' () V)

— —(V'(9))*V"(p)

- ([ wwr o)
(=02 a0z 0at — aulo))

1
2

2

fi(p)
_ % (/Opao(t)fgl(t)dt>

falp

3
=ao(p)V'(p)* —(n—1 —V'(p))".
0() () ( )fa(p)( ())
Collecting everything together, we obtain that Q[V] < 0 if

o(r) + (n— 5D (= V(1)
3/2

2

3

_ a
sup [V f| <
9B (o,r) xR (1 + V’(T)Q)
Finally it is easy to check that, since H is finite and V is decreasing, we have
Vi(x) > ||@||eo for all x € M and V (z) — ||¢]]co as p(x) — oo. Altogether, we have
obtained the following.

Lemma 4.4. Let p: M — R be a bounded function and assume that the function
V' defined in (4.16) satisfies
3

ao(r) + (n = )43 (= V/(r))

sup |Vf] < (4.19)
dB(o0,r) xR (1 + V’(T)2)3/2
Then the function V is an upper barrier for the Dirichlet problem such that
~ \A%
V]=div—/————=+F(x) <0 in M, 4.20
QY] = div e 4 ) (4.20
V(z) > ||¢llee  for allz e M (4.21)
and
lim V(z)=||¢||co- (4.22)
r(z)—o00
Furthermore,
diy YV F(z)>0 in M. (4.23)

L+ [V(=V)]?
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Next we show by examples that in the situation of Corollaries 1.4 and 1.5 the
condition (4.19) is not a stronger restriction than the assumption (4.9) in Lemma
4.3. First note that V'(r) — 0 as r — oo, and hence the upper bound (4.19) for
|V f| is asymptotically the function ag.

Example 4.5. Assume that the sectional curvatures of M satisfy

2 ¢(o—1)
K(P,) < - =" 1
( ac) — (I(IO(SC)) p(l’)2 ) ¢ > )
for p(x) > T1. We need to choose the function ag such that (4.15) holds, and since
this is a question about its asymptotical behaviour, it is enough to consider the

integral
00 00 d
/T </ fn—f(s)> ao(r) f2 =t (r)dr.

For t > Ty, fa(t) = c1t® +cot! =%, and hence, by a straightforward computation, we
have (4.15) if

oo
/ ao(r)rdr < oco.
T

So it is enough to choose for example

as 7 — oo for some o > 1. On the other hand, with this curvature upper bound,
the assumption (4.9) requires decreasing of order o(r=27¢).

Example 4.6. Assume that the sectional curvatures of M satisfy
K < —k?,

for p(z) > T and some constant k& > 0. Then, for large ¢, fo(t) = cqsinhkt +
co cosh kt = eFt. Therefore it is straightforward to see that we have (4.15) if

/ ap(r) dr < oo,

T
which holds by choosing, for example,

ao(r) = O <r<10;)a> a1,

as r — 00. On the other hand, with this curvature upper bound, the assumption
(4.9) requires decreasing of order o(r~17¢).

4.3. Proof of Theorem 1.3. We start with solving the Dirichlet problem in geo-
desic balls B(o, R).

Lemma 4.7. Suppose that f € C*(M x R) is of the form f(z,t) = m(x) + r(t)
and satisfies
swp (9] < (n— 1) L2l

8B(o0,r) xR - fa(r)
for all > 0. Then for every R > 0 and ¢ € C(0B(o, R)) there exists a solution
u € C*%(B(o,R)) N C(B(o, R)) of the Dirichlet problem

Vu -
div —————==(Vf,v) in B(o,R

u|0B(o, R) = .
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Proof. Assuming first that ¢ € C**(dB(o, R)) the claim follows by the Leray-
Schauder method. Indeed, for each z € B(o, R) \ {0} the inward mean curvature
H(z) of the level set {y € B(o, R): d(y) = d(z)} = 0B(o, p(x)) satisfies

)
(z) =
H(z) = Ap(x) > (n— 1) —= falo(@) sup  [Vf].
fa(p(®)) ~ 8B(o,p(x)) xR
In other words, (2.4) and (2.14) hold and therefore we can apply the Leray-Schauder
method as in the proof of Theorem 1.1. The general case ¢ € C(9B(o, R)) follows
0

by approximation as in the proof of Theorem 1.2.

Proof of Theorem 1.3. We extend the boundary data function ¢ € C(9cM) to
a function ¢ € C(M). Let Qx = B(o,k), k € N, be an exhaustion of M. By
Lemma 4.7, there exist solutions us € C%%(Q) N C(y) to

Qlun] = div—— % (Vf,1) in O

v/ 1+ |Vuk|2

uk|an = @,

where vy, is the downward pointing unit normal to the graph of u,. Applying the
uniform height estimate, Lemma 4.4, we see that the sequence (uy) is uniformly
bounded and hence the interior gradient estimate (Lemma 2.3), together with the
diagonal argument, implies that there exists a subsequence, still denoted by uy, that
converges locally uniformly with respect to C?-norm to a solution u. Therefore we
are left to prove that u extends continuously to 0. M and satisfies u|0sc M = .

Towards that end let us fix g € M and € > 0. Since the boundary data
function ¢ is continuous, we find L € (8/m, 00) such that

lo(y) = p(zo)| <&/2

for all y € C(vo,4/L) N O M, where vy = 45" is the initial vector of the geodesic
ray representing xg. Moreover by (4.22) we can choose R3 in Lemma 4.3 so large
that V(r) < maxy; |p| + /2 for r > R3.

We claim that

w™(2) = —(x) + p(xo) — € S ulz) < w'(z) =1(x) +p(zo) +e  (4.24)
in the set U := 30\ B(o, R3), where 1) = A(Rp~%+h) is the supersolution Q[] < 0
in Lemma 4.3 and A = 2max,; |¢|. Recall the notation Q = C(vg,1/L) N M and
€Q = C(vo, /L) N M, £ >0, from Subsection 4.1.
The function ¢ is continuous in M so there exists ko such that 0Qx, NU # 0,
and
lp(x) = plxo)| < /2 (4.25)
for all z € 99, NU when k > kg. Denote Vi, = Q. NU for k > ky. We will conclude
that
w” <up <wt (4.26)
in Vi by using the comparison principle for the operator Qk.

Qk[v] = div — <?f, I/k>,

Vo

V14 |Vol?
where vy is the downward pointing unit normal to the graph of the solution wuy.
Notice that

oV, = (8Qk n U) U ((9U N Qk)
Let z € 00, NU and k > ko. Then (4.25) and uy|0Q = ©|0Q imply that

w™ (z) < p(w0) —£/2 < () = up(x) < p(w0) +£/2 < w' ().
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Moreover, by Lemma 4.1, we have
hIM\ (2QU B(o, Ry)) =1
and R3p~% =1 on dB(o, R3), so

Y > A= 2max|p|
M

on U N€Yy,. By Lemma 4.4, V is a supersolution Q[V] < 0 and hence

\A% \A%
iV —————— (Vf, 1) <div
VI+VV] Virve) 1+ [VV]? (=)
=QIV] <0
Vuk —
=div —(Vf,v
1+|Vuk\2 < f k>

Since V' > maxy; |¢| on 0Q, the comparison principle yields ug|Qr < V|Q4, and
by the choice of R3, we have

u, < max |¢| +€/2
M

in Qi \ B(o, R3).
Altogether, it follows that

wh =+ (o) + € = 2max|p] + p(z0) + € = max o] +& = uy

on OU N Qy,, and similarly u, > w™ on OU N Q. Consequently w™ < ug, < wt on
OVi. By Lemma 4.3, Q[¢)] < 0, and therefore

- ] Vwt _
Qrlw'] = dlv\/l_'_wviw+|2 —(Vf,vg)
v _
IV\/lerivq/;P —(Vf,vk)
< div VY F(x)
1+ [Vy[2
= Q] <0
v _
= div - +u§w€|2 —(Vf,w)

in U. By the comparison principle, uxy < w* in U. Similarly, using (4.13) we
conclude that
Vuk

\V _
v — (V) > div

iV ————(Vf,v
1+ Vw2 1+ [Vug]? (Vi>ve)

in U. Hence uy > w™ in U and we obtain (4.26). This holds for every k > k¢ and
hence (4.24) follows. Finally,

lim sup |u(z) — ¢ (20)| < €

T—rX0

since lim; ., 1 (x) = 0. Because xg € 0o M and € > 0 were arbitrary, this shows
that u extends continuously to C (M) and u|0sc M = . O
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EXISTENCE AND NON-EXISTENCE OF MINIMAL GRAPHIC
AND p-HARMONIC FUNCTIONS

JEAN-BAPTISTE CASTERAS, ESKO HEINONEN, AND ILKKA HOLOPAINEN

ABSTRACT. We prove that every entire solution of the minimal graph equation
that is bounded from below and has at most linear growth must be constant on
a complete Riemannian manifold M with only one end if M has asymptotically
non-negative sectional curvature. On the other hand, we prove the existence
of bounded non-constant minimal graphic and p-harmonic functions on rota-
tionally symmetric Cartan-Hadamard manifolds under optimal assumptions
on the sectional curvatures.

1. INTRODUCTION

It is an interesting question to ask under which conditions on the underlying space
M there exist entire non-constant bounded solutions u: M — R to the minimal
graph equation

SO (1.1)
V14 | Vul?
or to the p-Laplace equation
div(|Vul[P~?Vu) = 0. (1.2)

Namely, in R™ there is the famous Bernstein theorem which states that entire
solutions of (1.1) are affine for dimensions n < 7. Moreover, entire positive solutions
in R™ are constant in all dimensions by the celebrated result due to Bombieri, De
Giorgi, and Miranda [2]. For the p-harmonic equation (1.2) the situation is the same
as for the harmonic functions, i.e. entire positive solutions in R™ are constants, the
reason being the validity of a global Harnack’s inequality.

If the underlying space is changed from R” to a Cartan-Hadamard manifold with
sufficiently negative curvature, the situation changes for the both equations. The
existence results have been proved by studying the so-called asymptotic Dirichlet
problem. If M is an n-dimensional Cartan-Hadamard manifold, it can be com-
pactified by adding a sphere at infinity, M, and equipping the resulting space
M = M U0 M by the cone topology. With this compactification M is homeomor-
phic to the closed unit ball and 94, M is homeomorphic to the unit sphere S*~!. For
details, see [12]. The asymptotic Dirichlet problem can then be stated as follows:
Given a continuous function 0: 9,oM — R, find a function u € C(M) that is a
solution to the desired equation in M and has “boundary values” 6§ on 0., M.

Recently the asymptotic Dirichlet problem for minimal graph, f-minimal graph,
p-harmonic and A-harmonic equations has been studied for example in [23], [31],
(32], [7], [22], [8], [5], [6], and [18], where the existence of solutions was studied under
various curvature assumptions and via different methods. In [8] the existence of

2000 Mathematics Subject Classification. Primary 58J32; Secondary 53C21, 31C45.
Key words and phrases. Mean curvature equation, p-Laplace equation, Dirichlet problem,

Hadamard manifold.
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solutions to the minimal graph equation and to the A-harmonic equation was proved
in dimensions n > 3 under curvature assumptions
(logr(x))* 1+e
- < KP) < ——Fm——— 1.3
r(z)2  — (P2) < r(z)?logr(x)’ (13)
where e > & > 0, P, C T,,M is a 2-dimensional subspace, 2 € M \ B(o, Ry), and
r(x) = d(o,x) is the distance to a fixed point o € M. In [18] it was shown that in
the case of A-harmonic functions the curvature lower bound can be replaced by a
so-called pinching condition

|K(P2)] < CIK(P,)],

where C' is some constant and P, P, C T,M. One of our main theorems shows
that in the above result the upper bound for the curvatures is (almost) optimal,
namely we prove the following.

Theorem 1.1. Let M be a complete Riemannian manifold with asymptotically
non-negative sectional curvature and only one end. If u: M — R is a solution to
the minimal graph equation (1.1) that is bounded from below and has at most linear
growth, then it must be a constant. In particular, if M is a Cartan-Hadamard man-
ifold with asymptotically non-negative sectional curvature, the asymptotic Dirichlet
problem is not solvable.

The notion of asymptotically non-negative sectional curvature (ANSC) is defined
in Definition 2.1. It is worth pointing out that we do not assume, differing from
previous results into this direction, the Ricci curvature to be non-negative; see e.g.
120], [11], [9], [10].

Our theorem gives immediately the following corollary.

Corollary 1.2. Let M be a complete Riemannian manifold with only one end and
assume that the sectional curvatures of M satisfy

C
r(z)? ( log r(a:)) e

for sufficiently large r(x) and for any C > 0 and € > 0. Then any solution u: M —
[a,00) with at most linear growth to the minimal graph equation (1.1) must be
constant.

K(P,) > —

The main tool in the proof of Theorem 1.1 is the gradient estimate in Proposition
3.1, where we obtain an upper bound for the gradient of a solution u of the minimal
graph equation in terms of an appropriate lower bound for the sectional curvature of
M and the growth of u. Under the assumptions in Theorem 1.1 we obtain a uniform
gradient upper bound that enables us to prove a global Harnack’s inequality for
u — inf s u.

It is well-known that a global Harnack’s inequality (for positive solutions) can
be iterated to yield Holder continuity estimates for all solutions and, furthermore,
a Liouville (or Bernstein) type result for solutions with controlled growth.

Corollary 1.3. Let M be a complete Riemannian manifold with asymptotically
non-negative sectional curvature and only one end. Then there exists a constant

€ (0,1], depending only on n and on the function X in the (ANSC) condition such
that every solution u: M — R to the minimal graph equation (1.1) with

im L@
d(z,0)—00 d(l’, O)N

must be constant.
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Before turning to the existence results, we mention two closely related results
by Greene and Wu [15]. Firstly, in [15, Theorem 2 and Theorem 4] they show
that an n-dimensional, n # 2, Cartan-Hadamard manifold with asymptotically
non-negative sectional curvature is isometric to R™. Secondly, in [15, Theorem 2]
they show that an odd dimensional Riemannian manifold with a pole o € M and
everywhere non-positive or everywhere non-negative sectional curvature is isometric
to R™ if liminfs_ o s%k(s) = 0, where k(s) = sup{|K(P.)|: = € M, d(o,z) =
s, P, € T, M two-plane}.

We point out that our results differ from these theorems of [15] (besides the
methods) since we do not assume the existence of a pole or the manifold to be simply
connected, and the (ANSC) condition allows the sectional curvature to change a
sign. Moreover, in the following theorems we will see that, in order to get the result
of Greene and Wu, it is necessary to assume liminf, . s?k(s) = 0 for all of the
sectional curvatures and not only for the radial ones.

Concerning the existence results, we prove that, at least in the rotationally sym-
metric case, the curvature upper bound can be slightly improved from (1.3). We
also point out that the proof of Theorem 1.4 is very elementary compared to the
ones in [8] concerning the general cases.

Theorem 1.4 (= Corollary 4.2). Let M be a rotationally symmetric n-dimensional
Cartan-Hadamard manifold whose radial sectional curvatures outside a compact set
satisfy the upper bounds

1+¢ e
and 124
3 .
K(Pz)f—ma ifn > 3. (1.5)

Then the asymptotic Dirichlet problem for the minimal graph equation (1.1) is solv-
able with any continuous boundary data on OsoM. In particular, there are non-
constant bounded entire solutions of (1.1) in M.

The rotationally symmetric 2-dimensional case was previously considered in [28],
where the solvability of the asymptotic Dirichlet problem was proved under the
curvature assumption (1.4).

In Section 4 we consider the existence of bounded non-constant p-harmonic func-
tions and prove the following.

Theorem 1.5 (= Corollary 4.4). Let M be a rotationally symmetric n-dimensional
Cartan-Hadamard manifold, n > 3, whose radial sectional curvatures satisfy the
upper bound

1/2+4¢
r(z)2logr(x)’
Then the asymptotic Dirichlet problem for the p-Laplace equation (1.2), with p €
(2,n), is solvable with any continuous boundary data on Oeo M.

K(P,) < -

We point out that the case p = 2 reduces to the case of usual harmonic functions,
which were considered under the same curvature assumptions in [27]. It is also worth
noting that our curvature upper bound is optimal in a sense that asymptotically
non-negative sectional curvature would imply a global Harnack’s inequality for the
A-harmonic functions and hence also for the p-harmonic functions, see e.g. [20,
Example 3.1]. Also the upper bound of p is optimal for this curvature bound,
namely in Theorem 5.1 we show that if

Ky (Py) > — a

r(z)?logr(x)
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and p = n, the manifold M is p-parabolic for all 0 < o < 1, and if p > n, then M is
p-parabolic for all a > 0. We want to point out that all entire positive p-harmonic
functions or, more generally, positive A-harmonic functions (of type p) on M must
be constant if M is p-parabolic.

2. PRELIMINARIES AND DEFINITIONS

We begin by giving some definitions that are needed in later sections. For the
terminology in this section, we mainly follow [16], [25], and [20].

Let (M, g) be a complete smooth Riemannian manifold. If C' C M is a compact
set, then an unbounded component of M \ C' is called an end with respect to C.
We say that M has finitely many ends if the number of ends with respect to any
compact set has a uniform finite upper bound.

If o is a smooth positive function on M, we define a measure p by du = o2dug,
where o is the Riemannian measure of the metric g. We will use the notation
(M, p) for the weighted manifold. The weighted Laplace operator A, is a second
order differential operator on M defined as

A, f =0 2div(e?Vf) = div,(Vf), (2.1)

where V is the gradient and div the divergence with respect to the Riemannian
metric g. We call div,, the weighted divergence.

Definition 2.1. We say that

(ANSC) M has asymptotically non-negative sectional curvature if there exists a
continuous decreasing function A: [0, 00) — [0, 00) such that

/ sA(s)ds < oo,
0

and that K (P,) > —A(d(o,)) at any point € M;

(EHI) the weighted manifold (M, 1) satisfies the elliptic Harnack inequality if there
exists a constant C'y such that, for any ball B(z, ), any positive weighted
harmonic function v in B(z, 2r) satisfies

sup u < Cpgy inf w;
B(z,r) B(=,r)

(PHI) the weighted manifold (M, u) satisfies the parabolic Harnack inequality
if there exists a constant C'y such that, for any ball B(x,r), any positive
solution u to the weighted heat equation in the cylinder @ = (0,¢) x B(z, )
with t = r? satisfies

supu < Cg inf u,
QP = Q+
where
Q™ = (t/4,t/2) x B(x,7/2), and Q% (3t/4,t) x B(z,7/2).

Using the previous definitions we can now state the following main result [16,
Theorem 1.1] due Grigor’yan and Saloff-Coste, although we do not need it in its
full strength.

Theorem 2.2. Let M be a complete non-compact Riemannian manifold having
either (a) asymptotically non-negative sectional curvature or (b) non-negative Ricci
curvature outside a compact set and finite first Betti number. Then M satisfies
(PHI) if and only if it satisfies (EHI). Moreover, (PHI) and (EHI) hold if and only
if either M has only one end or M has more that one end and the functions V' and
Vi satisfy for large enough r the conditions Vi(r) = V (r) (for all indices i) and
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Above V(r) = pu(B(o,r)) and V;(r) = u(B(o,r) N E;) for an end E;.
We will briefly sketch the rather well-known proof of the validity of (EHI) in the
case where M has only one end. For that purpose, we need additional definitions.

Definition 2.3. We say that

(VD) a family F of balls in (M, u) satisfies the volume doubling property if there
exists a constant Cp such that for any ball B(x,r) € F we have

M(B(l‘,’f’)) < CD,U'(B(xv T/Q));

(PI) a family F of balls in (M, p) satisfies the Poincaré inequality if there exists
a constant Cp such that for any ball B(z,r) € F and any f € C1(B(z,7))
we have

wi [ g-rdisce [ [OrP

£eR B(z,r) B(z,r)

(BC) a set A C 9B(o,t) has a ball-covering property if, for each 0 < e < 1, A
can be covered by k balls of radius et with centres in A, where k depends
on ¢ and possibly on some other parameters, but is independent of ¢.

From the curvature assumptions ((a) or (b)) in Theorem 2.2 it follows that (VD)
and (PI) hold for all “remote” balls, that is for balls B(x,r), where r < £d(o,x)
and ¢ € (0,1] is a suitable remote parameter. The familiar Moser iteration then
yields local (EHI) for such remote balls. Furthermore, if E is an end of M and E(t)
denotes the unbounded component of E \ B(o,t), then set dE(t) is connected and
has the ball-covering property (BC) for all sufficiently large ¢. Iterating the local
(EHI) k times, one obtains Harnack’s inequality

sup u < C inf wu

JE(t) OE(t)
with C independent of ¢. Finally, if M has only one end, the global (EHI) follows
from the maximum principle. We will give a bit more details in Section 3 and refer
to [16], [25], and [20] for more details, and to [1], [4], [24], [25], and [26] for the
connectivity and the covering properties mentioned above.

3. NON-EXISTENCE FOR MINIMAL GRAPH EQUATION

In order to prove Theorem 1.1 we need a uniform gradient estimate for the
solutions of the minimal graph equation (1.1). Our proof follows closely the com-
putations in [9] and [29]. We begin by introducing some notation.

We assume that M is a complete non-compact n-dimensional Riemannian man-
ifold whose Riemannian metric is given by ds? = o;;dz’dz’ in local coordinates.
Let u: M — R be a solution to the minimal graph equation, i.e.

Vu
iV
V14 |Vul?

where the gradient and divergence are taken with respect to the Riemannian metric
of M. We denote by

S ={(z,u(x)): € M}
the graph of w in the product manifold M x R and by
w

the upward pointing unit normal to the graph of w expressed in terms of a local

coordinate frame {0y,...,0,} and 9; = e,y1. Here W = /1 + |Vu|? and u’ =

N:
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0" Dju, D; being the covariant derivative on M. The components of the induced
metric on the graph are given by g;; = 0;; + u;u; with inverse

uiu?

w2’

We denote by V° and A® the gradient and, respectively, the Laplace-Beltrami

operator on the graph S. For the Laplacian on the graph we have the Bochner-type
formula (see e.g. [13])

A® <€n+17N> :_(‘A|2+E(N7N)) <€n+17N>7 (31)

g =g —

where |A| is the norm of the second fundamental form and Ric is the Ricci curvature
of M x R. From (3.1) we obtain

_ |VS W|2
W
Here and in what follows we extend, without further notice, functions h defined on

M to M X R by setting h(x,t) = h(z). The Laplace-Beltrami operator of the graph
can be expressed in local coordinates as

ASW + (JA]* + Ric(N, N))W. (3.2)

Now we are ready to prove the following gradient estimate.

Proposition 3.1. Assume that the sectional curvature of M has a lower bound
K(P,) > —K¢ for all z € B(p, R) for some constant Ko = Ko(p, R) > 0. Let u be
a positive solution to the minimal graph equation in B(p, R) C M. Then

[Vu(p)] (3-3)

2 32 2(R 4p(R)? —1)K?
< <\/§ + 1;5”) (exp [64@&(29)2 ( };2 ) +\/ 15“:4) + (%4u(;)2°> +1> :
where W(R) = (n — 1) KoRcoth(KgR) + 1 if Ko > 0 and ¢»(R) =n if Ky =0.
Proof. Define a function h = nW, where n(x) = g(p(z)) with g(t) = eXt — 1,

o(x) = (1 - L(E;)) - d(25)2>+,

and a constant K that will be specified in (3.10). Denote by C(p) the cut-locus of
p and let U(p) = B(p,R) \ C(p). Then it is well known that d(z,p) is smooth in
the open set U(p). We assume that the function h attains its maximum at a point
q € U(p), and for the case ¢ € U(p) we refer to [29].

In all the following, the computations will be done at the maximum point g of
h. We have

Vo =ngVW + WV =0 (3.4)
and since the Hessian of h is non-positive, we obtain, using (3.4) and (3.2),

0> ASh = WAy +2(Vn, VIW) + nASW
2
=WASy+ (ASW - W|VSW|2> n (3.5)
= W (A% + (|A]> + Ric(N, N))n),

where Ric is the Ricci curvature of M x R. Since the Ricci curvature of M x R in
B(p, R) x R has a lower bound Ric(N, N) > —(n—1)K2, we obtain from (3.5) that
A®n < (n — 1)K2n and hence, from the definition of 7, we get

(n — DKG

Ao+ K|VSp|? <
e+ K|VZp|" < 7

(3.6)
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Next we want to estimate A®p from below by using the lower bound for the sec-
tional curvature and the Hessian comparison theorem. For this, let {e;} be a local
orthonormal frame on S. Since u is a solution to the minimal graph equation, we
have ASu = 0 and

n

> (Ve,N,ei) =0,

=1

where V denotes the Riemannian connection of the ambient space M x R. Hence

S AR
=1
2d & _ 2 « -
" E (VeVd,ei) ~ 25 ;(eid) (Vd. e;)

Y2
|
7~
<

D
<
S
)

N>

Now decompose e; as e; = (e; — (O, €;) O¢) + (O, €;) Oy = €; + (D¢, ;) Oy. Then
<?€i?d7 6i> = <?éi+<8t,e,¢>8t ?da éz + <8t, ei> at>
= <vé1 vd, éz> = Hess d(éz, éz)
and by the Hessian comparison (e.g. [14, Theorem A]) we have

f'(d)
f(d)

where f(t) = K *sinh(Kot) if Ko > 0 and f(t) =t if Ky = 0. Choosing é,, parallel
to Vd at ¢ we have

Hess d(é;,¢é;) < (1&:]* = (Vd, &),

Hess d(é:, é1) < 0, if i = n;
essdale;, e;) = ’ .
’;((j)), ifie{l,...,n—1}.
Hence
> (Ve Vd,e;) => Hessd(é;,é;)
i=1 i=1
< (n — 1)K() COth(Kod), if Koy > 0;
B Rt if Ko =0.
Therefore
2d A o 2 2¢)(R)
s
A gpz—@;(veiw,m—ﬁz— R (3.7)

where 9 is as in the claim.
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A straightforward computation gives also

y Vul? 4d(z, p)> Vu 2
Sf2 = g DipDyp — — ; 1—(—
IVZpl® = g" DipDjp 16u(p)2W2+ i o V@, p)
d(z,p)

W (Vu,Vd(x,p))

[Vt ad(ep)? (| Ve _dp)lvul
~ 16u(p)?W? R4 u(p)R2W?

(s -5

Note that

2
|Vu|  2d(z,p) - 1 (3.8)
du(p)W R2W 16u(p)2a?
with some constant o > 2 if and only if

|Vul 2d(x, p) 1 [Vul 2d(x,p) 1
(4u<p>w‘ RPW ‘4u<p>a> <4u<p>w‘ R2W +4u<p>a) -0

This is clearly true if the first factor is positive, i.e. if

a8d(xz, p)u(p)
R? '

alVu| —W >

On the other hand,
alVu| —W > W
if

a2

a? —4

W(q) >max{ V%,aéggp)}

we see that also (3.8) holds and thus we have the estimate
1
16u(p)2a?’
Plugging (3.7) and (3.9) into (3.6) we obtain
2R, K _(n- DK
R? 16u(p)?a? K

w? >

Therefore assuming

IVEl* >

But choosing

K = 8u(p)*a? <2%f )y \/ 4%{?2 + f&p;gﬁ) (3.10)

with @ = 4 we get a contradiction and hence we must have

Wia) < max { 72 200

This implies
h(p) = (5@ — 1YW (p) = (7K — )W (p) < h(q)
2

32u(p)
(e —1)max{ — }

IN

3 R
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and noting that ik 1 > e — 1 we obtain the desired estimate

vu < (€ 40 (5 + PR,

O

Next we apply Proposition 3.1 to the setting of Theorem 1.1 to obtain a uniform
gradient estimate.

Corollary 3.2. Let M be a complete Riemannian manifold with asymptotically
non-negative sectional curvature. If u: M — R is a solution to the minimal graph
equation (1.1) that is bounded from below and has at most linear growth, then there
exist positive constants C and Ry such that

|Vu(z)| < C (3.11)
for all x € M\ B(o, Ryp).

Proof. We may assume, without loss of generality, that u > 0. Then the assump-
tions on the growth of w and on the curvature of M imply that there exist constants
c and Ry such that

u(z) < cd(z,0) (3.12)

and
C

K(P)>——
(P) = d(x,0)?
for all z € M\ B(o, Ry/2). Next we apply Proposition 3.1 to points p € M\ B(o, Ry)
with the radius R = d(p,0)/2 > Ry/2. Noticing that B(p,R) C M \ B(o,R) C
M \ B(o, Ry/2), we obtain an upper bound
K3 = Ko(p,R)? < */R? (3.13)

for the constant Ky in the sectional curvature bound in B(p, R). It follows now
from (3.12) and (3.13) that

% < 2c,
PY(R) < (n—1)c coth(c) + 1,
and
u(p)? K3 < 4c®.
Plugging these upper bounds into (3.3) gives the estimate (3.11). d

We are now ready to prove the Theorem 1.1.

Proof of Theorem 1.1. Denoting

1
Alz) = ——
V1+|Vul?
we see that v
div ——e = div (A(z)Vu) =0
V14 |Vul?
is equivalent to
1

A div (A(z)Vu) = 0.

Now we can interpret the minimal graph equation as a weighted Laplace equation

A, with the weight
o= VA

Note that due to the uniform gradient estimate (3.11) of Corollary 3.2 there exists
a constant ¢ > 0 such that ¢ <o <1in M \ B(o, Ry) and hence the operator A, is



10 JEAN-BAPTISTE CASTERAS, ESKO HEINONEN, AND ILKKA HOLOPAINEN

uniformly elliptic there. On the other hand, the assumption (ANSC) implies that
the (unweighted) volume doubling condition (VD) and the (unweighted) Poincaré
inequality (PI) hold for balls inside B(p, R), with R = d(o,p)/2 > Ry. More
precisely, the Ricci curvature of M satisfies
(n—1)K?
d(x,0)?

for some constant K > 0 if d(z,0) > Ry and Ry is large enough. Then for each
z € B(p,R), with d(o,p) > 2R > 2Ry, we have Ric(z) > —(n — 1)K?2, where
K = KR™'. Then the well-known Bishop-Gromov comparison theorem (see [17,
5.3.bis Lemma]) implies that

140 (B(a:, 27“))
140 (B(:v,r))

for all balls B(z,2r) C B(p, R) C M \ B(o, Rp). On the other hand, it follows from
Buser’s isoperimetric inequality [3] that

/ T el dio < resplea (1 ) [ 19f1dno < er [ 1951duo, (316)
B(xz,r B B

Ric(z) > — (3.14)

< 2"exp(2r(n — 1)K) < 2"exp((n — 1)K) (3.15)

for every f € C*'(B(z,r)), where

1
[B@r) = /  dpo
() /Lo(B(iL',T)) B(z,r)

and the constant ¢ also has an upper bound that depends only on n and K. Since
A, is uniformly elliptic in M \ B(o, Ry), the Moser iteration method gives a local
Harnack’s inequality
sup u<c inf w (3.17)
B(p,R/2) B(p,R/2)
for all p € 9B(0,2R), with the constant ¢ independent of p and R. Since we assume
that M has only one end, the boundary of the unbounded component of M\ B(o, 2R)
is connected for all sufficiently large R and can be covered by k balls B(z, R/2),
with € 0B(0,2R) and k independent of R; see [1] and [24]. Iterating the Harnack
inequality (3.17) k times and applying the maximum principle we obtain
sup u<C inf w. (3.18)
B(0,2R) B(o,2R)
Finally, we may suppose, without loss of generality, that infy; v = 0. Letting then
R — oo, we get
sup v <C inf u—0
B(0,2R) B(o,2R)
as R — 0o, and therefore u© must be constant. O

Proof of Corollary 1.3. In the proof below, the constants ¢, C, Cy, A, and k depend
only on n and on the function A in the (ANSC) assumption.

We may assume that u(o) = 0. Suppose first that u: M — R is a solution to the
minimal graph equation (1.1) such that

ju(@)|

d(z,0)—00 d(.ﬁE, O)

= 0. (3.19)

Then there exists a sufficiently large Ry such that |u(z)| < d(z,0) for all z €
M \ B(o, Ro/2) and that (3.13) holds, i.e. K2 = Ko(p, R)?> < ¢*/R? for all p €
M\ B(o, Ry) and R = d(p,0)/2 > Rp/2. Denote

M(t)= sup v and m(t) = inf u
(t) B(og) (t) st
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for t > 0. Then u — m(2t) is a positive solution in B(o,2t) and, moreover, u(x) —
m(2t) < 4t for all z € 9B(0,3t/2) and t > Ry. Applying Corollary 3.2 to u — m(2t)
in balls B(z,t/2), where x € 9B(0,3t/2) and t > Ry, we obtain a uniform gradient
bound

[Vu(z)| < C

for all x € M\ B(0,3R(/2). Therefore, we may apply the Harnack inequality (3.18)
to functions u — m(2t), for all sufficiently large ¢, to obtain

M(t) — m(2t) < Co(m(t) — m(2t)). (3.20)

Then we proceed as in the proof of the Holder continuity estimate for A-harmonic
functions in [19, 6.6. Theorem] to obtain

M(t) —m(t) < A(M(2t) — m(2t)), (3.21)

where A = (Cy — 1)/Cy. For reader’s convenience we give the short proof of (3.21).
To obtain (3.21) suppose first that

m(t) —m(2t) < Cy' (M (2t) — m(2t)). (3.22)
Then

M(t) —m(t) = M(t) — m(2t) + m(2t) — m(t)
< (Co —1)(m(t) —m(2t))
< A(M(2t) — m(2t))

by (3.20) and (3.22). On the other hand, if
m(t) —m(2t) > Cy ' (M (2t) — m(2t)),
then

M(t) — m(t)

IN

M(2t) —m(t) — (m(t) — m(2t))
A(M(2t) — m(2t)).

IN

Thus (3.21) always holds. Suppose then that R > r, with r sufficiently large.
Choose the integer m > 1 such that 2m~! < R/r <2™. Then

M(r) —m(r) < A" H(ME™Y) —m(2m7h))
< A(M(R) — m(R)).
Setting kK = (—log A)/log 2, we get (r/R)® > 27*A™~! and therefore

r

M(r) — m(r) < 2% (E)” (M(R) — m(R)) (3.23)

for every R > r, with r sufficiently large. Notice that (3.23) holds for all entire
solutions satisfying (3.19). Finally, if u is an entire solution to (1.1) such that

|u(z)]

1i
d(z,(l)gli)oo d(I, O)H

:0’

the estimate (3.23) holds for u. Letting R — oo in (3.23), we obtain M (r)—m(r) =0
for all r and, consequently, © must be constant. O
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4. EXISTENCE RESULTS ON ROTATIONALLY SYMMETRIC MANIFOLDS

In this section we assume that M is a rotationally symmetric Cartan-Hadamard
manifold with the Riemannian metric given by

ds® = dr® + f(r)?dv?

where r(z) = d(o, x) is the distance to a fixed point 0 € M and f: (0,00) — (0, 00)
is a smooth function with f” > 0. Then the (radial) sectional curvature of M is
given by K(r) = —f"(r)/ f(r).
On such manifold the Laplace operator can be written as
0? ! 1

_ flor 0 n AS,
foror (for)?
where AS is the Laplacian on the unit sphere S»~! c T,,M. For the gradient of a
function ¢ we have

(4.1)

dp 0 1
YT oror

VSy (4.2)

and
IVol® = ¢ + 2Vl
Here V® is the gradient on S"~!, |[V5¢| denotes the norm of V¢ with respect to

the Euclidean metric on S"~1, and ¢, = dp/0r. More precisely, in geodesic polar
coordinates (r, ),

oy P P der) 1
A@( ?19) - (97‘2 +( 1) f(T‘) or + f(T)2A 90(19>7
Vo(r,¥) = 9p(r9) 0 | 1 VS5(9) € R @ TyS" L,

or  or  f(r)?

where ¢: S"7! — R, $(9) = ¢(r,9) for each fixed r > 0.

Existence of non-constant bounded harmonic functions on rotationally symmet-
ric manifolds was considered in [27], where March proved, with probabilistic argu-
ments, that such functions exist if and only if

J(f) = /loo (f”‘3(r) /:o fl_”(p)dp)dr < 0.

In terms of radial sectional curvature we have (for the proof see [27])

J(f) < oo it K(r) <

— for ¢ > ¢, and large r,
r2logr

and

J(f) =00 if K(r)> for ¢ < ¢, and large r,

“r2logr
where K(r) = —f"(r)/f(r) and c2 = 1, ¢, = 1/2 for n > 3. Another proof for the
existence was given in [30] and our approach in this section is similar to that one.

4.1. Minimal graph equation. First we consider the minimal graph equation
and prove the following existence result.

Theorem 4.1. Assume that

/100 (f(s)H /:o f(t)lfndt)ds < . (4.3)

Then there exist non-constant bounded solutions of the minimal graph equation
and, moreover, the asymptotic Dirichlet problem for the minimal graph equation is
uniquely solvable for any continuous boundary data on Osc M.
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Proof. First, changing the order of integration, the condition (4.3) reads
oo flt f(s)ninS
——dt < . 4.4
J e )

Now we interpret 9, M as S"~! and let b: S*~! — R be a smooth non-constant
function and define B: M \ {o} — R,

B(exp(r9)) = B(r,9) = b(9), ¥ € S~ € T, M.
Define also

w0 =k [ 107 [ st

with k& > 0 to be determined later, and note that by the assumption (4.4) n(r) — 0
as r — oo.

The idea in the proof is to use the functions 7 and B, and condition (4.4) to
construct barrier functions for the minimal graph equation to show the existence
of solutions that extends continuously to the asymptotic boundary 0., M with pre-
scribed asymptotic behaviour.

Begin by noticing that

o) = k) / " fs)3ds <0,

7"(r) = k(n— 1) (r) ()™ / " F(s) s — kf ),

and
An=—kf?
where 7(x) :=n(r(z)). The minimal graph equation for  + B can be written as

div V(n+ B) _ A(n+ B)
VI+IVin+B)2 1+ [V(n+B)]?

X (4.5)
+ <V(77+B),V(\/1+ |V(n+B)|2)>’

and we want to estimate the terms on the right hand side. First note that

A(n+ B)(r,9) = —kf(r) "2 + f(r)"2A5b(0) (4.6)
and
IV(n+ B)(r,0)]* = 0 (r)? + f(r)*|Vob(9)[*.

Hence the second term on the right hand side of (4.5) becomes

1 _ 2 —2| oSy 2) —3/2
<V("+B)’v<\/1+|v<n+3)l2)>(HWH A

(= e+ B VOB = £V VR (V) ) /2)
= (1 02+ F2) (= s £ OO

— f Hess® b(V5D, VSb)),
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where Hess® is the Hessian on S”~!. Using (4.5) and (4.6) we get

V(n+ B) 2 | 2552 —3/2( ko ASh kn?
iv =(1+n + V*=b - =+ — - -
TN Bp v ErRE P
N P ASh  k|VSb[? N [VS02A% N 0 frr|VSB|?
f2 f4 f4 77’)””7’7‘ f3
Hess® b(VSb, VSb)
_ 7

= (1472 + £2V52) 2 <f-2( — k+ ASh — kn? + n?A%)

+ 174 ( = KV + [T A% — Hess® (755, V4) ) (4.7)
(k=02 [ oy =) g )
1
= (L2 + f Vo) 2 <f-2( — k+ A%+ 12 A%)
(= KV + [ VbPA% — Hess b(VEb, V°) )
fr [7 20 ne -
(K= g [ S0 ) 9O
1
< (1402 + f2V52) %2 <f-2( — k+ A8+ 12A%)
+ fTHVE? (= k + ASb + | Hess® b])

= (k- 02 [ g i) vy )

<0

when we choose r large enough and then k > ||b||c2 large enough. Note that S?~!
is compact so ||b||c2 is bounded. Then the computation above shows that

div V(n—i—B)
V1I+[V(n+B)]? ~

for r and k large enough. In particular, n + B is a supersolution to the minimal
graph equation in M \ B(o,rq) for some rg.

Choose k so that (4.7) holds and 1 > 2max |B| on the geodesic sphere dB(o, o).
Then a = mingp(,,ry) (1 + B) > max B. Since n(r) — 0 as 7 — oo, the function

() = {min{(n +B)(x),a} ifx € M\ Bo,ro);
a if x € B(o,70)

is continuous in M and coincide with b on O, M. Moreover, w is a global upper
barrier for the asymptotic Dirichlet problem with the boundary values b on 9, M.
By replacing n with —n we obtain the global lower barrier v,

o(@) = {maX{(_U+B)($),d} if 2. € M\ B(o,70);
d if > € B(o, ),

where d = maxpp(o,r,)(—7n + B). Notice that v < B < w by construction.
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Next we solve the Dirichlet problem
VU@ o
7/ 1+ |V’LL5|2

u|0B(o0,¢) = B|0B(o,{)

in geodesic balls B(o,{), with ¢ > ry. The existence of barrier functions implies
that

div 0 in B(o,{);

v<1u <w
on 0B(o,¥) for all £ > ry. Hence, by the maximum principle, (u;) is a bounded
sequence and we may apply gradient estimates in compact subsets of M to find a
subsequence, still denoted by (u¢), that converges uniformly on compact subsets
in the C?-norm to an entire solution u. The PDE regularity theory implies that
u € C®°(M). Moreover, v < u < w and hence it follows that u extends continuously
to the boundary d.,,M and has the boundary values b.

Suppose then that § € C(0,,M). Again we interpret ..M as S*~1 c T,M.
Let b; be a sequence of smooth functions converging uniformly to 6. For each i,
let u; € C(M) be a solution to (1.1) in M with u;|0s M = b;. Then the sequence
(u;) is uniformly bounded and consequently their gradients |Vu;| are uniformly
bounded. By a diagonal argument we find a subsequence that converges locally
uniformly with respect to C?-norm to an entire C°°-smooth solution u of (1.1) that
is continuous in M with u|0., M = 6.

For the uniqueness, assume that u and 4 are solutions to the minimal graph
equation, continuous up to the boundary, and v = 4% on J,,M. Assume that
there exists y € M with u(y) > 4(y). Now denote § = (u(y) — 4(y))/2 and let
U C {z € M: u(z) > a(x) 4+ 6} be the component containing the point y. Since
u and @ are continuous functions that coincides on the boundary 0., M, it follows
that U is relatively compact open subset of M. Moreover, © = @ + § on U, which
implies u = @ + ¢ in U. This is a contradiction since y € U. (]

In terms of the curvature bounds, we obtain the following corollary; see [27,
Theorem 2] or the proof of Corollary 4.4.

Corollary 4.2. Let M be a rotationally symmetric n-dimensional Cartan-Hadamard
mamnifold whose radial sectional curvatures outside a compact set satisfy the upper
bounds

1+e e
K<Px)S—W7 ifn=2 (4.8)
and
_1/2+¢ i

Then the asymptotic Dirichlet problem for the minimal graph equation (1.1) is solv-
able with any continuous boundary data on OsoM. In particular, there are non-
constant bounded entire solutions of (1.1) in M.

Indeed, the radial curvature assumptions (4.8) and (4.9) imply the integral con-
dition (4.3).

4.2. p-Laplacian. Similar approach works also for the p-Laplacian and we prove
the following existence result for p € (2,n). The case p = 2 equals to the case of
usual harmonic functions, which is already known, and the case p > n is discussed
in Section 5. The case 1 < p < 2 remains open.

Theorem 4.3. Let p € (2,n) and assume that

/100 (f(s)ﬁ /:O f(t)adt) ds < oo, (4.10)
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a=—-n-1)/p—-1) and = (n—2p+1)/(p—1), i.e. a+ = —2. Then
the asymptotic Dirichlet problem for the p-Laplacian is uniquely solvable for any
continuous boundary data on Oso M, in particular, there exist entire non-constant
bounded p-harmonic functions.

Proof. Again we interpret OsoM as S?~!. Let b: S"™! — R be a smooth non-
constant function such that |Hess®b| < e, where ¢ > 0 will be specified later.
Define B: M \ {0} — R, B(exp(rd)) = B(r,9) = b(¥), 9 € S*~! C T,M. Similarly
as in the proof of Theorem 4.1 we define a function

o= [ o[ 19 ()dsde,

where a and 3 are constants to be determined later. We show that the function
n+ B, n(x) = 17(7"(1:)), is a supersolution for the p-Laplace equation, i.e.

Ap(n+ B) =div(|V(n+ B)[P"2V(n+ B)) <0.
Since 1, < 0 and B, = 0, we have |V(n+ B)| > 0 in M \ {o}. First we compute

Ap(n+ B) = div(|V(n + B)P~*V(n + B))
= [V(n+ B)|""*A(n + B)

+ 1%2‘%7 +B)[P=*(V(n+ B),V([V(n+ B)[*))

Sb2 . Asb
= V(n+B)P [(773 + ng' ) (nw +(n— 1)ffn - f2)
0 fr|VSD|? Hess® b(VSb, Vo)

I I )}

+(p—2) <77?mr -

Since we are interested in the sign of A,(n + B), we may just consider the term
inside the brackets. Again, by straightforward computation, we obtain

A + B va2 fTT ASb
IV(;(ZB)IP)4_<773+| le )(nrr+(n—1) f" +f?>

Sp|I2 Hess® b(VSb, Vb
+(10—2)<2 el i (V2. V70)

nrnrr - f3 f4

fene A%
S S
+ szbz (nw +(n—p+1) f}m + AJJ) + (p—2)f* Hess® b(V°b, V°b)

" S
= (((p ~Da+n- 1)f°“1f,~/1 FA(s)ds — (p— 1) fo+ + Ab)

f2
Vob[? For ans  ASH
+ (p— 2)f* Hess b(V°b, Vo).




MINIMAL GRAPHIC AND p-HARMONIC FUNCTIONS 17

Then choosing @ = —(n —1)/(p—1) and f = (n —2p+1)/(p — 1), i.e. such that
o+ 8 = —2, and recalling that p € (2,n) and 7, < 0 we see that

A,(n+ B 2 Vo[ ((n—p)(p—2)f frnr
+ (p — 2)f~* Hess® b(V°b, V°b)

,'72
gf—g(—p+1+ASb)

[VEb|? ((n —p)(p—2)f frnr

+

7i 1 —1+Agb+(p—2)|HessSb|>
p_

<0

p=1 _ 1
n—1’ n+p—3
n+ B is a p-supersolution in M \{o}. Similarly, we obtain an estimate A,(—n+B) >
0, and therefore —n + B is a p-subsolution in M \ {o}. Notice that k(n + B) is a
p-supersolution in M \ {o} for all £ > 0 and similarly k(—n + B) is a p-subsolution
in M\ {0}. Hence the assumption | Hess® b| <  is not a restriction. The asymptotic
Dirichlet problem with any continuous boundary data ¢ € C(95N) can then be
uniquely solved either by Perron’s method with a suitable choice of the function

b or approximating the given ¢ € C(J,N) by functions b; € C*°. We omit the
details and refer to [31] and [21]. O

when | Hess® b| < e, with ¢ > 0 small enough, e.g. ¢ < min( ) Hence

In terms of curvature bounds, we obtain the following corollary.

Corollary 4.4. Let M be a rotationally symmetric n-dimensional Cartan-Hadamard
mamnifold, with n > 3, whose radial sectional curvatures outside a compact set satisfy

1/2+¢
r(z)?logr(x)
Then the asymptotic Dirichlet problem for the p-Laplacian, with p € (2,n), is

uniquely solvable for any continuous boundary data on Os M. In particular, there
exist non-constant bounded p-harmonic functions on M.

K(P,) < — (4.11)

Proof. Tt is enough to show that the curvature assumption (4.11) implies finiteness

of the integral
/100 (f(s)ﬁ /:O f(t)adt>ds < 0,

where a« = —(n—1)/(p—1) and 8 = (n—2p+1)/(p—1), i.e. a+p = —2. Although
this seems more complicated than the situation with (4.3), it is essentially the same
because a and 8 are chosen so that a + 8 = —2 which is same as the sum of the
exponents in (4.3). For the sake of convenience, we give some details.

As in [27], define ¢(r) = r(logr)¢, ¢ > 0. Choose a > 1 such that ¢'(a) > 0,
¢"(a) > 0 and let g(r) = (¢p(r + a) — ¢(a))/¢'(a). Then g(0) =0, ¢’(0) =1, and
—g"(r)/g(r) < 0 behaves asymptotically as

Ly = (1 + 1)

“r2logr log r

as r — oo. Applying [27, Lemma 5], we see that (4.10) is equivalent to the finiteness
of the similar integral condition for g. Moreover, g(r) behaves asymptotically as
¢(r), so it is enough to show

/:O <¢(s)*3 /:O qﬁ(t)“dt) ds < o0. (4.12)
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But [ ¢(t)*dt behaves asymptotically as

Sa—i—l(log S)ca
—a—-1
and therefore )
t)¥dt ~
oy [ ettt
as s — 0o. Hence (4.12) holds if and only 1f c>1/2. O

5. p-PARABOLICITY WHEN p > n

In this section we show that the upper bound p < n in Theorem 4.3 cannot
be improved. Namely there exist manifolds that satisfy the curvature assumption
(4.10) and are p-parabolic when p > n. Recall that a Riemannian manifold N is
called p-parabolic, 1 < p < oo, if

cap,(K,N) =0

for every compact set K C N. Here the p-capacity of the pair (K, N) is defined as
cap,(K,N) = inf/ |VulPdug,
v JN

where the infimum is taken over all u € C§°(N), with u|K > 1. In [20, Proposition
1.7] it was shown that a complete Riemannian manifold is p-parabolic if

[ ()" s

where V(t) = po(B(o,t)) and 0o € N is a fixed point. We apply this to get the
following result.

Theorem 5.1. Let o > 0 be a constant and assume that M is a complete n-
dimensional Riemannian manifold whose radial sectional curvatures satisfy
Q@
Ky(Py) > —————
w(Pe) 2 r(x)?logr(x)
for every x outside some compact set and every 2-dimensional subspace P, C T, M
containing Vr(z). Then M is p-parabolic
(a) ifp=nand 0 <a<1;or
(b) p>n and a > 0.

(5.1)

Proof. Let R > 1 be so large that the curvature assumption (5.1) holds in M \
B(o, R) and denote
B =inf {Ky(P,): v € B(o,R—1)} > —oo.
Let k: [0,00) — (—00,0] be a smooth function that is constant in some neighbor-
hood of 0, k(t) < B for t € [0,R — 1], k(t) < —a/(t?logt) for t € [R — 1, R] and
k(t) = —a/(t*logt) for all t > R. Then the sectional curvatures of M are bounded
from below by kor. Applying the Bishop-Gromov volume comparison theorem we
obtain
V(r) = po (B(o, 7’)) < Cr"(log 7’)0‘("_1)
for some constant C' and for » > R large enough.
Consider first the case p = n. Then

00 t 1/(n—1) oo ¢ 1/(n—1)
—_— dt > _ dt
/R <v<t>> —C/R <tn<logt>a<n-1>>

[, o
= C dt =0
r t(ogt)™
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if 0 < a < 1. This proves the first case. On the other hand, if p > n, we have
t"L(logt)*(»=1) <t~ 1(logt)*®~1) and
t(n—l)/(p—l)(logt)a
t

— 0

for any a > 0 as t — oo, and hence

%/ g\ M@ . ) 1-1)
/ — dt > c/ dt
r \V() ~ Jr \t""(logt)e=D)

= 1
= C/ D1 (log £)7 L~ >

for any a > 0. This proves the second case. O
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ABSTRACT. We study the asymptotic Dirichlet problem for Killing graphs with
prescribed mean curvature H in warped product manifolds M x, R. In the
first part of the paper, we prove the existence of Killing graphs with prescribed
boundary on geodesic balls under suitable assumptions on H and the mean
curvature of the Killing cylinders over geodesic spheres. In the process we ob-
tain a uniform interior gradient estimate improving previous results by Dajczer
and de Lira. In the second part we solve the asymptotic Dirichlet problem in
a large class of manifolds whose sectional curvatures are allowed to go to 0 or
to —oo provided that H satisfies certain bounds with respect to the sectional
curvatures of M and the norm of the Killing vector field. Finally we obtain
non-existence results if the prescribed mean curvature function H grows too

fast.
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1. INTRODUCTION

Let N be a Riemannian manifold of the form N = M x, R, where M is a com-
plete n-dimensional Riemannian manifold and ¢ € C*°(M) is a smooth (warping)
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function. This means that the Riemannian metric g in N is of the form
g = (0om)’m; dt* + 7ig, (1.1)

where g denotes the Riemannian metric in M whereas ¢ is the natural coordinate
inRand 7 : M xR - M and 73 : M x R — R are the standard projections. It
follows that the coordinate vector field X = 0, is a Killing field and that o = | X|
on M. Since the norm of X is preserved along its flow lines, we may extend o to a
smooth function ¢ = | X| € C*°(N). From now on, we suppose that ¢ > 0 on M.

In this paper we study Killing graphs with prescribed mean curvature. Such
graphs were introduced in [10], where the Dirichlet problem for prescribed mean
curvature with C%“ boundary values was solved in bounded domains  C M under
hypothesis involving data on 2 and the Ricci curvature of the ambient space N.
Recall that given a domain Q C M, the Killing graph of a C? function u : 2 — R
is the hypersurface given by

Yy ={(z,u(x)):z € Q} C M xR.

In other words,
Yo ={Y(z,u(x)): x € Q},

where ¥: Q x R — N is the flow generated by X. In [7] the Dirichlet problem was
solved with merely continuous boundary data. Furthermore, the authors proved the
existence and uniqueness of so-called radial graphs in the hyperbolic space H"*!
with prescribed mean curvature and asymptotic boundary data at infinity thus
solving the asymptotic Dirichlet problem in H™ X o, R. One of our goals in the
current paper is to solve the asymptotic Dirichlet problem with prescribed mean
curvature in a large class of negatively curved manifolds.

On the other hand, it is an interesting question under which conditions on a
Riemannian manifold M every entire constant mean curvature graph over M is a
slice, i.e. a graph of a constant function. The first such result is the celebrated the-
orem due to Bombieri, De Giorgi, and Miranda [3] that an entire minimal positive
graph over R" is a totally geodesic slice. Their result was extended by Rosenberg,
Schulze, and Spruck [16] to a complete Riemannian manifold M with nonnegative
Ricci curvature and the sectional curvature bounded from below by a negative con-
stant. Ding, Jost, and Xin considered in [11] complete, noncompact Riemannian
manifolds with nonnegative Ricci curvature, Euclidean volume growth, and qua-
dratic decay of the curvature tensor. They proved that an entire minimal graph
over such a manifold M must be a slice if its height function has at most linear
growth on one side unless M is isometric to Euclidean space. In the recent paper
[4] Casteras, Heinonen, and Holopainen showed that a minimal positive graph over
a complete Riemannian manifold with asymptotically nonnegative sectional curva-
ture and only one end is a slice if its height function has at most linear growth.
Entire Killing graphs in M X, R with constant mean curvature were studied in [8]
and [9]. In particular, it was shown in [8] that a bounded entire Killing graph of
constant mean curvature must be a slice if Ricy; > 0, Ky > — K for some Ky > 0,
and if o > go > 0, with ||o||c2(ar) < c0.

Our current paper is inspired by the above mentioned research [10], [7], [8], and
[9] on Killing graphs with prescribed mean curvature as well as by the recent paper
[5]. In the latter, the asymptotic Dirichlet problem for f-minimal graphs in Cartan-
Hadamard manifolds M has been studied. Recall that f-minimal hypersurfaces are
natural generalizations of self-shrinkers which play a crucial role in the study of
mean curvature flow. Moreover, they are minimal hypersurfaces of weighted man-
ifolds My = (M ,g,efd volM), where (M, g) is a complete Riemannian manifold
with the Riemannian volume element d vol,;.
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Returning to the Killing graph ¥, of a function u, we note that the induced
metric in ¥, has components

gi; + QQ(x)uiuj, (1.2)

where g;; are local components of the metric g. The induced volume element in ¥,
(or equivalently, on the domain Q C M) is given by

d¥ = o/ 072 4 |Vu|2 dM.

We consider the constrained area functional

Aplu] = / oo T Va2 dM + Vi ful,
Q

u(z)o(z)
VH[u]—// anM—/anudM
o Jo Q

and H is a smooth function on €. Given an arbitrary compactly supported function
v € C3°(£2) we have the first variation formula

OAmu]-v= 4 OAH[u—i—sv] = —/Q (div(%) + <V10gg, %> —nH)deM,

where

ds

where
W =072+ |Vul?

and the differential operators V and div are taken with respect to the metric ¢ in
M. Then the Euler-Lagrange equation of this functional is

div(%) —+ <Vlog 0, %> =nH (1.3)

and H(x) is the mean curvature of the graph ¥, C M X, R at (z,u(z)). The
equation (1.3) can be rewritten as

div_logg(%) = nH,

where the weighted divergence operator corresponding to a smooth density function
f € C>(M) is defined by
diviZ = el div(e ™ Z) = divZ — (Vf, Z).

Note that this is the divergence-form operator that fits well with the weighted
measure 9odM in the sense that a suitable version of the divergence theorem is still
valid in this context. Reasoning another way around, since ¥ is oriented by the
normal vector field

1
N =

= 77 (72X = Vil )

and

<Vlogg, %> = —(Vlogo, N),

where V is the Riemannian connection in N, we can interpret
1
Hiogo=H + E(V]ogg,N}

as a weighted mean curvature of the submanifold ¥, in the Riemannian product
M x R in the sense that the Euler-Lagrange PDE may be rewritten as

diV(%) = nHog o-
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More generally, if f is an arbitrary density in M we consider a weighted area
functional of the form

A, plu] = /Qe_fgx/g2 + |Vul|2dM + /QnHe_fgudM.

In this case, the Euler-Lagrange equation is

di\g(%) + <V10g 0, %> =nH. (1.4)

As before, this equation may be rewritten either in terms of a modified weighted
divergence

divs_1og o (%) =nH

or as a prescribed weighted mean curvature equation
. Vu . /Vu _
divy (W) = d1v<W) + (Vf,N) =nHiog .

For the time being, we restrict ourselves to the case where f = 0. Intrinsically,
given a hypersurface ¥ C N and denoting u = t|s, the parametric counterpart of
(1.3) is

Asu=nH(N,d;) — 2(V*log o, V=u), (1.5)
where Ay is the Laplace-Beltrami operator in 3. Indeed if V> denotes the intrinsic
covariant derivative in X, we have

VZu = (Vi)' = 0720,
where T' denotes tangential projection onto T>. Hence we obtain
Asu=nHp %(9;, N) + (VZ9~2,0l'),

from where the formula (1.5) above follows.
In particular, minimal graphs in N = M X, R have height function that satisfies
the weighted harmonic equation

Asu 4 2(V*1log 0, VZu) = 0. (1.6)
This may be considered as a PDE in Q if we replace the metric g by the induced
metric with components given by (1.2).
Denoting
uiu?

WQ

o = gl —

we can write (1.3) in non-divergence form as

y . 1
o u;; + (log 0)'u; (1 + 92W2> =nHW. (1.7)

2. MAIN RESULTS

The existence of Killing graphs with prescribed mean curvature H over bounded
domains Q@ C M with continuous boundary data on 92 was established in [7, The-
orem 2] under suitable conditions on the Ricci curvature on 2, the mean curvature
function H, and on the mean curvature of the Killing cylinder over 92; see also
[10].

In this paper we mainly focus on the setting where M is a Cartan-Hadamard
manifold with sectional curvatures controlled from above and below by some ra-
dial functions. We prove quantitative a priori height and gradient estimates for
solutions of (1.3) on geodesic balls Q = B(o,k) C M under natural conditions on
the prescribed mean curvature function in terms of sectional curvatures Kj,; and
the warping function p. These estimates allow us to use the continuity method
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(the Leray-Schauder method) and hence are enough to guarantee the existence of
solutions to the following Dirichlet problem

{div(%)—f—(Vlogg,z{j =nH in Q

. (2.1)
ul0Q = ¢ in 09,

where ¢ € C(99). We formulate the (local) existence result in geodesic balls on
Cartan-Hadamard manifolds.

Theorem 2.1. Let M be a Cartan-Hadamard manifold, Q = B(o,k) C M, and
w € C(0). Suppose that the prescribed mean curvature function H € C*(Q)
satisfies

|H(7)] < Hy— ()
in Q, where d(z) = dist (z,0B(0,k)) = k—r(x) and Hy_q is the mean curvature of
the Killing cylinder C,_q4 over the geodesic sphere OB(o,k — d). Then there exists
a unique solution u € C%*(Q) N C(Q) to (2.1).

Above and in what follows we denote by r(z) = d(z,0) the distance from z to a
fixed point 0 € M. We notice that the mean curvature of the Killing cylinder C,
over a geodesic sphere dB(o,r) is given by

.= 1 (Ar + z(VQ,VT>>

H
and therefore can be estimated from below in terms of a suitable model manifold
M_az2() X, R, where M_,2(, is a rotationally symmetric Cartan-Hadamard man-
ifold with radial sectional curvatures equal to —a?(r) and oy : M — (0,00) is a
positive rotationally symmetric C! function such that

1 Or O

—(Vo,Vr) = ¢ Irov

1% 1% O+
To formulate the next corollary and for later purposes we denote by f,, € C*°([0, c0))
the solution of the Jacobi equation

n

(2.2)

f,/i/ - Hfo-c =0
fm(o) =0 (23)
fe(0) =1

whenever £: [0,00) — [0,00) is a smooth function.

Corollary 2.2. Let M be a Cartan-Hadamard manifold whose radial sectional
curvatures are bounded from above by

K(P,) < fa(r(x))z

for some smooth function a: [0,00) — [0,00). Suppose, moreover, that (2.2) holds
with some positive rotationally symmetric C* function oy = o4 (r). If the prescribed
mean curvature function H € C*(Q?), Q = B(o, k), satisfies

(n—1)fa(r(z)) L& (r(@))
fa(r(@)) o+ (r(z))

for all z € Q, then there exists a unique solution u € C**(Q) N C(Q) to (2.1).

As mentioned above the proofs of Theorem 2.1 and Corollary 2.2 for boundary
data ¢ € C%%(09) follow from the well-known continuity method once the a pri-
ori height and gradient estimates are at our disposal. The case of a continuous
boundary values ¢ € C(9€) can be treated as in [7]; see also [5].

Our main object in this paper is the asymptotic Dirichlet problem for Killing
graphs with prescribed mean curvature and behaviour at infinity. To solve the
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problem, we extend the given boundary value function ¢ € C'(0-, M) to a continuous
function ¢ € C(M); see Section 5 for the notation. Then we apply Corollary 2.2
for an exhaustion Q = B(o,k), k € N, of M to obtain a sequence of solutions
u, with boundary values uy|0Q; = ¢. Under a suitable bound on |H| in terms
of a comparison manifold M_,z2(,) X,, R we obtain a global height estimate and,
consequently together with Schauder estimates, the sequence is uniformly bounded
in the C%“-norm. Hence there exists a subsequence that converges in the C%“-norm
to a global solution u to the equation

Vu Vu

div(—) + (Vlog o, —

(T4) + (Viogo,

in M. Finally, under suitable curvature upper and lower bounds as well as condi-

tions on |H| we are able to construct (local) barriers at infinity and prove that the

solution u extends continuously to 0., M and attains the given boundary values ¢
there.

The following two solvability theorems will be proven in Section 6.

>:nH

Theorem 2.3. Let M be a Cartan-Hadamard manifold satisfying the curvature
assumptions (5.1) and (A1)—(A7) in Section 5. Furthermore, assume that the pre-
scribed mean curvature function H: M — R satisfies the assumptions (4.17) and
(5.7) with a convex warping function ¢ satisfying (4.12), (4.13), (5.8), and (5.9).
Then there exists a unique solution uw: M — R to the Dirichlet problem

S nH(z) in M
Vo2 +|Vul? (2.4)

U0 M = ¢

div_1og 0

for any continuous function ¢: do M — R.

Theorem 2.4. Let M be a Cartan-Hadamard manifold satisfying the curvature
assumptions (5.1) and (A1)—(A7) in Section 5. Furthermore, assume that the pre-
scribed mean curvature function H: M — R satisfies the assumptions (4.24) and
(5.7) with a convex warping function o satisfying (4.18), (5.8), and (5.9). Then
there exists a unique solution u: M — R to the Dirichlet problem (2.4) for any
continuous function @: 0soM — R.

3. A PRIORI HEIGHT AND GRADIENT ESTIMATES

Throughout this section we denote by Q. = B(o, k) the geodesic ball centered
at a given point o € M with radius k£ € N, and by d(-) = dist(-, 0Q) the distance
function to the boundary of €.

3.1. Height estimate. Fix k € N and suppose that u;, € C?(€;) is a solution of
the Dirichlet problem (2.1). We aim to show that the function

vk (x) = sup @x + h(d(z)), (3.1)
O0Qy,

where h will be determined later, is an upper barrier for the solution uy. It suffices
to show (see [17, p. 795] or [10, pp. 239-240]) that vy is a barrier in an open
neighbourhood of 9€);, in which the points can be joined to 02 by unique geodesics.
In this neighbourhood the distance function d has the same regularity as 0€2; and
therefore the derivatives of d in the following computations are well-defined.

Since X is Killing field, we have
1

(Vlogo,Vd) = 5

Z (Vo, V) = ~—(Vx X, Vd) = —x(d), (3:2)



ASYMPTOTIC DIRICHLET PROBLEMS IN WARPED PRODUCTS 7
where k is the principal curvature of the Killing cylinder C;_, over the geodesic
sphere 0B(o0,k — d). This implies that

hWvd n
Qlug] = div<> e
[ ] /972 + h/2 /972 + h/2

— = (ad = o =),

where 9y denotes the derivative to the direction Vd. However,
Ad— k= —nHyg_g,

where Hy,_4 is the mean curvature of the cylinder C_4, and we have

h/ _ h// h/ 72 .
ad(\/m) B \/m N (Q72+h’2>3/2(g K+ h'h )
-2
4
= o .
Hence it follows that
n 02

Q[Uk] = — Hk—d + (h// - Iih/).

Vertr (72 +H2)pP

Suppose that the principal curvature of the Killing cylinder C_,4 satisfies

_op(d)
00(d)’
where gg is a smooth positive increasing function on [0,00). We note already at

this point that, in the case of Cartan-Hadamard manifolds, Vd = —Vr and this
agrees with the assumption (4.12). Then define the function h as

K(d) >

h(d)=C [ op*(t)dt (3.3)
0

for some constant C' > 0 to be fixed later. Now, since i’ > 0, we have
' —kh' <0
and
h Co
Q V| < _771Hk—d = _777/Hk—d-
= R V@i
Assuming that
|H‘ < Hi_4
in Q, and choosing the constant C' as
H?/H{_; sup o)
1— H?/H? , inf o?

c? >
we see that

Qvg] —mH <0

and hence vy is an upper barrier for ug.
Similarly we see that the function

vy = If o — h(d)

is a lower barrier for uj and together these barriers give the following height esti-
mate.
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Lemma 3.1. Assume that

|H‘ < Hp_4 (34)
in Q. and that uy, is a solution to the Dirichlet problem (2.1). Then there erists a
constant C = C(Qy) such that

sup |ug| < C + sup|g|.
Q, 80,

3.2. Boundary gradient estimate. For given € > 0 we define an annulus
Ur(e) ={z € Qp: d(x) < e}.

In order to obtain a boundary gradient estimate, we aim to show that a function
of the form

w(z) = g(d(z)) +(z)
is an upper barrier in the set Uy (¢) for a fixed € € (0,1/2) chosen so that d is smooth
in Uy (g). Here we denote by 1 the extension of the boundary data that is constant
along geodesics issuing perpendicularly from 98, i.e. (exp,tVd(y)) = »(y),

where y € 09, and Vd(y) is the unit inward normal to 0 at y. From (1.7) we
have that

1 1 1 1 — Vuw
Qw] = WAM — ﬁ(vaVw, Vw) — 7z (1 + QQVVQ) <VXX7 W>7 (3.5)

where

W =102+ |Vw]z=\/0"2+ g2 + [Vy|2.
Since
Vw = ¢'Vd + V1,
with (Vd, Vi) = 0, it follows that
Aw = g'Ad + g" + Ay

and
<vavw, Vw} = g’29" — g’(Vmde, V¢> + <vav¢, Vi/)>
Moreover, by (3.2)

(Vw,VxX) = ¢'(Vd,VxX) + (V§,VxX) = g0’k + (V§), Vx X).
Using the expression (3.5) we obtain that

Ofu] = -(¢" + 9 Ad + M) = (69" — ¢ (V94 Td, V) + (Vou 0, V1))

1 1 A ¢
“w (1w (o (T )

and combining with the previous reasoning, this results to

g// 5 9 g/ 1 1
Ol = (o7 + (V0P + 7 (A= (14 i )o) +
1 J
— 373 (Ve Vi, V) + (Ve Vd, Vi)

1 1 — X

‘We note that

1 1 L/ i
WA¢ - W<VV¢V¢,V¢> =W <9 7 - 2 ) (o
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and, on the other hand,
1 (i (gd + ') (g'd + ) TR 29/ diqi
w\? - W2 ¥ 9"~ e Vi — w3

W

@Z’i;j

1 ij Wq/}j 29
= W (9 7= VV2> (I w3 (VvaV, Vi) .
Moreover, the matrix (o) has eigenvalues 1/(0*W?3) and 1/W which can be esti-

mated as
1

11 1 1 )
When p > 1, this is trivial, and when ¢ < 1 we can choose the constant K in the
definition (3.7) of g such that this holds. Therefore we are able to estimate

A 2 g 1 1 2 2
Q] < 775 (07" +IVY) + 7 Ad — 1+W R+ g+ OV
39
w3
1

9 -2 2 g 1 1 2 2
< B4 V0P = B (wat i)+ 0 AT

/

1 1
+ <VV¢Vd, V¢> + W <1 + Q2VV2> <v log 0, v¢>

3q’ 1 1
+ 53 Hk-a(V, Vi) | + <1 + 92W2> (Vlog o, V).

Now we choose

g(d) log(1 + Kd), (3.7)

B C
~ log(1 + K)
where

C=K(1+ Ke)log(l+ K)
and K > (1 —2e)e™2 so large that

C > 2(max |ug| + max [¢]). (3.8)
Qy Q

Note that this choice yields g > u on the “inner” boundary {z € Q: d(z) =€} of
Ui (). Then, for K large, we have

g K41+ Ke)? (14 Ke)?

1>==> = > >0,
S W2 T (14 KdPL+ KM+ Ke)? — (K14 g 4 goy2 = “
where )
2 < (1+ Ke)
(1+Ke)?+ L
with

L = sup(e™* + [Vy[?).
Q

We also have )
/

1" - Y
9= iR

which implies that
g// B 1 g/2 1 5

T
W2 K1+ Ke)W2 - K(l+Ke)*

Hence we obtain

1 1 1
<= 2 (p2 2y _ Hi_ -
Qw] < i 6)c1 (0™ *+|VY|*) — 1 (n k—d + P 25)
1 g VP V]
— (14 0%)||V? = Il \a! 1 .
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However,
1 c? 1+ Kd 2 2 1 2
02W2 = p2g72 K2(14+ Ke)) 02~ K1+ Ke)? ¢2
and
1 1+ Kd 1

> > .
W = K2(1+ Ke) ' = K21+ Ke) !
Combining these with the fact that W > K2, we obtain the estimate

K+r cf 1 2(1o2
< g - H; —(1
Qw] < 01K4(1+K5)2 2 ik d+W( + o)Vl
g |VoP 1 1NV
+ 15 gy kel + I+ 5w ) w [V log |
K+r 1 2\[1w2
< *Clm? —cinHy_q+ ﬁ(1+9 WV=|

1 1 1
2
VORIl g7 + (14 sz ) V0V ool 5

Therefore
K+r ¢ 1 9 9
—nH < —n(eiHyg+ H) —c;— L4~ (1 \Y
Qw] —nH < —n(c1Hy—q + H) ClK4(1+K€)2 92+K2( + )|V
1 1 1
2
| 1+ —— 1 —. )
VORIl + (14 S ) IV0lI9 ol (39)
Finally observe that
c1Hy_q > |H|
if we choose K such that
a2 14+ Ke)?
— < c% < %’
2, (1+Ke)?+1L
that is
HQ/HQ
1+ Ke)?>p— L "k=d 3.10

Taking (3.6), (3.8), (3.9) and (3.10) into account, we can choose
K= K<Qk7 H, ||¢||CQ?53 S;)lp |u|)
k
so large that
Qlw] —nH <0
holds in Uy(e). This suffices for the following boundary gradient estimate.

Lemma 3.2. Assume that
|H‘ < Hp_4

in Q. and that uy, is a solution to the Dirichlet problem (2.1). Then there erists a
constant C' = C(Q, H, ||1||c2, €,5upq, |ul) such that

max |Vu| < C.
GIoN
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3.3. Interior gradient estimate. In this subsection we prove a quantitative in-
terior gradient estimate that is interesting on its own. The proof is based on the
technique due to Korevaar and Simon [13], and further developed by Wang [18].
We will perform the computations in a coordinate free way.

Let u be a (C3-smooth) positive solution of the equation (1.3) in a ball B(p, R) C
M. Suppose that sectional curvatures in B(p, R) are bounded from below by —K?2
for some constant Ky = Ko(p,R) > 0. We consider a nonnegative and smooth
function n with n = 0 in M \ B(p, R) and define a function y in B(p, R) of the form

X = m(w(|Vul), (3.11)

where the functions n, v and 1 will be specified later.
Suppose that y attains its maximum at zo € B(p, R), and without loss of gen-
erality, that n(z¢) # 0. Then at z

n Yo
log x + “u; + 2 vuFup,; =0 3.12)
( ) n o 7 ,(/J 3 (
and therefore
Yo (m od )
2—uup; = — + = 3.13
¥ ! noo7 (3.13)

Moreover, the matrix

/ /

Ny
(log x)i;; = (logn)i;; + <77> u;u; + %ui;j + QK(Ukuk;ij + uluy)

(0
'
=+ 4(77/}) ukuk;iugu@;j

is non-positive at xo. Applying the Ricci identities for the Hessian of u we have
Ukyij = Ujskj = Uik + RijiU&

and this yields

" ’ / ) )
(log x)i;; = L luiuj + L i+ T (%uj + %ul)
w/ w/ ,¢/ le
+2w(ukuwk—l—u uk,])—2¢Rﬂﬂu ug + 4 m el uFug.utug,.

On the other hand, denoting

flx) =nHW — <VlogQ,Vu)<l + Q21W,2>,

and differentiating both sides in (1.7) we have
Uijui;jk = fk - U?Zui;j. (314)

Contracting (3.14) with u*, we get

1 S
5 u® (ulpu? + utul) Jui

w

k
oy u”k—fku + —

2 _
- Wuzujui;j(—g 2(log 0)pu® + uPutuyy).

Using the previous identity, (3.13) and noticing that
”Re,ﬂu up = —Ricy(Vu, Vu),
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lenghty computations give
!

1
0> 0" (logX)i;; = 2nﬂ<VH Vu>W+nH7 nH<V’7 Vu >
n

P 0*W W
! !/ 12 /
—2nH le/zf;<V10gg,Vu>+4(<zf/)> Zfiz—i_ng}pmi?) oiud P g

ij Mis "1 Vv (L
+oid s +2792W2< L ,Vu >—|—2w(Rlcg(Vu,Vu)—VQIOgQ(Vu,Vu))

4Vul? ¢/ U
1 1 — + =
W 0 —(Vlog o, Vu)? — 2W4 (Vlog o, Vu) ” + 5 Vu, Vu
W1 2 1
— 2E T2 V2log o(Vu, Vu) + ( Vlog o, — p 1+ SV
2 / 7 r
2W4<V77 + —Vu, Vu><V log o, Vu) + lo”uiuj + Ziawajkuk;iuj;g.
Notice that (3.13) ylelds to
v’ RIS ’ 1 VW 08 ’
4¢2 wu Ui Ujp = 7+ 7V = 2W2 + ’yV’LLg
B |Vu|2 Y Vu
*W2[|Vuln v [Vul],

Plugging this into the previous estimate, we get
¢2 77[}/ w/2 N 3 wl 1 ‘V’LL|2
,(/)/2 'l/} ¢2 2 w W2 QQWQ

1" /
+ —cuu; + 21/;0“0]kuk;iuj;g
v

!/ !

1

< 2ng|VH|\Vu|W+2 ¥ |H|MM
w 02

v Vu |?
Vuln v [Vul|,

. LY |Viogof? [Vul!

—2E(Rlcg(Vu, Vu) — V2 log o(Vu, V“)) T W4|

L [V2log o [Vul? v IW\ i

|V~ logo| H Z] )

w 02 W2 il | N
71 |Vl

1 2 3
Vn +4IV 0gQ| @ |Vu| +1|Vu4|
n 0? n| Wt oy W

’}/Q2W w

1
Vlogo||—|( 1 :
w311+ o)

Suppose that |Vu|(zg) > 1. Otherwise we are done. Hence, following [18], we
set

P(t) = logt, (3.15)
where t = |Vu|?. Then we have

|vu|2 ¢2 w/ 1/)/2 3¢/ 1 t %t _ 9—2
+-— )= —| logt=——7-—-2|.
W2 wl2 ¥ wz 2 W2 W2 t+ o2
Now we fix a constant
2 g2
max g, m < ﬁ < 1

t |Vu|2
77 = e 2B (3.16)

and suppose that
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Setting é% =: 65/, o= %ﬁ —1,and p:= 26‘55/,_2, we get
Vi Y Vu [Py [Vl

Vuln ~ v [Vul|, " v ?W?

/ YVu Vu Vu Vu
2 Va2 [ Ric, [ =L, Y1) - V2log o 2, Y
* wv“'< ”9<|Vu|’|Vu|> v °g9<|w|’|w|)>

(n|VH| + (1 — B)n|H||Vlog o| + 2(1 — 8)|VIog o> + (1 — 3)|V*log o])

1
plog [Vu|—
o

2
VB!

14/ 1/
+V/1- BE%(n|H| +4Vlogo|) +2/1— 55%

Vi

<

Vi ‘
1

+

(nH] + (6~ 53)|V log o) — o™ 21

By modifying the argument in [16, Proof of Theorem 4.1, Case 2] we may assume
that the maximum point xg is not in the cut-locus C(p) of p. Then we choose 7 as

n=i (3.17)
where . .
A=1- / &r)dr, r=d(,p), (3.18)
CR 0
with
R
Cgr = / &(r)dr
0
and £(7) = K ' sinh(Ko7) if Ko > 0 and £(7) = 7 if K = 0. Denoting
k=0 (VxVr,X) = (Vr,Vlogo),

one can show that |Vn| = 277%2 and

Asn = 27Asi + 2| V5|2

o E(r) §'(r) §'(r) & (r)
<210 G| n = VR it + - 9| G - 2
As in [18], we set
1 .
Y(u) =1+ M(BI(I;;{%) o)u
where M > 0 is a constant to be fixed later. Then +” = 0 and hence
ulog]Vu|i Vi + Y Vu 2
o*|[Vulp v [Vul],
(g of o Vu Vu 9 Vu Vu —~ 1
2o (e (i ) - e ) = My
(3.19)
where
51 = = (i H| + (1 = ||V log o] +2(1 - B)|Vlog of
+ (1 = B)|V?log g|)M7) + /1 — B(n|H| +4|V10gg|)77—|—4\/1 — ﬂgc(;)ﬁ
—I—Q%TR)(MH + (6 — 58)|Vlog o|) M7 (3.20)
&) ¢'(r) ¢'(r) & (r)
(2101 0~ 0 it + - o] 25,
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Let L = L(p, R) > 0 be chosen in such a way that
Ric, + V?log o > —Lg (3.21)

in B(p, R). Then we obtain
2

1] Vn v Vu 1~ 1
log |Vu|— — —2L—- < M-—.
ulog| u|@2 Valp Ty TVl g &~ Mn
Set M = maxp, p)u. We consider first the case
!
Vn ‘S o)
[Vuln| = 2y

Then we have

4 2.2 .
nlog |Vu| < — & (MM + 2LM277/>.
AN G, R) O d

On the other hand, when

!
2| v ’
2y = |[Vuln
we have "
4y E(r
Vul < —222,
n|Vul < ~ Cn
which implies that
4y €(r)
log |Vu| < —>—=.
nlog|Vu| < — Cn

Hence at xg

2 2 N
gl < s { B 92D (173 e )
V' (u(z0))Cr pmng o, gy 0 o

(3.22)
Since n(p) = 1 and y(p) > 1 we conclude that
log [Vu(p)| < n(p)v(p)log [Vu(p)| < n(x0)y(xo)log [Vu(zo)| (3.23)

4M(1 ing 2 1 T 2 .
AMA A+ mingep o) 5(7"(960))’( +ming . 0)0"(70) <M+2LM1/)
Ming, g) 0 Cr pming, gy 0 0

unless |Vu(zg)| < 1.
We have proven the following quantitative gradient estimate. Here we denote by
Rp the Riemannian curvature tensor in a set B.

Lemma 3.3. Let u be a positive solution of (1.3) in an open set 2 and let B =
B(p,R) C Q. Then there exists a constant C = C(Rp, 0|B, H|B,u(p), maxg u, R)
such that

[Vu(p)| < C.

If the gradient of u is continuous up to the boundary of 2 and €2 is bounded, we
obtain the following quantitative global estimate.

Lemma 3.4. Let u be a positive solution of (1.3) in a bounded open set Q2 and
suppose, moreover, that u € C1(Q). Then there erists a constant

C = C(Rq, 0|, H|Q, u(p), max u, diam(£2), max |Vul)
Q

such that
[Vu(p)| < C

for every p € Q.
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Proof. Let p € Q and R = diam(€2). Define in Q N B(p, R) a function
x =y (w)e(|Vul?),

where 7, 7, and @ are as in the previous proof. If x attains its maximum in an
interior point xg € B(p, R) N Q, the proof of Lemma 3.3 applies and we have a
desired upper bound. Otherwise, y attains its maximum at zo € 02, but then
|Vu(zo)| < maxpq |Vu| and again we are done. O

We remark that a global gradient estimate for bounded Killing graphs follows
immediately from (3.23), (3.20), and (3.21) in the case of bounded warping functions
under some assumptions on the curvature.

Corollary 3.5. Suppose that the sectional curvatures in M satisfy Ky > —Kgy for
some positive constant Ko. Suppose also that infyr 0 > 0 and that ||o||c2(ar) < +00.
If a function v : M — R is uniformly bounded and the mean curvature of its graph
satisfies ||H||c1(ary < +oc then the gradient of u is uniformly bounded.

4. GLOBAL BARRIERS

In this section we present two methods to obtain global (upper and lower) barriers
for solutions to (2.1).

In the case when H is constant along flow lines of X, that is, when H is a function
in M, there is a conservation law (a flux formula) corresponding to the invariance
of A with respect to the flow generated by X. This flux formula for graphs is

stated as -
u ~
/F<W,u>gdr_/QandM, (4.1)

where I' = 02 and v is the outward unit normal vector field along I' C M.

Suppose for a while that M is a model manifold with respect to a fixed pole
0 € M and that p = |X| is a radial function. In terms of polar coordinates
(r,9) € R* x S"~! centered at o the metric in M is of the form

g=dr? +&(r)dv?,
where d? stands for the canonical metric in S"~*. Suppose that H and u are also

radial functions. Applying (4.1) to Q = B(o, ), the geodesic ball centered at o with
radius r, we obtain

w'(r)
220 + )
This is a first integral of (1.3) in this rotationally invariant setting. Indeed, taking
derivatives on both sides of (4.2) with respect to r we get

o W) Y (1) o) €
) ( g—2<r>+w2<r>)+ g—2<r>+u'2<r><@<r>” ”sm)'

On the other hand in this particular setting (1.3) becomes
nH(r) = diV( 9—25«/)(2 () 87") i ( 9—2(167:)(2 u’2(r)> g((:))
N ( Q_Q(Q:“)f:) U’Q(r)) +/ 9_2(1:”)(2 w2 (r) div o,
*( @—2(1;)(2 u@(r)) Qg<(:>)

B < 9_2(1;/)(:) u’z(r))/ - 9_2(1:“/)(2 u'?(r) ((n - 1)5‘5/((:)) * QQ/(Y))).

o(r)e"t(r) = /0’“ nﬁ(T)g(T)&"il(T) dr (4.2)
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It is convenient to write (4.2) in a “quadrature” form as follows

, I?(r)o=2(r
0= ) < -

where
T
I(r)= / nH(r)o(r)e" (1) dr.
0
For instance, in the case when H is constant we have to impose a condition such as

n—1
n|H| < lim inf ( )& (1) (4.4)
r—00 fO g” 1 )
in order to guarantee the existence of radial solutions v = u(r) to (1.3) for model
manifolds. Note that the right-hand side in (4.4) is a sort of weighted isoperimetric
ratio in M with respect to the density o(r(x)) = |X(x)|. By I'Hospital’s rule we
see that (4.4) is equivalent to the requirement

n|H| < hrn_l>£f (n— 1)2/((:)) + i)/((:)) (4.5)

This discussion motivates us to define in the general case a function of the form

us(@) = s (r(2)

_ /+OO f TLH(S)Q+( ) v 1(5) ds - dr (46)
r(@) o, (T) \/Qi(r)§+ nfl)(T) — (fo nH(S)Q+<S) _7_71(3) ds)
+ [[llco (9.0 1) (4.7)

for some nonnegative functions o4 (r(x)), &4 (r(x)) and H(r(z)) to be chosen later.
Plugging u (z) = u4(r(z)) into the differential operator

Qu] = div(%) + <V10g 0, %> —nH
yields

bl = (Vi wr? >

=T v r) G (dwa +=(Vo,0, >) —nH
- 57“((92( 1/2) - (7"/)2( 7 (Ar+ ;(Vg,8r>> —nH
:&“((gf( >u++ Sjl( DREK " Em; ui B”
S )“+ ) G (Ar—i— (Vo,d >> —nH
. Ex;iz E )>)>i [( <r>iil< i (8 + 15200

(G s )
(
(

02(r) +u +<r>>1/2> o

(7“) (
(er (7“)+ L))\ (072 (x) +u't(r)1/?
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Moreover, suppose that

oro(x) _ & (r(@))

o) ~ oi(r(x))

for some positive and increasing C!-function o4 : [0, 00) — (0, c0) such that o, (0) =
o(0). By our choice of u,

(4.8)

J3 nH(s)o+ (5)€7 " (5) ds
SR MET I )~ (J B (s)or (567 () ds)’

i (r) =

and therefore

1/2
) —nH

/2
>—nH.

s W, (r) ’ (1) A L )
. <<g;2<r> +u’+2(r))1/2> G20 + 2 (S o vEe)
Hence we obtain
@) ) W (1) )
el = (T (7 ) Tl (O 5T )
uy (r) uy (r) (9 *(r) +u'(r)
Oy 2 . 2 =2 . 2 Oy *
i ((Q+ (r) +u'y (7'))1/2>] i (0" (r) + w3 (r))1/? (( 2($)+u+(7"))1/2
() +ui(r ))1/2n~ uy (r) o (Lo (r )+ % (r)!
= (0=2(x) +u'% (r))1/? o (03%(r) + wZ(r))1/? T((@‘z( ) +u'% ()12
In order to prove that uy is indeed an upper barrier we next check that
(05°(r) + w3 (r) />
(o) ° 4

Note that u/, < 0. We observe that

9 04(r) 2+ (u

or o(x) =2 + (u'p(r)
if and only if

/ Or0 ro — / o ron
(0% + (W) (7 —ulhlt) 2 (07 (b)) (5 — ). (4.10)

But now integrating (4.8) we get

=~
~—
=
~— | ~—
~—
N [\
N——
v
o

log o(x) > log o4 (r(x))

which implies

and furthermore assuming
oro(z) _ o (r(x))
o(x)® — Q+(r(x))3

we see that (4.10) holds.
Therefore we are left to show that

—2 2 B
“nH < \/ — (r) + ”/;W nil.
072(2) +uy(r)
The conditions (4.4) and (4.5) in our mind, we choose H as

nflr) = 1= (55 + (- D)
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with some ¢ € (0,1). Note that then

/ n(s)o+ (565 (5) ds = (1 — <)o ()€

0

and we see that with this choice the denominator in the definition of u, stays
bounded from 0. Moreover, we have

W (r) = — 1—¢
i o+(r)v2e — &2
and therefore uy is well defined, positive and decreasing function if

< 1
/1 ) dr < oo. (4.11)

Now we can compute
(1= &)/(o+ (r)V2e = %)
(@) + (1 =)/ (04 (n)V2e = 7))’
_ )+ (1 —e)?/(2e %)
07 2(x) + 032 (r)(1 — %) /(2 — €2)’
and for example, taking ¢ = 1 — 1/2/2 we have
o P +uh(r) _ 20%()
0~2(x) +ui(r) o 2(x) + oi*(r)
For the prescribed mean curvature we obtain the bound
e[GO0 (1= 22 /@) (6,0)
o =a E)\/Q‘2(3«") +02(r)(1 - €2)/(2e — €2) (@+(7“)
which implies that Qu4] < 0. Similarly, Q[—u] > 0 if
i o e MO+ =e/@e=e?) (o) €
o=t )\/ R T B = et V)
All together, we have obtained the following.

ot () +u(r) 0+
o2@) +ut(r) g 2(a) +

+(n—1)

)

Lemma 4.1. Let M be a complete Riemannian manifold with a pole o and consider
the warped product manifold M x, R, where g satisfies

Oro(x) > Qf,_(?”(x)) Oro(x) > Ql—&-(r<m))
o@) T oos(r(x)” ez T Q+(r(a:))3
for some positive and increasing Ct-function o, : [0,00) — (0,00) such that

0+(0) = o(0) and /100 0. (s)"1ds < o0. (4.13)

Furthermore, assume that the radial sectional curvatures of M are bounded from
above by

(4.12)

i (r(@)
AN )
and that the prescribed mean curvature function satisfies
n|H(z)| < (4.14)
- 037> (r(@)) (14 (1-2)2/(2c — £2)) ( dl() 5;(r<:v>>>
! €>\/g—2<x> o2 (@)1 - /e —=) \eclr@) T " Vi)
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for some € € (0,1). Then the function uy defined by (4.6) satisfies Quy] < 0 and
ug > ||pllco in M with

us(r) = |lellco  asr — oo. (4.15)
Furthermore Q[—uy] > 0 and —uy < —||¢||co in M.

Remark 4.2. In particular, if the sectional curvatures of a Cartan-Hadamard
manifold M are bounded from above as

Kn(Py) < —a(r(z))? (4.16)
for some smooth function a: [0,00) — [0, 00), the condition (4.14) reads as
n|H(z)| < (4.17)
L [PC@) 0= ) () @)
(1 5)\/92(:15) i QJ—rz (T(.’E))(l — €2)/(2¢ — £2) <Q+ (7“(33)) +( 1) ) )

with f, as in (2.3).

In a rotationally symmetric case if o = g (r) (and (4.11) holds), we see that the
bound for the mean curvature is

H()| < (1 €><Q+(r<x))+( 1)£+(r<:c>)>'

4.1. Example: hyperbolic space. We consider the warped model of H**! given
by H™ Xcosh» R, where r is a radial coordinate in H™ defined with respect to a fixed
reference point o € H™. Then the hyperbolic metric is expressed as

cosh? dt? + dr? + sinh? r dv?,

where di? stands for the standard metric in S*~! c T,H". The flow of the Killing
field X = 0, is given by the hyperbolic translations generated by a geodesic ~
orthogonal to H™ through o. Since o(r) = coshr and £(r) = sinhr in this case, we
obtain

o(r)é"=Y(r) . sinh™r+ (n —1)cosh®rsinh" *r
rree for o(r)§n—(r)dr roeo coshrsinh™ 1 r
sinh r coshr
= 1 —_ > .
rlngo <coshr +n-1) sinhr) ="

Therefore a natural bound to the mean curvature function according (4.4) is
|H| <1,

that is, below the mean curvature of horospheres.
We also have for |[H| < 1

I*(r)o—>(r) sinh®" r cosh ™2 (r) _ sinh®r

0?(r)&2=1(r) = I?(r) = cosh?®rsinh®™ Yy — sinh®" r ~ cosh?r’

Therefore we have

u?(r) < 1.
If |H| = cte. < 1 we have an explicit expression
s H? cosh? r

u'(r) = .
cosh?r — H2sinh? r sinh? r




20JEAN-BAPTISTE CASTERAS, ESKO HEINONEN, ILKKA HOLOPAINEN, AND JORGE LIRA
4.2. Global barrier V. In this subsection we construct a global barrier using an

idea of Mastrolia, Monticelli, and Punzo [14]; see also [5]. Recall that g4 : [0,00) —
(0,00) is an increasing smooth function satisfying 0 (0) = o(0) and

Drole) _ 24 (r(®))

@)~ o) (r(w) (41%)
for all x € M. Then we have an estimate
A g or(@) > (n—1)Lar@) &4 (@) (4.19)

fa(r(z)) o4 (r(z))

for the weighted Laplacian of the distance function r. Let ag be a positive function

such that
e 9] ds -
/0 </t 93_(5)91(8)> ap(t) fo—(t)dt < oco. (4.20)
We define
0o s r(x)
V) = ( /. )Q()d()> ( / ao<t>fs-1<t>dt>
r(x + a

r(x) [eS) ds
—/ (/ 200 )> ao(t) fo =1 (t)dt — D + |||,
0 t T S)Ja S

where D is the constant given by (4.22). Denoting V(r) = V(r(x)), we observe
that

(4.21)

! — _; " a n—1

V) = g, wOn T <o
and

"y — 1 (n=Dfa(r) 204\ (" 0 i ~ag(r)
V0= e e ) [, o -

Since V'(r) < 0, the limit
oo ds T
D = lim ————— [ ao(®)fr T (t)dt
Hoo{ / &% ()[4 (s)/o 1)

e ds o1
_/O/t 0% (s) Qfl(s)ao(t)fa (t)dt}

exists. Furthermore, D < 0 (see [14, (4.5)]) and finite by (4.20) and therefore V' is
well defined. Next we write

Q[V] (4.23)
(07 2+ |VVI)A1ogoV — (0724 |VV[2)*2nH (z) — 1 (V(0™2 + |[VV[?),VV)
(0724 |VV[?)3/2
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and aim to prove that Q[V] < 0. First we estimate the weighted Laplacian of V' by
using (4.19)

A_1og oV =V"(r)+ V' (r)A_1og o7
L), )

Vi + ((” VEe T e

_ L (- DRG) 260D [ e
=( 2200 [Cantor @

O fa(r) 0: (1)
B ao(r) B 1 (n—1)f:(r) QQL(T) ra -
() A (nfa(r) < ) @m)) /0 ot) fa™ " (t)dt

__oo(r) o4 (r) - /0 ao(t) f7= (1)t

or(r) o3 (r)fat
ao(r) &4 (r)
) o)’

and thus the first term of (4.23) can be estimated as

aO(r) + Q/+(7") V/(’l">> )

(02 + 9V AV < = o7+ (V) (3005 + S50

Then, for the last term of (4.23) we have

—5 (V2 +[VVE)LIV) = (V) V() + 2V (r)
— —(V/(’I“))2 (((n _ 1)];(/1(74) 4 295,-(70)> V/(T) . (Ig(?)) i 87‘3@‘//(11)‘

B falr 0+(r) 0% (r) 0
Hence
& () (02 + [VVI) AL 1og,V — %Qi(r) V(™2 + [VV]), VV)
< o) - 22 () (250 - 22) v

2

< o an(r) = ) (1) (e 4 2

Finally, if the prescribed mean curvature function satisfies

5 3 ((n=1)f(r L (r)
0202 (Pao(r) + (~ V'(r)* (CFHE0 + £03)

(9—2 + (V’(r))2> 32

in M, we obtain Q[V] < 0 as desired. Similarly, we see that Q[—V] > 0 if

—nH <

_ — 3 n—1 t; r ! (r)
0 2Q+2(7")CL0(T) + ( - V/(T)) (( fa)(i)( L4 fi(@)

nH < 3/2
(o2 + (v(n)?)

Hence we have proved the following uniform height estimate.
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Lemma 4.3. Let ¢: M — R be a bounded function and assume that the prescribed
mean curvature function H and the function V defined in (4.21) satisfy

02072 (rao(r) + (= V'(r))° (<n—i>(f;:5<r> n e;m)

o+(r)
(9*2 + (V’(T))2)

3/2 )
with some positive functions o4 and ag satifying (4.18) and (4.20), respectively.
Then

n|H| < (4.24)

\4%

Q[V] = div_1og, Q‘TWVP —nH <0 in M, (4.25)
V(z) > ||l¢llee  for all x € M, (4.26)

and
lim V(z) = ||¢]|so- (4.27)

r(x)—o0

Furthermore, Q[—V] >0 in M.

Next we discuss possible choices of the functions g4 and ag and their influence
on the bound of |H|. Notice that the right hand side of (4.24) can be written as

—2
00 " (r)ao(r) | (n—1)f1(r)
_|_
(fV’(T)Q)3 a(r)
—2,3/2
(14 (= V'(r)e) )
Hence if we can choose the comparison manifold M_,2(,y xX,, R and ag such that
V'(r)o = —oo and

o' (1)
o+(r)

(4.28)

007 (r)ao(r)
(- V'(r)o)’
(n—=1)fi(r) oy (r)

ACERERG)

as r — 00, we obtain

n|H| < (4.29)
asymptotically as r — oo.

Example 4.4. In the hyperbolic case H"™1 = H" X s R we may take o, (1) =
o = cosh. Choosing ag(r) = sinh®r for some a € (1,2) yields to the natural
asymptotic bound |[H| < 1 as r — oo.

Example 4.5. More generally, if N = M x, R, where the sectional curvatures of
M have a negative upper bound —k? and if the warping function g satisfies (4.18)
with o (1) > c1e®" for some a > 0, then f,(r) =~ e*" and (4.20) holds if

oo
/ ao(t)e 2t dt < oo.
0

Moreover, if o, (1) < coe”" for some 0 < B < 2a, then by choosing ag(t) = e, 3 <
Kk < 2a, we get (4.29) asymptotically as r — oo.

Example 4.6. If N = M x,R, where the sectional curvatures of M have a negative
upper bound
P(¢—1)

@)
and if the warping function p satisfies (4.18) with o4 (r) = ¢r®, a > 1, then
fa(r) = r? and (4.20) holds if

o0
/ ao(r)r—2*Tdr < co.
0

¢ >1,

Choosing ag(r) = r*, for some o — 1 < k < 2(ar — 1), we get (4.29) asymptotically
as r — 00.



ASYMPTOTIC DIRICHLET PROBLEMS IN WARPED PRODUCTS 23

5. BARRIER AT INFINITY

In this section we assume that M is a Cartan-Hadamard manifold of dimension
n > 2, 05 M is the asymptotic boundary of M, and M = M U 0. M the compacti-
fication of M in the cone topology. Recall that the asymptotic boundary is defined
as the set of all equivalence classes of unit speed geodesic rays in M; two such rays
71 and 72 are equivalent if sup,~q d(v1(t),72(t)) < co. The equivalence class of ¥
is denoted by ~y(co). For each x € M and y € M \ {x} there exists a unique unit
speed geodesic v*¥: R — M such that 7Y = = and ;¥ = y for some ¢ € (0, cc].
If veT,M\{0}, @ >0, and r > 0, we define a cone

C(v,0) = {y € M\ {z}: <(v,%") <a}

and a truncated cone
T(v,a,7) = C(v,a) \ B(z,7),
where <(v,45'Y) is the angle between vectors v and 45"Y in T, M. All cones and
open balls in M form a basis for the cone topology on M.
Throughout this section, we assume that the sectional curvatures of M are
bounded from below and above by

—(bor)*(z) < K(P,) < —(aor)*(z) (5.1)

for all x € M, where r(z) = d(o,x) is the distance to a fixed point 0 € M and
P, is any 2-dimensional subspace of T, M. The functions a,b: [0,00) — [0, 00) are
assumed to be smooth such that a(t) = 0 and b(t) is constant for ¢ € [0, Ty for some
To > 0, and that assumptions (A1)—(A7) hold. These curvature bounds are needed
to control the first two derivatives of “barrier” functions that we will construct in
the next subsection. We assume that function b in (5.1) is monotonic and that

there exist positive constants Ty > Tp, C1, Ca, Cs, and @ € (0, 1) such that
= Oyt~ if b is decreasing,
(t) { (A1)

> Cit~! if b is increasing

for all t > T7 and

a(t) < Cy, (A2)
b(t+1) < Cab(t), (A3)
b(t/2) < C2b(t), (Ad)
b(t) > C3(141)~9 (A5)
for all ¢ > 0. In addition, we assume that
V(@)
M g7 =" (49
and that there exists a constant Cy > 0 such that
. t1Cp(t)
Am ey =0 (AT)

see (2.3) for the definition of f,.
We recall from [12] the following two examples of functions a and b.

Example 5.1. Let C; = \/¢(¢ — 1), where ¢ > 1 is a constant. For t > Rq let
C
t = —
a(t) = <

and
b(t) = t9727¢/2,



24JEAN-BAPTISTE CASTERAS, ESKO HEINONEN, ILKKA HOLOPAINEN, AND JORGE LIRA

where 0 < ¢ < 2¢ — 2, and extend them to smooth functions a: [0,00) — (0, 00)
and b: [0,00) — (0, 00) such that they are constants in some neighborhood of 0, b is
monotonic and b > a. Then a and b satisfy (A1)-(A7) with constants 71 = Ry, C1,
some Cy > 0, some C3 > 0, Q = max{1/2,—¢ + 2+ ¢/2}, and any Cy € (0,e/2).
It is easy to verify that then

fa(t) = c1t? + ceat' =
for all £ > Ry, where

¢ fa(Ro)(¢ — 1) + Rofy(Ro)

and
_ R¢—1 fa(R0)¢ - Rsz/z(RO)
2= 2 — 1 '
‘We then have
o tfat)
Jim Fu() ¢
and, for all Cy € (0,e/2)
1+C
i @) _
t—oo  fr (1)

It follows that a and b satisfy (A1)-(A7) with constants T} = Ry, C4, some Cy > 0,
some C3 > 0, Q = max{1/2, —¢ + 2+ ¢/2}, and any Cy € (0,/2).

Example 5.2. Let k£ > 0 and € > 0 be constants and define a(t) = k for all ¢ > 0.
Define
b(t) — tflfe/Zekt

for t > Ry = rg + 1, where r9 > 0 is so large that t — t—1-e/2ekt g increasing
and greater than k for all ¢ > r9. Extend b to an increasing smooth function
b: [0,00) — [k,00) that is constant in some neighborhood of 0. We can choose
Cy > 01in (Al) as large as we wish. Then a and b satisfy (A1)-(A7) with constants
Cy, Ty = C1/k, some Cy > 0, some C3 > 0, Q@ = 1/2, and any Cy € (0,¢/2).

5.1. Construction of a barrier. Following [12], we construct a barrier function
for each boundary point zg € 0o M. Towards this end let vg = 45" be the initial
(unit) vector of the geodesic ray v°*° from a fixed point 0 € M and define a function
h:0sM — R,

h(z) = min(1, L<(vo, ¥5")), (5.2)
where L € (8/m,00) is a constant. Then we define a crude extension h € C(M),
with h|0so M = h, by setting

h(z) = min(l, max (2 — 2r(z), L<(vy, ’yg’z))) (5.3)

Finally, we smooth out A to get an extension h € C° (M) N C(M) with controlled
first and second order derivatives. For that purpose, we fix y € C°°(R) such that
0<x<1,suppx C [-2,2], and x|[—1,1] = 1. Then for any function ¢ € C(M)
we define functions Fi,: M x M — R, R(yp): M — M, and P(p): M — R by

Fy(z,y) = x(b(r(y))d(z,y))e(y),
R(p)(x) = /M Fo(z,y)dm(y), and

_ Rip)
() = @,
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where
R(1)(x) = /Mx(bw(y))d(x,y))dm(y) >0,

Thus P(¢) is an integral average of ¢ with respect to x similar to that in [1, p. 436]
except that here the function b is taken into account explicitly. If ¢ € C(M), we
extend P(p): M — R to a function M — R by setting P(p)(x) = p(x) whenever
x € M(00). Then the extended function P(p) is C*°-smooth in M and continuous
in M; see [12, Lemma 3.13]. In particular, applying P to the function h yields an
appropriate smooth extension

h = P(h) (5.4)

of the original function h € C' (0, M) that was defined in (5.2).
We denote

Q=C(vy,1/L)NM and €Q=C(vy,f/L)NM
for £ > 0. We collect together all these constants and functions and denote
C= ((I, b7 Tl’ Cl) 027 037 047 Q7 n, L)

Furthermore, we denote by || Hess, u|| the norm of the Hessian of a smooth function
u at x, that is

|| Hess, ul| = sup |Hessu(X, X)|.

The following lemma gives the desired estimates for derivatives of h. We refer to
[12] for the proofs of these estimates; see also [6].

Lemma 5.3. [12, Lemma 3.16] There ezist constants Ry = R1(C) and ¢; = ¢1(C)
such that the extended function h € C°(M)NC(M) in (5.4) satisfies

(5.5)

for all x € 3Q\ B(o, Ry). In addition,
h(z) =1
for every x € M\ (2QU B(o, Ry)).

Let A > 0 be a fixed constant, and R3 > 0 and 0 > 0 constants that will be
determined later, and h the function defined in (5.4). We will show that a function

Y= AR + h) (5.6)
is a supersolution
Q] = div_ o0 Y —nH
Vo2 + |VyP?

—div¥+<VIOgg,T/y> —nH <0

in the 3Q\ B(o, R3). In the proof we shall use the following estimates obtained in
[12]:
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Lemma 5.4. [12, Lemma 3.17] There exist constants Ry = Ry(C) and ca = c2(C)
with the following property. If § € (0,1), then

IVh| < co/(faor),
| Hess h|| < cor= = (foom)/(faor),
IV(Vh, V)| < cor™ @72 (fhor)/(faor),
IV(VR,V(r=)| < car™ 72 (flor)/(faor),

V(V(r=0),V(r%)) = =260 + 1)r > *Vr
in the set 3Q \ B(o, Rs).

Let us denote

14+ +/1+4C? -1
¢=+—+Cl>1, and ) = mln{C4/2 Jr()(b} €(0,1),
2 +(n—-1)¢
where Cy and Cjy are constants defined in (A1) and (A7), respectively.

Lemma 5.5. Assume that the prescribed mean curvature function H satisfies

—61—1 / , 1
sup n|H(x Cot ((n —1) Ja() + Ore ) (5.7)
r(x)=t \/Q_2 C()t 0= 1) fa(t) o 13
for some positive constants Co > 1 and § < min{d1,¢ — 1}, and that the warping
function o satisfies
0 rfa(r ))
max | 0, — 5.8
< 0 ) < fa(r) (58)
and
fa(r)
Vel =o (£ 0,4 (5.9)

as v — 00. Then there exists a constant Rz = R3(C,Cp,0) > Ry such that the
function ¢ defined in (5.6) satisfies Q] < 0 in the set 32\ B(o, R3).

Proof. In the proof we will denote by ¢ those positive constants whose actual value
is irrelevant and may vary even within a line. Furthermore, the estimates will be
done in 3\ B(o, R3), with R3 large enough. Note that
oy = _Bowoset LV HVOP).VY)

VEEHNIR 2 (e [VUP)R

(072 + IVUP)A 105 ¥ — 3 (V072 + [VY[*), Vi) — (072 + [Vy[*)*/*nH

(@2 +IVoP)P?

and hence we only need to find R3 = R3(C, Cp,d) > Rs so that

(072 + |Vul)*/*Q[y] (5.10)
. 1 . .
= (@2 + V) A 0ot — 5 (V0™ + [VU), Vi) — (7% + [VY[)**nH <0
holds in the set 3Q \ B(o, R3).
The function v is C*°-smooth and, in M \ {o}, we have
Vi = A(—R36r=°~1Vr + Vh).

By Lemma 5.3, |Vh| < ¢1/fq(r) < 0r=%~1 when r is large enough and 0 < § <
min{di, ¢ — 1}; see [12, (3.30)]. Hence, for any fixed ¢ > 0, we have

[Vop|* = (AR30)*r—2072 4 A?|Vh|* — 2AR36r—°~" (Vr, Vh)
< A%*(R3’ + 2R, + 1)r—202
< (L+e)(ARS)?r—2072
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and
|vw‘2 2 A252(R§6 o 2Rg) —26—2 > < )(AR55)2T72672
in 3Q \ B(o, R3) for R3 large enough.
Next we fix € > 0 so that

541
cclo— 0L (5.11)

(n=1)(1=4)¢’
which is possible since § < ¢;. To simplify the notation below, we denote & =
e sgn(0,0). In order to estimate the first term in the right-hand side of (5.10), we
first observe that ) 5 51
rfl(r) roro

(n—1) () 0 + T < 0 (5.12)
for r > R3 by (5.8) and (5.11); see [12, (3.25)]. Then we can estimate the weighted
Laplacian of ¢ as

A logoth = ARSA 1og o7 0 + AN _1og ol

= AR} (Aﬂ + Z} (Vo, V(r—5)>> + A (Ah + = (Vop, vm)

1
= AR} (—57"_5_1Ar —0r 012 (Vo, Vr) +6(5 + 1)7"_5_2)
0

<Ah + = w,vm)
< ARSS ( r) “{Z"Q +6+ 1) 02
y—Ca— ) 02|VQ|>
A < fa(r> ofa(r)

(1 —¢&)(n—1)rf! 1— &)rd,
< ango (ZLLmln i) 0o Se
Ja(r) 0
for r > R3. In the last step we used (5.8), (5.9), and the fact that Cy > 0. Hence

(9_2 + |V¢|2)Af log 0¥

+(5+1>7’_6_2<0

< _(Q*Q + (1 _ 5)(AR§6)2T262)AR25<(1 — 5)(;’ 60)1)70]“(;(70) (513)
+ w —1— 5)7462.
o

To estimate the second term of (5.10) we split it into two parts as
1 _ 1 _ 1
5 (V@™ +[VP), V) = =3 (V(e™), Vi) — 5 (VIVE, Vo).

For the first term, by (5.9) and Lemma 5.4, we have

<Z§,v¢> = <ZQ —ARS5r—°~ 1w> <ZQ AVh>

5 100 Vol

< —ARGrOTIEE 4 A= 5.14
- 397 o 03 fa(r) (5:14)
Oro

03

5 (V). 7v)

< —(1—&)ARS5r—1
To estimate the second term we note that
VIV|> = A*V (R3V(r~°) + Vh, R}V (r=°) + Vh)
= (AR))?’V (V(r~%),V(r=)) + 242RV (V(r°),Vh) + AV (Vh, Vh)
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and hence, by a straightforward computation using the estimates of Lemma 5.4, we
get

—f<V|w|2 Vi) = AR‘S (VY)Y (r?)), Vi)
- A2R3 (V{V(r=°),Vh),V¢) — §A2 (V(Vh,Vh), V)

!
< (ARSS( + )23 (Vr, V) + A2 Ry @212 gy

fa(r)
1
+ §A20 7O 2 /o E ;|V1/J| (5.15)
< (AR}6)*(6 + 1)r—273(Vr,—AR35r°~'Vr + AVh)
—Ca—s-3fa(r)
+CT C4 (5 3Ja
fa(r)
!
< —ep30—4 4 o203 4 op—Ca—8-3 fa(r)
fa(r) fa(r)
!
< _ep34 4 Cam6-3 fa(r)7
fa(r)
where in the last step we have absorbed the term cr=20-3 f,,,l(r) into the first by

using the fact that f,(r) > er® and the choice of § < ¢ — 1. Putting together (5.14)
and (5.15) we get

1 R /
(Ve + V), V) < (1 2) ARG XL ity i Jall)
2 1Y fa(r)

and combining this with (5.13) yields

(072 + VYA tog ot — 5 (V{07 + [V¥), V)

_ARg(s (I—=e)n—=1)rfl(r) 2(1—¢)ro.e s 1) 02

<= < G + , 5 1) (5.16)

(1—¢ sos (L—e)n=Drfo(r) (1 —=&rdo 1 c) 354
(1 yamgays (B0 Irfal)  UZr0e gy ) o,

where we have absorbed the positive term c¢r=¢+=9=3 f/ () /f,(r) by using the as-
sumption ¢ < C4/2. Finally, using the assumption (5.7) we can estimate the term
involving the mean curvature as

(072 + |Vy[?)*?nH

< (14 )02 + (ARS0)?r=29-2)3/2p | H| (5.17)
¢ (Tl — 1)rfl (T) Targ > —51—2
<= — + —1)r
0? < fa(r)
_ !
+ c ((n 1)7"fa(7”) + ra”'g _ 1> 7,,72575174.
fa(r) 1
Combining (5.16) and (5.17) and noting that 6; > § we obtain (5.10) and the claim
follows. O

Remark 5.6. In the case of the hyperbolic (ambient) space H?+1 = H"? x ooh R we
have p = o4 (r) = coshr and f,(r) = sinhr on H" for any reference point o € H".
Hence (5.8) and (5.9) hold trivially. Moreover, we may choose ¢ > 1 as large as
we wish by increasing R3 and therefore (5.11) and (5.12) hold even with 6§ = §;.
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Finally,
—(07% + [VY)**nH < (1 + €)(AR38)*r =%~ *)n|H|
for r large enough, and consequently we may assume § = d; in (5.7) thus reducing
it to an asymptotically sharp assumption.
Similarly, if the sectional curvatures of M have estimates

_r(x)—2—562kr(x) < K(Pm> < _kQ

for r(z) > Ry as in Example 5.2 and if the warping function p satisfies (5.8), (5.9),
and

o(z) = er()?
for r(x) > Ry, we may take § = 47 in (5.7).

6. SOLVING THE ASYMPTOTIC DIRICHLET PROBLEM

In this section we solve the asymptotic Dirichlet problem (6.1) on a Cartan-
Hadamard manifold M with given boundary data ¢ € C(0oM). If the ambient
manifold N = M x, R is a Cartan-Hadamard manifold, too, we will interpret the
graph S = {(z,u(z)): € M} of the solution u as a Killing graph with prescribed
mean curvature H and continuous boundary values at infinity. We recall from [2,
7.7) that N is a Cartan-Hadamard manifold if and only if the warping function p is
convex. In that case we may consider 0., M as a subset of 0V in the sense that a
representative v of a boundary point xy € Jsc M is also a representative of a point
Zo € OsoN since M is a totally geodesic submanifold of N. Given ¢ € C(0oc M)
we define its Killing graph on 95N as follows. For x € 0., M, take the (totally
geodesic) leaf

My = U(M,p(x)) = {(y,p(x)): y € M} C M xR,

where V¥ is the flow generated by X. Let v* be any geodesic on M representing .
Then 4% : t = W(y*(t), ¢(x)) is a geodesic on M, () and also on N since ¥(-, o(z))
is an isometry. Hence 4% defines a point in 0., N which we, by abusing the notation,
denote by (x,¢(x)). Using this notation, we call the set

I'={(z,¢(x)): v € 0scM} C 0N

the Killing graph of . Note that, in general, d,,/N has no canonical smooth
structure.

Lemma 6.1. Let u be the solution to (6.1) with boundary data ¢ and let S be the
graph of u. If 0,08 = S\ S, where S is the closure of S in the cone topology N, we
have 0,55 =T.

Proof. Suppose first that © € 05 S and let (z;, u(x;)) be a sequence in S converging
to z in the cone topology of N. Since M is compact, there exist zq € JsM and
a subsequence (x;;,u(x;;)) such that z;;, — ¢ € 0 M in the cone topology of M.
Hence u(z;;) — ¢(x0), and consequently (z;;,u(w;;)) — (zo,@(z0)) in the product
topology of M x R. On the other hand, ¥(z;,,¢(x0)) — (20,9(20)) in the cone
topology of M (,,). We need to verify that W(z;,,u(z;;)) = (2o, @(z0)) in the cone
topology of N which then implies that x = (g, ¢(z0)) € I'. Towards this end, let
V be an arbitrary cone neighborhood in N of (g, ¢ (7)) and let o be a geodesic
ray emanating from (o, ¢(z¢)) representing (zo, p(zo)). It is a geodesic ray both
in N and in My(,,). Let T(60,2a,7) C V be a truncated cone in N and T :=
TM (69, 2r) a truncated cone in M(,,). Then U(T, (p(z0) — 6, p(xo) +6)) C V
for sufficiently small 6 > 0. It follows that W (x;,,u(x;,)) € V for all i; large enough,
and therefore = = (zg, ¢(x0)) € T

Conversely, if (xo,¢(x9)) € T, let 2; € M be a sequence such that x; — z( in

the cone topology of M. Then V(z;, u(z;)) € S and (z;, u(z;)) = (20, ¢(x0)) in the
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product topology of M x R. We need to show that ¥ (z;, u(x; )) (o, ¢(xg)) €T
in the cone topology of N. To prove this, fix o = ¥(x, ( 0)) € My(z,) and let o be
a geodesic ray in N (and in M (,,)) representing (mo, x0)). Let V =T (60, 2a, 1)
be an arbitrary truncated cone neighborhood in N of (xo, ©(xg)). Furthermore, let
6 > 0 be sosmall that U := ¥(V, (¢(x0)—6, ¢(x0)+0)) C V, where V = T(&¢, a, 2r)
is a truncated cone neighborhood in M.,y of (wo,¢(x0)). Since z; — zo and
u(z;) — ¢(x0), we obtain ¥(z;,u(x;)) € U for all sufficiently large . Hence
U (x5, u(x;)) — (20, 0(20)) €T in the cone topology of N. O

We formulate our global existence results in the following two theorems depend-
ing on the assumption on the prescribed mean curvature function H.

Theorem 6.2. Let M be a Cartan-Hadamard manifold satisfying the curvature
assumptions (5.1) and (A1)—(A7) in Section 5. Furthermore, assume that the pre-
scribed mean curvature function H: M — R satisfies the assumptions (4.17) and
(5.7) with a convexr warping function o satisfying (4.12), (4.13), (5.8), and (5.9).
Then there exists a unique solution w: M — R to the Dirichlet problem

div_1og Ve _ nH(z) in M
Vo + [Vul? (6.1)
|0 M = ¢

for any continuous function p: 0o M — R.

Theorem 6.3. Let M be a Cartan-Hadamard manifold satisfying the curvature
assumptions (5.1) and (A1)—(AT) in Section 5. Furthermore, assume that the pre-
scribed mean curvature function H: M — R satisfies the assumptions (4.24) and
(5.7) with a convexr warping function o satisfying (4.18), (5.8), and (5.9). Then
there exists a unique solution u: M — R to the Dirichlet problem (6.1) for any
continuous function p: oM — R.

Proof. The proofs of Theorems 6.2 and 6.3 are similar. The only difference is to
use the global barrier uy in Lemma 4.1 for 6.2 relative to V' in Lemma 4.3 for 6.3.

Extend the boundary data function ¢ € C(9s M) to a function ¢ € C(M) and
let By, = B(o,k), k € N be an exhaustion of M. Then by Corollary 2.2 there exist
solutions ug, € C%%(By) N C(By,) to the Dirichlet problem

\Y
div_1og o S S S nH(z) in By
\/ Q_2 + |Vuk|2
ug|0B = ¢

By Lemma 4.1, we see that the sequence (uy) is uniformly bounded. Applying
the gradient estimates in compact domains and then the diagonal argument, we
obtain a subsequence converging locally uniformly with respect to C?-norm to a
solution u. Next we show that u extends continuously to the boundary 0., M with
U0 M = .

Let g € 0scM and € > 0 be fixed. By the continuity of the function ¢ we find
a constant L € (8/m,00) so that

lo(y) — p(zo)| < e/2

whenever y € C(vg,4/L) N Do M, where vy = 43" is the initial direction of the
geodesic ray representing zp. Taking (4.15) into account, we can choose R3 in
Lemma 5.5 so big that uy(r) <||¢||ec + /2 when r > Rs.

We will show that

w(2) = () + plao) — £ < u(@) < wh(2) = d(@) +plao) e (62)
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in the set U := 30\ B(o, R3). Here ¢p = A(RJr—% + h) is the supersolution from
the Lemma 5.5 and A = 2||¢||oc- B
Again, by the continuity of the function ¢ in M, we can choose kg such that
OB NU # () and
lp(x) = p(xo)| < /2 (6.3)
for every x € 0B N U when k > kg. We denote V), = B, N U for k > ko and note
that
oV, = (Bk N U) U (8U N Bk)
We prove (6.2) by showing that
w” <up <w' (6.4)

holds in Vj, for every k > k. -
Let k > ko and x € 9B, NU. Since ug|0By = ¢|0By, (6.3) implies

w™ (z) < p(w0) —£/2 < () = up(x) < p(w0) +£/2 < w' ().

By Lemma 5.3
hIM\ (2QU B(o, Ry)) =1

and since R3r~° = 1 on dB(0, R3) we have

¥ 2 A=2[lelle

on OU N By,. Since uy from Lemma 4.1 is global supersolution with u4 > ||¢||e on
0By, the comparison principle gives uy|By < u,|Bj and by the choice of Rs3, we
have

ur < |l¢lloo +£/2

in the set By \ B(o, R3).
Putting all together, it follows that

wh =4+ p(w0) + & 2 2lelloo + (o) +2 > [lloc +2 > wk

on OUNBy,. Similarly we have u;, > w™ on OU N B}, and therefore w™ < uy, < wt on
0Vy.. By Lemma 5.5 v is a supersolution in U and hence the comparison principle
yields ur < wt in U. On the other hand, — is a subsolution in U, so uy > w™
in U, and (6.4) follows. This is true for every k > ko so we have (6.2). Since
limg_,5, = 0, we have

limsup |u(z) — p(zo)| < e.

T—x0
The point zg € JsoM and constant € > 0 were arbitrary so this shows that u
extends continuously to C'(M) and u|0.cM = ¢. Finally, the uniqueness follows
from the comparison principle.
d

7. NON-EXISTENCE RESULT

In the following, we state a non-existence result for the prescribed weighted mean
curvature graph equation by adapting the approach of Pigola, Rigoli and Setti in
[15]. We denote by A(r) the area of the geodesic sphere 0B(o, ) centred at a fixed
point 0o € M.

Proposition 7.1. Let p: [0,00) — [0,00) be a continuous function such that for
some R > 0 and for all v > R at least one of the following conditions is satisfied:

exp (D (Js mdsf)

oo (VA ¢ L (400) (7.1)
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for some constant D > 0 and a smooth function o, so that o(z) < go(r(x)), or

<fr3r/2 \/@dsf
rlog (Q0(2T)2 vol(B(o, 27“)))

with some continuous and monotonically non-increasing h: [R,00) — (0,00). Let
u,v € C?(M) satisfy

> h(r) ¢ L' (+00) (7.2)

Vu Vou
T S P (R
V_logpg o2+ Val V_logo 2+ |Vo]? q(z)
> p(r(x))oo(r(z)) >0, (7.3)

and

sup(u — v) < +00.
M

Then, if ¢ £ 0, there are no solutions to (7.3).

Proof. The proof is very similar to that in [15], the only differences being our use
of the divergence operator with respect to the weighted volume form odM and a
suitable form of the Mikljukov-Hwang-Collin-Krust inequality which in our setting
reads as follows

Vu Vv
\/_2 S 2—\/_2 S 2,Vu—Vv
0%+ [Vu| 0%+ [V
Vu _ Vv
Vo 2+ [Vul2 o2+ [Vul?

2

1
> 5 (Ve +VuP + Vo7 + TVeP?)

Vu Vo
Vo +IVul? /o2 + Vo
Together these result in the extra factors of gg in (7.1), (7.2), and on the right hand

side of (7.3). Taking into account these differences the proof in [15] applies almost
verbatim. ([l

-1

>0

As direct corollaries of the previous theorem, we have

Corollary 7.2. Let u be a bounded solution to
Vu

Vo 2+ |Vul?
with H > 0.

(i) Suppose that o(x) < 0o (r(m)) < r(x)'Bl, B1 >0, and that A(r) < P2 By >
0, for large values of r = r(x). Then

2
liminf H(x) - M =0.
r(x)—o0 00 (T(:L’))
(i) Suppose that o(z) < eo(r(x)) < e”7™), 81 >0, and that A(r) < %7, 5 >
0, for large values of r = r(x) Then
1
liminf H(z) - r(z)logr(z)
r(x)—o0 QO( ( ))
(iii) Suppose that o(x) < go( ) < ePir(z)® , B1 >0, and that A(r) < 652T2, By >

0, for large values of r =r(x). Then

imin x -M
}u)aoiH( ) 00 (r(x))

div_ieg, =nH(z) in M,

=0.

=0.
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Proof. By choosing p(s) = (s?logs)~! in (i), we see that (7.1) holds, and therefore

the claim follows. Similarly, choosing p(s) = (slogs)~! in (ii) or p(s) = (logs)~

in

(1]
2]
(3]
(4]
(5]
(6]

[10]
[11]
[12]

[13]

[14]

[15]
[16]

[17]

18]

1

(iii), the condition (7.2) holds and the claim follows. O
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