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RESUMO

O emprego de redes densas é uma solução promissora para os futuros sistemas 5G. O uso de
um maior número de BSs (do inglês, base station) por unidade de área provê uma redução na
distancia de transmissão e pode melhorar significativamente a multiplexação espacial. Porém,
a densificação traz preocupações principalmente relacionadas à maior interferência, devido às
distâncias reduzidas. Esta dissertação visa apresentar formas de gerir interferência em cenários
densos através do uso da formação de feixes para minimização da soma de potências. Mais
especificamente, focamos em dois aspectos das redes densas: A solução de problemas de larga-
escala e a gerência de interferências de enlace cruzado em redes densas que utilizam TDD
(do inglês, time division duplexing) dinâmico. Para o primeiro aspecto, nós apresentamos uma
análise de desempenho para uma solução de formação de feixes baseada em ADMM (do inglês,
alternating directions method of multipliers) que é considerada ser bem adaptada para otimização
em larga-escala. Por simulações, nós comparamos esta solução com a bem conhecida solução
via SDP (do inglês, semidefinite programming) em diversas configurações de rede. Os resultados
indicam que a solução ADMM proporciona convergência rápida com acurácia modesta. Para
cenários TDD dinâmico, nós propomos dois problemas de formação de feixes. No primeiro, nós
almejamos proteger a comunicação UL (do inglês uplink) forçando uma limitação na potência
de interferência entre BSs, enquanto garantimos uma SINR (do inglês, signal-to-interference-

plus-noise ratio) mínima para o DL (do inglês, downlink). Propomos uma solução centralizada e
uma distribuída baseada em decomposição primal. Os resultados de simulação mostram que o
desempenho do UL é melhorado e os alvos de SINR para o DL são garantidos, e que a solução
distribuída itera em direção à centralizada, enquanto soluções realizáveis podem ser obtidas
em iterações intermediárias ao custo de potência subótima. No segundo problema para TDD
dinâmico, nós visamos garantir uma SINR mínima para usuários em UL e DL. Propomos uma
solução centralizada e uma solução distribuída baseada em ADMM. Os resultados de simulação
mostram que ambas as abordagens alcançam bom desempenho e que a solução distribuída itera
em direção à centralizada, enquanto a carga de sinalização pode ser controlada fixando o número
de iterações ao custo de desempenhos de SINR e potência próximos ao ótimo.

Palavras-chave: Formação de Feixes, Minimização de Potência, Redes Densas, TDD dinâmico



ABSTRACT

The employment of dense networks is a promising solution for the upcoming 5G systems. The
use of a larger number of base stations (BSs) per unit area provides a reduction in transmission
distance and can significantly improve spatial multiplexing. However, the densification also
brings worries mainly related to higher interference due to the reduced distances. This master
thesis aims to present ways to manage interference in dense scenarios by using sum-power
minimization beamforming. More specifically, we focus in two aspects of dense networks: The
solution of large-scale problems and the management of the cross-link interferences in dense
networks that employ dynamic time division duplex (TDD). For the first aspect, we present an
performance analysis for a alternating direction method of multipliers (ADMM)-based solution
for the beamforming,which is considered to be well adapted to large-scale optimization. In the
simulations we compare the ADMM solution to a well known semidefinite programming (SDP)
solution in several network configurations. The results indicate that the ADMM approach has
faster convergence for large-scale scenarios when modest accuracy is required. For dynamic TDD
scenarios, we propose solutions for different beamforming problems. In the first case, we aim
to protect the uplink (UL) communication by forcing a constraint on the BS to BS interference
power while guaranteeing downlink (DL) signal-to-interference-plus-noise ratio (SINR). We
propose a centralized and a primal decomposition based distributed solution. The simulation
results show that UL performance is improved and DL SINR targets are guaranteed, and that
the distributed solution iterates towards the centralized one, while feasible beamformers can be
obtained at intermediate iterations at the cost of suboptimal power. In the second dynamic TDD
problem, we aim to guarantee a minimum SINR for UL and DL users. We propose a centralized
and an ADMM-based distributed solution. The simulation results show that both approaches
achieve good performance and the distributed solution iterates towards the centralized one, while
the signaling load can be controlled by fixing the number of iterations at the cost of close to
optimal power and SINR performance.

Keywords: Beamforming, Power Minimization, Dense Networks, Dynamic TDD
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1 INTRODUCTION

1.1 Thesis Scope and Motivation

During the past few years, the mobile communications systems experienced a huge
increase in data rate and a great improvement in many other quality-of-service (QoS) indicators.
This was achieved in order to provide sufficient connection to the large and growing number
of users. Beyond that, this improvement also aimed to support new services and applications,
which required more and more capacity, reliability and flexibility of connection. This network
growth continues in the present days, and it tends to advance even more in the near future. Recent
studies affirm that the number of mobile subscribers of the broadband mobile networks will keep
rising in a rate of 30% per year. It has also been stated, that by the year 2020, around 90% of the
people older than 6 will own a mobile phone [1]. These new requirements for reliable connection,
anytime and everywhere, make the research of new technologies for wireless communications
one of the main focuses of the current technological development.

A new generation of mobile communication systems, also known as fifth generation
(5G), is in its specification process, with plans to start its deployment by the year 2020 [2].
This new generation is projected based on forecasts of the future user requirements, which also
indicate a huge increase in the demand of data rate per user. This growth is generated by the
emergence of new scenarios and applications which require very high transfer rates. Therefore,
5G systems must largely exceed the performance of the past generations, and increase the
possibilities for the use of the mobile systems.

Furthermore, in 5G, the communication will not be made only between people. In a
near future machine-type communication will be a constituent part of new systems and countless
types of devices will need to have access to the network in order to perform the more diverse
tasks. These communicating equipments range from simple technological accessories, such as
toys or smart-devices (watches, glasses, clothing and many others), to very critical devices, such
as industrial actuators or autonomous vehicles. All of them will access the networks and must
have guaranteed their specific requirements of capacity, latency, mobility and reliability.

Based on that, the basic requirements that the 5G systems must fulfill are described
in [3], and are listed as follows:

• Massive system capacity.

• Very high data rates everywhere.

• Very low latency.

• Ultra-high reliability and availability.

• Very low device cost and energy consumption.

• Energy-efficient networks.
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In order to fulfill these requirements it is necessary to achieve an unprecedented
growth in system capacity. Such increase is directly related to some key factors that can be seen
in (1.1), which are shown by the capacity upper-bound equation for a cellular mobile system
with additive white Gaussian noise (AWGN) channels [4] .

' < � = ;

(
,

<

)
log2

(
1+

(

�+#

)
, (1.1)

where ; is the spatial multiplexing factor, , denotes the available bandwidth, < is the number
of users sharing the same resource, ( is the power of the received signal, � is the interference
power and # is the noise power.

Therefore, the system capacity can be increased by the use of larger bandwidths
(,), by increasing the spatial multiplexing term (;), by the reduction of the number of users
sharing the same resource (<) or by increasing the SINR. Lately, some technologies and solutions
targeting each of these key factors are subject to a great interest from the scientific community.
This interest is motivated by the intention of standardizing such technologies as constituent
parts of the future 5G systems. Among the main upcoming technologies we can highlight the
following:

• New frequency bands: In order to achieve the higher rates and capacity in 5G
it is necessary to expand the widths of the transmission bands (,) to some hundreds of MHz.
Currently, the frequency bands used by the cellular systems are below 6 GHz. However, the 5G
requirement for higher bandwidths, makes it necessary to allocate frequencies far beyond this
threshold, reaching frequencies up to the order of 100 GHz [5]. In these higher frequencies, it
is possible to find wide unused frequency bands. For example, 1 GHz wide unused bands can
be found in the spectrum between 28 GHz and 30 GHz [6]. However, in these higher frequency
bands the transmitter waves (commonly called millimeter waves, for its smaller wave-length)
present high path and penetration losses, which makes necessary the study and characterization
of new channel models [7].

•Massive MIMO: The concept of massive multiple-input multiple-output (MIMO)
is defined as the use of a large number of antennas in order to serve many users using the same
frequency-time resource [8]. With the employment of massive MIMO, a 10-fold increase in
system capacity and a 100 times improvement in energy efficiency are expected, when compared
to previous systems [9]. This increase in capacity and energy efficiency comes from the aggressive
spatial multiplexing (;), provided by the excessive number of antennas and by the formation of
extremely narrow beams.

• Dense networks: The employment of dense networks reduces the number of users
sharing the same resources (<). For that, it proposes networks with larger numbers of BSs per
unit area, which would manage a smaller number of users [4]. These users, on the other hand,
will be closer to its BS, what makes the system capacity increase and decrease the transmit power
for BSs and user equipments (UEs). Thus, denser networks are expected to provide improvement
in energy efficiency and to enable better exploitation of spectrum.
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Each of these technologies for the 5G systems present their specific technical issues,
which still need lots of research in order to achieve the target gains. Therefore, in this master’s
thesis we focus on techniques to manage interference levels generated by the network densifica-
tion in the upcoming 5G networks. Network densification brings, beyond its clear benefits, some
worries mainly related to: the higher interference due to the reduced space between the increased
number of nodes; the solution of larger-scale optimization problems with very large number
of variables; the amount of signaling among the larger number of network entities; and to the
variation and asymmetry of the UL and DL traffic requirements between neighboring cells.

In this work, we seek to study the impact of using sum-power minimization beam-
forming to combat interference in dense networks. More specifically, we focus in two different
aspects. The first one is the difficulty to perform optimization tasks with the larger number of
variables that are due to the massive amount of coordinated nodes. For this, we present a perfor-
mance analysis for a beamforming solution based on ADMM that is well adapted for large-scale
problems. The second aspect, is the effect of the different interference links created in dense
networks that employ Dynamic TDD in order to adapt to the unbalanced traffic requirements.
For this, we propose two different centralized and decentralized beamforming approaches in
order to manage such interferences.

1.2 State of the Art

Interference management schemes play a very important role in dense scenarios,
since they result in more interference sources whose proximity can achieve extreme levels.
Such schemes are commonly classified in three categories: interference avoidance, interference
cancellation and interference coordination [10].

• Interference avoidance: interference is managed by avoiding using interfering
resources of time, frequency, code or space. This is achieved by allocating orthogonal portions
of each resource to each transmitting link. Examples of techniques are multiple access methods
[11] such as time division multiple access (TDMA), frequency division multiple access (FDMA)
and code division multiple access (CDMA), which allocate separate resources of time, frequency
and code, respectively. Also, another technique is based on spatial frequency reuse methods [12],
which manages interference by avoiding allocating a same frequency resource to neighbor cells.
Power control techniques also fall in this category, since they try to adapt the transmitted power
to avoid interfering with other communications.

• Interference cancellation: receivers take advantage of the structure of the interfer-
ing signals in order to reconstruct them by demodulation and decodification. This is done so that
interference can be subtracted from the complete signal [13]. This interfering signals extraction
can be done using successive interference cancellation (SIC) solutions, in which the signal of
each user is sequentially extracted from the original signal [14], or using parallel interference
cancellation (PIC) solutions in which the interference from all users is extracted simultaneously
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Figure 1.1 – Beamforming filtering.
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from the original signal [15].

• Interference coordination: multiple transmitters and receivers are coordinated
among themselves in order to mitigate the effects of interference. In a multi-antenna deployment,
interference can be managed by using a spatial filtering technique called coordinated beamform-
ing. Beamforming filtering is performed in such a way to combine the signals from each antenna
in order to focus a signal beam in a desired direction, or in order to avoid transmitting signal to
unintended directions. This can be done, in the simplest case, by building a transmit filter such
that its inner product with the steering vector of the desired direction is large, while its inner
product with all the other steering vectors are small [16]. The coordination among the different
nodes is done in order to jointly design the filters with the objective of optimizing some network
performance indicator.

Therefore, this work focuses on the beamforming strategy to coordinate the transmis-
sions and manage interference, in order to achieve the promised performance gains in super-dense
scenarios. The next subsection discusses the main concepts and works related to the beamforming
technologies.

1.2.1 Beamforming

A beam is formed by the constructive and destructive combination of the signals
transmitted by each element in the antenna array. This is achieved by a spatial filtering strategy
that assigns complex weight factors (E<) that are multiplied to the signals transmitted by each
antenna. Figure 1.1 illustrates a simple beamforming process, where the weight factors are
designed to focus a beam of maximum power in the direction of the user. This can be done by a
simple maximum ratio transmission (MRT) approach that maximizes the signal power in the
receiver direction, without taking into account interferences [17].

Alternatively, in a multi-user scenario the beamforming can be designed in a way
that the BS serves each of its users while avoiding interference between them. A well known
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approach to accomplish that is zero-forcing (ZF), which is designed to achieve zero inter-user
interference [18]. However, ZF may not be optimal for all cases, since permitting some small
degree of interference can allow an increase in other performance aspects, such as power and
complexity, without compromising capacity. Another classic beamforming approach that takes
into account interference is minimum-mean-square error (MMSE), which aims to minimize the
difference between the received and the decoded symbol [19].

In a multi-cell scenario, if each BS performs its beamforming strategies indepen-
dently, the network performance can be degraded due to the inter-cell interference that occurs
between the transmissions of neighboring cells using the same radio resources. Therefore, some
coordination among the cells can exist, such that the beamforming weights can be designed
to control inter-cell interference in order to improve the overall system performance. This
coordination can be performed in a centralized or distributed manner.

In the centralized coordination approach a master entity (a simple central node
or a cloud radio access network (C-RAN)) is in charge of performing all the beamforming
computation, taking into account the relationship among the cells. In order to do this, the central
controller must acquire knowledge of the channels between all BSs and all users in the system,
i.e., global channel state information (CSI), which can be achieved by each BS sending its
local CSI to a central controlling unit via backhaul. Beyond that, the filters resulting from
the beamforming computations must be sent back to the respective transmitters. Alternatively,
centralized approaches are also commonly defined with each BS performing its computations.
For this, every BS must have access to global CSI via backhaul sharing.

With distributed coordination each node takes its own decisions relying on the
availability of local CSI, i.e., knowledge of the channels between itself and other nodes in the
system. In addition to local CSI, a small amount of information exchange can be allowed via
backhaul and/or over-the-air signaling in order to better coordinate the nodes. The coordination
using backhaul exchange is conventionally done to allow intercell interference cordination
(ICIC), and can take place for example, by control plane signaling via the X2 interface. The
over-the-air signaling is conventionally done for the estimation of effective channels, and can be
designed by a channel sounding (CS) strategy using precoded pilot signaling.

The choice between centralized and decentralized solutions is highly scenario de-
pendent. This decision must take into account the trade-off regarding the amount of necessary
signaling and the optimality of the beamforming computation, since decentralized algorithms
offer the possibility of reduced signaling overhead, while there is the cost of a degradation in
performance. Decentralized schemes are often more viable than centralized ones, and they can
be designed in a way to achieve minimum performance losses in comparison with centralized
schemes. However, if the decentralized scheme is not well designed it may cause delay and
increase signaling overhead. This way, it is very important to take these issues into account.

The design of the beams using coordinated beamforming can be done with respect
to a variety of network objectives, which depend on the scenario where it is applied and on its
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respective QoS requirements. Classical beamforming approaches MRT, ZF and MMSE can also
be used in multi-cell coordinated scenarios. However, other optimization-based beamforming
approaches have very high importance, since they can be used do optimize more complex
network objectives. The most common are sum-rate maximization [20, 21, 22], energy efficiency
maximization [23, 24, 25, 26] and sum-power minimization [27, 28, 29, 30, 31, 32, 33, 34, 35].

In conventional sum-rate maximization algorithms the goal of the beamforming
procedure is to maximize the total throughput of the network while satisfying some maximum
transmit power constraints at each BS. This approach may not be fair with all users, since
users with good channel conditions may be favored. This way, in order to add fairness to the
beamforming procedure, weights can be assigned to the sum-rate of different users. Weighted
sum-rate maximization is conventionally not convex, then global optimality cannot be guaranteed.
However, many studies proposed reformulations and approximations to efficiently solve it. In this
sense, [20] proposed a weighted sum rate maximization approach for multiple-input single-output
(MISO) systems that can be implemented in a distributed way. For the MIMO case [21] proposed
a centralized solution to find transmit and receive filter, which is experimentally shown to reach
a local optimum. The authors in [22] proposed centralized and distributed solutions based on an
iterative process where transmit and receive filters are alternatively optimized, which are proven
to converge to a local optimum.

Energy efficiency maximization aims to maximize the ratio between sum-rate of the
coordinated BSs and the corresponding power consumption. The authors in [23] proposed a
suboptimal centralized design procedure based on the Karush-Kuhn-Tucker (KKT) conditions for
a MISO scenario. Other solutions for the MISO scenarios are presented in [24], which proposed a
decentralized solution that is proven to converge to a stable point, and by [25], which presented a
solution that can be applied in a decentralized or parallel manner. A solution for MIMO scenarios
is proposed by [26], which jointly optimizes the transmit powers and beamforming vectors in an
iterative alternating algorithm.

In this master’s thesis we use the beamforming with objective to minimize the
sum-power, which aims to minimize the total network transmission power, while guaranteeing
some quality target (most commonly SINR) for each user. Such solution is highly desirable,
since the reduction in power consumption is one of the key factors for the development of
new technologies, in order to provide less operational costs and to achieve a greener network.
Sum-power minimization beamforming was introduced by [27] for a multi-cell MISO scenario,
which proposed a solution based on uplink-downlink SINR duality that can be implemented in a
distributed form if channel reciprocity is assumed in TDD.

Alternative centralized solutions for the sum-power minimization problem were
proposed by [28] and [29], based on convex optimization. Such solutions provided reformulations
of the original problem in convex relaxed-SDP and second-order-cone programming (SOCP)
forms, respectively. These reformulations provide the possibility of using standard convex
optimization numerical tools such as CVX [36] and SCS [37], in order to efficiently solve the
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beamforming problem with a guarantee of global optimality.
Other distributed solutions for the MISO case were proposed by [30] and [31]. The

decentralization procedure employed by these solutions is based on primal and dual decomposi-
tion methods, respectively. Differently from [28] these solutions provide feasible beamformers
at intermediate iterations, with the cost of suboptimal performance, what can be very desired in
order to reduce delay in networks with timing restrictions.

For MIMO scenarios the problems can no longer be directly reformulated in a
convex form for transmitters and receivers. This way, more complex algorithms were proposed
to optimize transmit and receive filters. In [32] authors proposed a solution based on an uplink-
downlink duality. In [33] a solution is proposed to iteratively optimize transmitters and receivers.
Such solutions must be performed in a centralized manner, since they required global CSI
knowledge. However, the authors in [34] were capable of providing a decentralized solution
which requires only local CSI and a combination of pilot and backhaul signaling.

Beyond conventional studies on the sum-power minimization solution, which nor-
mally do not consider very large numbers of BS and UEs, [35] proposed an ADMM based
solution that is better suited for large-scale optimization. Such solution is highly desirable for
super-dense scenarios, since the number of nodes tends to greatly increase.

1.2.2 Dynamic TDD

In dense networks, another very important issue arises, related to the larger amount
of signaling among the massive number of entities coordinated in the network. For that reason,
the use of TDD was proposed as the standard way to duplex direct (downlink) and reverse
(uplink) links in dense networks, since it provides channel reciprocity, what greatly reduces the
signaling overhead used for channel estimation.

In previous generations, the systems that employed TDD, used fixed time intervals for
each link direction, and neighbor cells should transmit in the same direction. This was made with
the intention to avoid creating interference between BSs and between UEs transmitting in contrary
directions [38]. However, the reduced cell size in dense networks makes the instantaneous traffic
demands vary significantly between cells [39]. Therefore, the dynamic reconfiguration between
uplink and downlink can allow an increase in the system efficiency for systems with varying or
unbalanced data requirements in both directions.

However, beyond the high interference levels generated by the proximity between the
entities in dense networks, the coexistence of different link directions in neighbor cells creates
new types of interference between BSs (BS to BS interference) and between UEs (UE to UE
interference) located in cells with opposite directions. Figure 1.2 exemplifies these interferences
in a three cell scenario, where two BSs are transmitting in downlink and they generate BS to BS
interference to the BS receiving uplink communication. On the other hand, the UE transmitting in
uplink generates UE to UE interference for the other two UEs in the contrary direction. This way,
in order to achieve the gains obtained by the use of dynamic reconfiguration between downlink
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Figure 1.2 – Interferences in a dynamic TDD scenario.
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Source: Created by the author.

and uplink in dense networks, it is crucial to manage the effects of such interferences.
Some strategies to treat interference in systems that employ dynamic TDD were re-

cently proposed, including clustering schemes, power control techniques and time slot allocation
strategies. Clustering schemes are proposed in [40], where neighboring cells are grouped to use
the same link direction, in a way to eliminate cross link interference. However, this solution has
a drawback with respect to unbalanced traffic adaptation, since even if two neighbor cells have
totally different traffic demands they must still choose the same direction.

Power control solutions are proposed in [41], which controls BS to BS interference
by reducing the transmission power of the aggressor BS, and in [42], which increases the
transmission power of the UE that has its communication affected by interference. However, both
approaches are not optimal, since reducing BS power directly affects downlink capacity, and
increasing UE transmit power leads to a growth in battery consumption, which is an important
issue for mobile transceivers. Time slot allocation algorithms have also been proposed to manage
dynamic TDD interference, such as in [43], that avoids allocating adjacent time slots to UEs
located in the borders of the cells.

The previous interference management techniques do not make use of the multi-
antenna ability to provide more degrees of freedom in order to deal with interference. Thus,
beamforming techniques, that by combining the signals from each antenna focus a signal
beam in a desired direction, while avoiding others, can provide better interference management
performance. However, to the best of our knowledge only few beamforming solutions were
proposed to directly combat these interferences considering different optimization objectives,
and most of them consider single antenna UEs.

Beamforming solutions for the MISO case were presented in [44] to maximize the
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energy efficiency. However, this solution requires a central entity to compute the solution, and
is based on non-linear fractional programming, which has very high computational complexity.
The authors in [45] presented a solution using a pricing approach that penalizes the DL BSs that
cause interference. However, by using this approach the DL capacity suffers in order to provide
less interference in the UL. In [46] a sum-power minimization decentralized approach using
ADMM is presented. A beamforming solution for MIMO systems is presented in [47], which
maximizes the weighed sum rate.

However, in the case of sum-power minimization beamforming, which is well-
motivated in static duplex systems, since it helps to reduce the operational expenditures, it is
still an open question whether it can be employed to mitigate the dynamic TDD cross-link
interferences and provide good performance in MIMO scenarios. Thus, in this work we also
seek to study ways to use the sum-power minimization beamforming to manage the cross-link
interferences in MIMO dynamic TDD networks.

1.3 Objectives and Main Contributions

The main objective of this master’s thesis is to analyze and propose coordinated
beamforming solutions to manage the higher interference levels in dense scenarios. More
specifically, we focus in two aspects: the solution of large-scale optimization problems and the
different interference links in dynamic TDD dense networks. The main contributions of this
work can be listed as:

• Present a performance analysis for an ADMM large-scale beamforming solution, assessing
its scalability when applied to different network configurations.

• Simulation results indicate that the ADMM method can provide solutions for large-scale
problems in much less time than the SDP method, when modest accuracy is required.

• Formulate a non-trivial and novel optimization problem to optimize the beamformers
in a Dynamic TDD scenario. The objective of this problem is to minimize the network
sum-power while providing a minimum SINR for DL users and limiting the BS to BS
interference power to some threshold.

• Present a centralized and a decentralized solution for the proposed problem. The decentral-
ization is based on the primal decomposition method.

• Provide a signaling scheme to enable the primal decomposition decentralized beamforming
calculation.

• Show that the decentralized solution approaches the same result as the centralized one
if the algorithm is performed until convergence. However, feasible beamformers can be
obtained at intermediate steps, at the cost of sub-optimal power minimization performance.
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• Formulate another non-trivial and novel optimization problem to optimize the beamformers
in a Dynamic TDD scenario. The objective of this new problem is to minimize the network
total sum-power while providing a minimum SINR for DL and UL users.

• Present a centralized and a decentralized solution for the proposed problem. The decentral-
ization is based on ADMM.

• Provide a signaling scheme to enable the ADMM decentralized beamforming calculation.
This scheme is based on over-the-air pilot signaling and the backhaul exchange of a small
number of scalars.

• Show that the decentralized solution approaches the same result as the centralized one
if the algorithm is performed until convergence. However, approximate solutions can be
obtained with a reduced amount of iterations.

1.4 Thesis Organization

In Chapter 2, we describe the mathematical tools required for the solutions pre-
sented in this work. More specifically, we present the ADMM method that is used by the
solutions presented in chapters 3 and 5, and the primal decomposition method, that is used in the
decentralization of the solution presented in Chapter 4.

In Chapter 3, we focus on the issues related to the solution of the sum-power
minimization beamforming problem with large numbers of variables. We present an ADMM-
based solution for the coordinated beamforming optimization problem (CBOP), based on the
solution proposed by [35], and we compare it, via simulations, with a well known SDP solution
for the CBOP presented in [16].

In Chapter 4, we propose a sum-power minimization problem for a Dynamic TDD
MIMO network which protects the UL communication from BS to BS interference, while
guaranteeing a minimum SINR target for DL users. We propose a centralized and a decentralized
iterative solutions for this problem. The decentralized solution is based on primal decomposition
and requires only local CSI and a light-weight pilot and backhaul signaling scheme. We show
that both solutions can improve the UL performance while guaranteeing DL SINR targets, and
the decentralized solutions iterate toward the centralized ones, while feasible solutions can be
obtained at intermediate iterations with the cost of suboptimal power.

In Chapter 5, we propose another sum-power minimization problem for a Dynamic
TDD MIMO network. This problem tries to guarantee a minimum SINR threshold for DL and UL
users. We propose a centralized and an ADMM-based decentralized solution. The decentralized
solution also requires only local CSI and a light-weight pilot and backhaul signaling scheme.
We also show that the centralized solution iterates towards the centralized one and that the
signaling load can be controlled by fixing the number of iterations at the cost of close to optimal
performance.
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In Chapter 6, we summarize this master’s thesis main conclusions and we point
future research directions that can be considered as extensions to this work.

1.5 Scientific Production

The content and contributions of this Master’s thesis were submitted with the follow-
ing information.

• Eduardo de O. Cavalcante; Yuri C. B. Silva ; Walter C. Freitas Jr, “A Performance
Analysis of ADMM Applied to Coordinate Beamforming”. XXXV Simpósio Brasileiro
de Telecomunicações e Processamento de Sinais (SBrT), 2017.

• Eduardo de O. Cavalcante; Gabor Fodor; Yuri C. B. Silva ; Walter C. Freitas Jr, “Dis-
tributed Beamforming in Dynamic TDD MIMO Networks with BS to BS Interference
Constraints”. IEEE Wireless Communications Letters (under review).

In parallel to the development of the Master course the author has been working on
other research projects related to interference management in 5G networks. In the context of
these projects, the author participated on the following technical reports:

• Khaled Ardah; Francisco R. V. Guimarães; Darlan C. Moreira; Lászlon R. Costa; Eduardo
de O. Cavalcante; Elvis M. G. Stancanelli; Walter C. Freitas Jr.; Yuri C. B. Silva; and
Francisco R. P. Cavalcanti; Interference management for super-dense scenarios – Link and
System Level Aspects; GTEL-UFC-Ericsson UFC.42; Fourth Technical Report, October
2016.

• Khaled Ardah; Francisco R. V. Guimarães; Eduardo O. Cavalcante; Walter C. Freitas
Jr.; Yuri C. B. Silva; and Francisco R. P. Cavalcanti; TIDE5G - Dynamic Time Division
Duplexing Evolution for 5G Systems – Interference Mitigation in DTDD Multiple Antenna
Systems; GTEL-UFC-Ericsson TIDE5G; First Technical Report, May 2017.

• Khaled Ardah; Francisco R. V. Guimarães; Eduardo O. Cavalcante; Walter C. Freitas
Jr.; Yuri C. B. Silva; and Francisco R. P. Cavalcanti; TIDE5G - Dynamic Time Division
Duplexing Evolution for 5G Systems – Interference Mitigation in DTDD and Hybrid
Beamforming; GTEL-UFC-Ericsson TIDE5G; Second Technical Report, November 2017.



2 MATHEMATICAL TOOLS

2.1 Introduction

In this chapter, we discuss two numerical methods that are used by the solutions
proposed in this master‘s thesis. The alternating direction method of multipliers (ADMM) is
discussed in Section 2.2 and applied to the beamforming solution for large-scale systems in
Chapter 3 and to the decentralized solution proposed in Chapter 5. The primal decomposition
method is discussed in Section 2.3 and used by the decentralized solution proposed in Chapter 4.

2.2 Alternate Direction Method of Multipliers

ADMM is described by [48] as a simple but powerful algorithm that is well suited to
distributed convex optimization and takes the form of a decomposition-coordination procedure,
in which the solutions to small subproblems are coordinated to find a solution to a large global
problem. In the next chapters, we seek benefit from two well known characteristics of ADMM,
its ability to solve large-scale problems with moderate accuracy, within a reasonably low amount
of time, and to allow parallel processing.

The ADMM algorithm tries to mix the benefits of other two preceding optimization
methods. It tries to implement the parallelism provided by the Dual Decomposition Method
(Dual Ascent) and the robustness of the Augmented Lagrangians and Method of Multipliers, by
implementing a combination of both algorithms. For that reason, in order to better understand
ADMM, it is necessary to begin our description by briefly revising these other two older methods.

2.2.1 Dual Ascent

For the dual ascent method, consider a simple convex optimization problem

minimize 5 (x)

subject to Ax = b,
(2.1)

with x ∈ R<, A ∈ R;×<, and 5 : R<→ R being a strictly convex function.
The Lagrangian for this problem is

!(x,y) = 5 (x)+y) (Ax−b), (2.2)

where y is the dual variable. The dual of the problem in (2.1) is

maximize inf
x
!(x,y), (2.3)

where inf
x
( 5 (x)) denotes the infimum of 5 (x) in relation to the variable x.
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If it is assumed that strong duality holds in this case, i.e. the primal and dual optimal
solutions are the same, it is possible to obtain the primal optimal point (x∗) from the dual optimal
point (y∗) by doing

x∗ = argmin
x

!(x,y∗). (2.4)

The dual ascent method solves iteratively the dual problem, by first minimizing the
Lagrangian and then updating the dual variable, as shown in

x9+1 = argmin
x

!(x,y9),

y9+1 = y9+U9(Ax9+1−b),
(2.5)

where U9 > 0 is the step size, and the term between parentheses in the dual variable update step
is the gradient of the dual function.

One of the main features of dual ascent is the possibility of distributing the calcu-
lations. For example, in cases when the objective function can be split in # different parts, the
algorithm is written as

x9+1
7 = argmin

x7
!(x7,y9), 7 = 1, . . . ,#.

y9+1 = y9+U9(Ax9+1−b),
(2.6)

where each of the # instances of the Lagrangian minimization step can be done independently
in a parallel fashion, while the dual variable update step is done in a centralized manner, after
gathering the results from each independent calculation. This distributed version of the Dual
Ascent Method is called the Dual Decomposition Method.

Although useful for some applications, the Dual Decomposition Method fails to
converge in many other cases, for example when 5 is not strictly convex or reaches +∞.

2.2.2 Augmented Lagrangian and the Method of Multipliers

Methods that use augmented Lagrangians are designed to provide robustness to the
dual ascent method, in order to converge in a larger amount of cases. The augmented Lagrangian
of the problem in (2.1) is

!d(x,y) = 5 (x)+y) (Ax−b)+ (d/2)| |Ax−b| |22 , (2.7)

where d > 0 is a penalty parameter, which is included in order to make the dual function,
6d(y) = inf

x
!d(x,y), differentiable in more cases.



Chapter 2. Mathematical Tools 25

Applying the Dual Ascent method to the new Lagrangian we obtain the algorithm
known as the Method of Multipliers

x9+1 = argmin
x

!d(x,y9),

y9+1 = y9+d(Ax9+1−b).
(2.8)

The differences from this method to the dual ascent are the use of the augmented
Lagrangian in the first step and the substitution of the step size term with the penalty parameter.
These changes make it a more robust algorithm, in the sense that it can converge under more
general conditions. However, by using the augmented Lagrangian in the first step, it becomes no
longer possible to use parallel independent partitions when 5 is separable.

2.2.3 ADMM

In this sense, ADMM was developed in order to blend the benefits from the afore-
mentioned methods, i.e. ADMM should be robust and allow parallel calculation.

The optimization problem in (2.1) can be rewritten by splitting the variable x in two,
x and z, related as shown in the constraint part of (2.9), with the objective function separable
across this splitting.

minimize 5 (x)+ 6(z)

subject to Ax+Bz = c,
(2.9)

with x ∈ R<, z ∈ R;, A ∈ R>×<, B ∈ R>×;, and c ∈ R>. Assuming that 5 and 6 are convex
functions.

Writing the augmented Lagrangian for the problem in (2.9) we obtain

!d(x,y) = 5 (x)+ 6(z)+y) (Ax+Bz− c)+ (d/2)| |Ax+Bz− c| |22 , (2.10)

where y is the dual variable and d is the penalty parameter.
The ADMM algorithm is similar to the dual decomposition and the method of

multipliers and consists of the three steps shown below: the minimization of the augmented
Lagrangian over each of the two variables, x and z, and the update of the dual variable.

x9+1 = argmin
x

!d(x,z9,y9),

z9+1 = argmin
z

!d(x9+1,z,y9),

y9+1 = y9+d(Ax9+1+Bz9+1− c).

(2.11)
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ADMM can also be written in a more convenient form by using a scaled version of
the dual variable, _ = (1/d)G.

x9+1 = argmin
x
( 5 (x)+ (d/2)| |Ax+Bz9− c+___9 | |22),

z9+1 = argmin
z
(6(z)+ (d/2)| |Ax9+1+Bz− c+___9 | |22),

___9+1 = ___9+Ax9+1+Bz9+1− c.

(2.12)

The difference between the method of multipliers and ADMM is that the updates of
x and z are done jointly in the former ((x9+1,z9+1) := argminx,z !d(x,z,y9)), but in an alternate
fashion in the latter (z9+1 depends on x9+1), and this is what allows the decomposition when 5 or
6 are separable. In this sense, ADMM is a robust method for solving large-scale optimization
problems, which has the aptitude to be applied in a parallel manner.

We use ADMM trying to benefit from its robustness and large-scale adaptation in
Chapter 3 as a means to speed up calculations for large-scale problems. ADMM is also used in
Chapter 5 to solve the proposed optimization problem in a distributed approach, with each node
performing its necessary calculations to find the optimal precoders.

2.3 Primal Decomposition

Decomposition methods are designed to solve a problem by decomposing it in many
subproblems of smaller dimension that are easier to solve and can be calculated in a parallel
distributed fashion [49]. For example, it can be applied to decouple the interference terms
linking two (or more) BSs in the beamforming optimization problem, and allow that each BS
can independently compute its subproblems. In order to coordinate these subproblems, a high-
level master problem is considered to manage the necessary information sharing between each
subproblem. Figure 2.1 illustrates the decomposition of a problem in this two-level approach.

Figure 2.1 – Two-level decomposition.

Source: Adapted from [50]

A well known category of decomposition methods is the primal decomposition,
which divides the original primal problem in many subproblems coordinated by a master problem
[50]. Primal decomposition works when an original problem has coupling terms such that, when
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fixed to some value, decouples the rest of the problem into smaller subproblems. Consider, for
example, this general optimization problem:

maximize
y,{x7}∀7

∑
7

57(x7)

subject to A7x7 ≤ y, ∀7
y ∈ Y.

(2.13)

The variable y couples the problem, since the calculation of every x7 depends on the
optimal value of y. This way, if y can be fixed to some value the problem would decouple. Thus,
we could use primal decomposition to solve this problem, by having the subproblems for each 7
with y fixed written as:

maximize
x7

57(x7)

subject to A7x7 ≤ y.
(2.14)

At the higher level, the master problem has the role of updating the values to which
y must be fixed to by solving

maximize
y

∑
7

5 ∗7 (y)

subject to y ∈ Y,
(2.15)

where 5 ∗
7
(y) is the optimal objective value of the problem in (2.13) given y.

The primal decomposition solves the original problem by solving the master problem
with the gradient or subgradient methods. And after that, by solving all subproblems in order to
obtain the gradients or subgradients for the next master problem update.

If the original primal problem is convex, so are the respective subproblems and
the master problem. Thus, each subproblem can be solved separately using standard convex
optimization tools, or the interior-point method. To solve the master problem the gradient method
can be used if the master problem objective,

∑
7 5
∗
7
(y), is differentiable. However, this function in

general is not differentiable and a subgradient method, which only requires knowledge about the
subgradients, may be used. If a subgradient method is applied to solve the master problem in
(2.15), then a sequence of feasible points y(B) are generated as

y(B+1) = [y(B)+U(B)s(B)]Y , (2.16)

where s(B) is a valid subgradient of the objective function of (2.15) at the point y(B), [·]Y
is a projection onto the feasible set Y, and U(B) is the step-size. The subgradient method is
guaranteed to converge if a diminishing step size is used, for example U(B) = 1/

√
B [51]. However,

monotonicity is not guaranteed by the subgradient method, then the best solutions must be stored
at each iteration.
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The Primal decomposition method is used in Chapter 4 in order to decouple the
terms in the proposed optimization problem and allow its distributed computation. In the scenario
of Chapter 4, the coupling terms are the inter-cell interference values. These values will be
fixed in the local subproblems, while the master problem updates them. There are, however,
other categories of decomposition methods, including the dual decomposition method, which is
based on decomposing the Lagrangian dual problem instead of the primal problem [52] and it is
normally applied to problems that become decoupled when a constraint is relaxed.



3 A PERFORMANCE ANALYSIS OF LARGE-SCALE BEAMFORMING

3.1 Introduction

The larger number of cells and users combined with the more strict QoS require-
ments in future mobile systems will lead to optimization problems with high dimensions and
large numbers of variables and constraints, as well as very strict latency requirements. However,
conventional algorithms that solve the beamforming problem have their performance demon-
strated for systems with small numbers of cells, typically less than a dozen. This fact motivates
the search for optimization methods that could be used to solve the beamforming problem in
large-scale scenarios.

A promising method to optimize the beamforming was proposed by [35], which uses
an ADMM based algorithm. This method is said to solve large-scale problems with moderate
accuracy, within a reasonably low amount of time. ADMM also allows parallel processing, what
is very desirable for C-RAN systems, in which the baseband processing is centralized and shared
among sites in a virtualized baseband unit (BBU) pool [53].

In this chapter we present an ADMM-based solution for the beamforming problem,
based on the one proposed by [35], without considering joint transmission, which is a more
practical assumption and allows for a fair comparison with the well known SDP solution for
the beamforming problem, presented in [16]. The main contributions of this chapter are the
performance analysis, that assesses the scalability of the ADMM solution applied to different
network configurations, and the convergence analysis, that shows how the ADMM solution
iterates to find an optimal solution.

The rest of the chapter is organized as follows. Section 3.2 defines the signal model.
Section 3.3 defines the problem and presents the ADMM-based solution for the beamforming
problem. Section 3.4 shows and analyzes the simulation results. Finally, Section 3.5 draws the
main conclusions.

3.2 Signal Model

The scenario where beamforming is applied is exemplified in Figure 3.1. It is formed
by a set of  single-antenna UEs and ! remote radio units (RRUs) with # antennas, managed by
one single BBU pool. The signal received by a UE 9, which is assigned to an RRU :, is G9 ∈ C,
and it is expressed as

G9 = h�9:v9:A9︸  ︷︷  ︸
desired signal

+

 ∑
8=1
8,9

h�9:v8:A8

︸      ︷︷      ︸
intra-RRU interference

+

!∑
7=1
7,:

 ∑
8=1
8,9

h�97v87A8

︸           ︷︷           ︸
inter-RRU interference

+<9, ∀9, (3.1)
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Figure 3.1 – Illustration of an example scenario.
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Source: Created by the author.

where h�
9:
∈ C#×1 is the channel vector between RRU : and UE 9, v9: ∈ C#×1 is the beamforming

vector from RRU : to UE 9 (we assume that if an user 8 is not assigned to an RRU 7, then v87 is a
zero vector), A9 ∈ C is the data sent to user 9, which is assumed to have unit variance, and <9 ∈ C
is the additive white Gaussian noise at user 9, with variance f2

9
.

The SINR of each UE is given by

Γ9 =
|h�
9:

v9: |2

 ∑
8=1
8,9

|h�
9:

v8: |2+
!∑
7=1
7,:

 ∑
8=1
8,9

|h�
97

v87 |2+f2
9

, ∀9. (3.2)

3.3 ADMM based Coordinated Beamforming

We define the beamforming problem as a power minimization problem, with an
independent SINR constraint, W9, for each receiver

minimize
!∑
7=1

 ∑
8=1
‖v87‖22

subject to Γ9 ≥ W9, ∀9.
(3.3)

However, in order to use the ADMM algorithm to solve this problem, we rewrite it into another
form, called HSD embedding [37]. This new embedding is obtained by transforming a primal-

dual pair of a convex conic optimization problem into an equivalent feasibility problem of finding
a nonzero point in the intersection of a subspace and a cone. HSD has a very desirable feature
of providing certificates of infeasibility when the solution is not attainable. In this sense, the
problem in (3.3) should be first rewritten in a standard conic form to then be transformed into
the equivalent HSD embedding.



Chapter 3. A Performance Analysis of Large-Scale Beamforming 31

3.3.1 Conic Reformulation and Matrix Stuffing

The first step is to transform the problem in (3.3) into its conic version. The desired
standard SOCP form can be expressed as

minimize 222)aaa

subject to Aaaa+ `̀̀ = 111

(aaa, `̀̀) ∈ R<×K,

(3.4)

with variables aaa ∈ R< and `̀̀ ∈ R;. ��� ∈ R;×<, 111 ∈ R; and 222 ∈ R< are the problem parameters
and K is the cone

K = Q;1 × · · · ×Q;? × {0}@, (3.5)

where
Q> = {(B,x) ∈ R×R>−1 | ‖x‖2 ≤ B}, (3.6)

is the second-order cone of dimension >, Q1 is defined as the cone of nonnegative reals, R+, and
the sum of all the cone dimensions, ;1+ · · ·+;?+ @, is equal to ;.

In order to perform a fast transformation of (3.3) into (3.4), [35] also proposed the
use of a technique called matrix stuffing. It works by initially generating a fixed structure that
maps the original problem dimensions (RRUs, UEs and antennas) into the new conic form, and
then, at running time, by copying the problem data to the previously generated structure.

The process starts by writing a problem equivalent to (3.3). Now, instead of min-
imizing the sum of the squared norms of v87, we introduce a relaxed minimization of the
norm of the vector v, formed by the composition of all v87, v , [v)1 , . . . ,v

)
 ]
)
∈ R!# , where

v9 , [v)91, . . . ,v
)
9!
]
)
∈ R!# . Both objective functions have the same minimum and both are con-

vex. The SINR constraints are still the same, but expressed in a form more convenient to our
purpose. Thus, the problems in (3.3) and (3.7) are equivalent for real parameters1 .

minimize F0

subject to ‖v‖2 ≤ F0

‖C9v+g9‖2 ≤ V9r)9v, 9 = 1 . . . ,

(3.7)

where C9 = [blkdiag{h̃91̃, . . . , h̃9 ̃},0!# ]
)
∈ R( +1)×!# , r9 = [0)(9−1)!# , h̃

)

99̃
,0)
( −9)!#

]
)
∈ R!# ,

V9 =
√

1+1/W9, g9 = [0) ,f9]
) ∈ R +1 and h̃97̃ = [0)(7̃−1)# ,h

)

97̃
,0)
(!−7̃)#

]
)
∈ R!# , 7̃ represents the

index of the RRU to which user 7 is allocated to, and blkdiag{} is the block diagonal matrix
formed by the sub-matrices on its argument.

The relaxation is applied to the first constraint. Note that in the conventional form
it would be F0 = ‖v‖2, however this is not satisfactory, since in a convex problem all equality
constraints must be affine [54]. The relaxation does not change the optimal result of the problem,
since the relaxed constraint is always active at the optimal point.
1 Complex parameters need to be rearranged into a real form, as indicated in [35].
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At this moment, it is already possible to note the cones formed by the constraints of
(3.7). Using the notation of a cone shown in (3.6), we can rewrite them as (F0,v1) ∈ Q

!# +1 and
(V9r)9v,C9v+g9) ∈ Q +2, respectively.

Now, it is necessary to transform this conic problem into the standard SOCP form as
the problem in (3.4). For that, we introduce the variable `̀̀ = [`̀̀0; `̀̀1], that contains the Cartesian
product of the cones in the problem, and write the new constraints in a standard form, as the ones
in (3.4).

The first new constraint is[
−1
−I!# 

]
︸             ︷︷             ︸

A0

[
F0

v

]
︸ ︷︷ ︸

aaa0

+`̀̀0 =

[
0

0!# 

]
︸     ︷︷     ︸

b0

, (3.8)

where A0 and aaa0 are designed so that `̀̀0 will be a cone as the one in the first constraint of the
problem in (3.7), I!# is the identity matrix of dimension !# , and 0!# is a vector of dimension
!# with zeros in all positions.

By doing this, `̀̀0 is obtained as

`̀̀0 =

[
F0

v

]
. (3.9)

If `̀̀0 is the cone Q!# +1, then ‖v‖2 ≤ F0. In this sense, (3.8) with `̀̀0 ∈ Q
!# +1 is a

constraint of the desired standard conic problem.
Introducing a slack variable B90, the second constraint is

1 V9r)9
−1
−C9

︸           ︷︷           ︸
A9

1

[
B90
v

]
︸︷︷︸

aaa91

+`̀̀91 =


0
0
g9

︸ ︷︷ ︸
b91

, (3.10)

where the values of A9
1 and aaa91 are designed in order to make `̀̀91 a cone for the second constraint

in (3.7).
In this way, the value of `̀̀1 can be obtained as

`̀̀91 =


−B90 +V9r

)
9

B90
C9v+g9

 . (3.11)

In this case, if `̀̀91 is formed by the Cartesian product of the cones Q1 and Q +2, then
−B90+V9r

)
9
≥ 0 and ‖C9v+g9‖2 ≤ B90. Combining these two expressions we find that ‖C9v+g9‖2 ≤

V9r)9 , that is the desired SINR constraint. Then, (3.10) with `̀̀91 ∈ Q
1×Q +2 is another constraint

of the desired standard conic problem.
The variable `̀̀ ∈ K is, then, formed by the Cartesian product of the cones within `̀̀0

and `̀̀1.
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K = Q!# +1×Q1× · · · ×Q1︸          ︷︷          ︸
 

×Q +2× · · · ×Q +2︸                ︷︷                ︸
 

. (3.12)

The last step in the transformation is to arrange the constraints into an unified form, as in (3.4).
This is done by defining the matrix A, and the vectors aaa, c and b, based on the constraints in
(3.8) and (3.10).

aaa = [F0, B10, . . . , B
 
0 ,v], c = [1,0<−1], (3.13)

A =



−1
−I!# 

1 −V1r)1. . . ...
1 −V r) 

−1
−C1

...
...

−1
−C 



,b =



0
0!# 

0...
0
0
g1
...
0
g9



. (3.14)

Matrix Stuffing works by initially defining the dimensions of the problem, < and
;, creating the general matrices and vectors in the form of A, b and c, and defining the cone
dimensions. These elements will be used as the “skeleton” of the problem, over which the run
time parameters, C9, r9 and g9 will be copied at each problem instance.

3.3.2 Homogeneous Self-Dual Embedding

The HSD embedding is obtained by transforming the primal-dual pair of the convex
conic optimization problem into an equivalent feasibility problem of finding a nonzero point in
the intersection of a subspace and a cone [37]. A very important feature of the HSD embedding
is that it can provide certificates of infeasibility if a primal-dual pair is not solvable.

The dual of the Problem in (3.4) is

maximize −b)[[[

subject to −A)[[[+___ = c

(___,[[[) ∈ {0}<×K∗,

(3.15)

where ___ ∈ R< and [[[ ∈ R; are the dual variables and K∗ is the dual cone of K. We define >∗ as
the optimal primal solution, and 3∗ as the optimal dual, and we assume that strong duality holds,
i.e. >∗ = 3∗, in all cases.

If strong duality holds, the problem is feasible and the following KKT conditions
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(embedded into a single system of equations) are necessary and sufficient for optimality
___

`̀̀

^

︸︷︷︸
y

=


0 A) c
−A 0 b
−c) −b) 0

︸                ︷︷                ︸
Q


aaa

[[[

g

︸︷︷︸
x

,

(aaa, `̀̀,___,[[[,g,^) ∈ R<×K × {0}<×K∗×R+×R+.

(3.16)

The inclusion of the variables g and ^ is made to allow a feasibility analysis based
on their values.

The HSD embedding is, then, written as a feasibility problem to find a nonzero point
that satisfies the KKT conditions

find (x,y)

subject to y =Qx

(x,y) ∈ C ×C∗,

(3.17)

where C =R<×K∗×R+ and C∗ = {0}<×K ×R+.
This approach is shown to be homogeneous and self-dual by [37], which also

proposed an ADMM algorithm to solve it, as discussed in the following section.

3.3.3 ADMM Algorithm For The HSD Embedding

The HSD Embedding in (3.17) can be reformulated into an ADMM form, by splitting
the optimization variables in (x,y) and (x̃, ỹ), with the objective function separable across this
splitting

minimize IC×C∗(x,y)+IQx̃=ỹ(x̃, ỹ)

subject to (x,y) = (x̃, ỹ),
(3.18)

where IS(H) is the indicator function of the set S, that assumes value 1 if it is applied to an
element of the set, and goes to infinity otherwise. The direct application of the ADMM algorithm
[37] to problem in (3.18) yields:

(x̃9+1, ỹ9+1) =ΠQx=y(x9+ s9,y9+ r9),

x9+1 =ΠC(x̃9− s9),

y9+1 =ΠC∗(ỹ9− r9),

s9+1 = s9− x̃9+1+x9+1,

r9+1 = r9− ỹ9+1+y9+1,

(3.19)

where s and r are the dual variables for the equality constraints on x and y, respectively, and
ΠS(z) is the Euclidean projection of z over the set S.

As the problem in (3.18) is self-dual, we can verify that s9 = y9 and r9 = x9 if they
are equally initialized (s0 = y0, r0 = x0) [37]. This fact allows us to eliminate the dual variable
updates in (3.19). It also enables the change of the update of y9+1 using a cone projection by the
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equivalent s9+1 update, which is typically computationally less expensive than a projection. The
resulting algorithm is

x̃9+1 =ΠQx=y(x9+y9),

x9+1 =ΠC(x̃9−y9),

y9+1 = y9− x̃9+1+x9+1.

(3.20)

Another simplification that can be done is the projection performed in the first step
of the algorithm, replacing it by its matrix form ΠQx=y(x9+y9) = (I+Q)−1(x9+y9).

The algorithm is then formed by three steps. The first and second steps involve
projections over the set Qx = y and the cone C, respectively, and the third is a simple running
sum of the error at the (9+1)th iteration.

3.4 Simulation Results

For the ADMM simulation, we apply the matrix stuffing procedure by creating the
base structure for the standard conic problem, and in each realization we copy the problem
data into this structure. Afterwards, we use a numerical optimization package based on [37],
called SCS, which solves conic programs in the form of the problem in (3.4), using the ADMM
algorithm for HSD embedding as defined in Sections 3.3.2 and 3.3.3.

The SDP formulation [16], which is used to assess the ADMM performance, is a
well known semidefinite relaxed version of (3.3). To solve it, we use the interior point toolbox
SeDuMi, from the CVX modeling framework.

Another important feature of the SDP formulation is its ability to determine an
optimal RRU-UE allocation [16]. In this sense, both approaches use the same allocation, provided
by SDP. However, when SDP is not capable of converging in a reasonable amount of time we
use, for simplicity, a minimum RRU-UE distance based allocation for the ADMM approach, i.e.
the each UE is allocated to the closest BS.

The simulations parameters are shown in Table 3.1.

Table 3.1 – Simulation Parameters.

Parameters Value

Number of UE antennas 1
Scenario Area 500 m×500 m

Min. RRU-to-RRU distance 40 m
Min. RRU-to-UE distance 3 m
RRU and UE positioning uniformly random

Noise Density −174 dBm/Hz
Min. SINR at each UE 0.9 dB

Path-loss 30.6+36.7log10(3) dB
Channel Model Rayleigh

Source: Created by the author.
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We show results on the amount of time that each of the strategies take to converge on
a limited computer based simulation. It is important to highlight that the obtained values of time
do not reflect the actual optimization time in a real network application. However, the presented
analysis is valid, by comparing the ADMM and SDP algorithms with respect to the difference of
speeds of convergence. Also, some of the simulated scenarios may not directly reflect a massive
deployment, due to computational limitations. However, we seek to show the behavior of the
solutions with the variation from a standard-scale scenario to a larger one, varying one variable
(number or antennas, RRUs and UEs) at a time. Thus, our goal is to discuss the trends on how
each solution would behave in a scenario with an even larger-scale deployment.

The first simulation is made to assess the time performance for scenarios with 5
RRUs and 10 UEs, varying the number of antennas. For each of the instances, the simulation was
run 100 times and the average of the resulting times is analyzed. The results of this simulation
are shown in Figure 3.2.

From Figure 3.2, it can be seen that the ADMM based algorithm requires significantly
less time than SDP in scenarios with large numbers of antennas. Additionally, SDP was not
capable to provide solutions within a reasonable amount of time for scenarios with more than
60 antennas, while ADMM was shown to be very time efficient in these cases. However, the
highlighted part of Figure 3.2 shows that when the number of antennas is equal to or less than
5 the ADMM algorithm was slower than SDP, and that the demanded ADMM time decreases
when the number of antennas increases from 2 to 5.

Instances of the problem with less antennas offer less degrees of freedom for the
beamforming, which makes it hard to find a combination of beamforming vectors that is good
enough to meet the SINR constraints. However, when the number of antennas is larger, the
solution will have to deal with more variables, and then the problem will have larger scale, which
would also increase the time requirement.

An interpretation for the behavior shown by the ADMM based algorithm is related
to this trade-off and the fact that, as stated before, ADMM shows slow convergence for scenarios
with high accuracy requirements, but it deals well with large-scale problems.

A problem with a very small number of antennas and very strict constraints, can be
seen as equivalent to a problem with high accuracy requirements, since in order to find a specific
solution that can meet very strict constraints, by only using very few degrees of freedom, it is
necessary to reach a really accurate solution. In this sense, ADMM may be slower when dealing
with scenarios with a very small number of antennas. However, when the number of antennas is
large enough to provide the minimum required amount of degrees of freedom, such impact is
reduced and the ADMM strength on dealing well with large-scale problems is reflected in the
results.

The next simulation was made by varying the number of RRUs, setting the number
of UEs as twice the number of RRUs for each scenario. The results are shown in Figure 3.3,
where the numbers of RRU antennas used in each simulation are indicated in the legend box.
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Figure 3.2 – Performance for 5 RRUs and 10 UEs.
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Figure 3.3 – Performance for F RRUs with G antennas and 2F UEs.
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In Figure 3.3, we see that for all cases the solving time increases when the number
of RRUs increases, what makes sense as we are adding more problems to be solved. We also
see that when the number of antennas increases from 2 to 5 the demanded SDP time increases,
while the ADMM time decreases as in the previous simulation. When the number of antennas is
less than 5, ADMM is more time demanding than SDP in all cases, however, the scenario with
5 antennas is the turning point, where ADMM spends more time in scenarios with less than 9
RRUs, but less time with more cells. With 10 antennas, ADMM shows a much better result than
SDP, and it can converge in more cases, as SDP failed to converge, within a reasonable amount
of time, with more than 17 RRUs.

Another simulation was made by keeping the numbers of RRUs and antennas fixed,
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Figure 3.4 – Performance for 7 RRUs with 20 Antennas.
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while varying the number of users. In Figure 3.4 we show the results for the scenario with 7
RRUs with 20 antennas each. It is seen that in all cases ADMM needed less time than SDP,
and that both times increase when more users are added. However, SDP did not converge in a
reasonable amount of time for cases with more than 35 UEs.

In order to better demonstrate and understand why ADMM provides modest accuracy
within a reasonably low amount of time, but fails to provide high accuracy in comparison to
other methods, we analyze its convergence behavior in different scenarios. This is done by an
inspection of the primal-dual solution gap curve from both approaches, ADMM and SDP. The
gap is used for both methods as an accuracy measure and parameter for the stopping criteria,
since in convex problems the point with the smallest dual gap is the optimal point.

Figures 3.5 to 3.7 show the gap curves for one realization with 8 UEs and 4 RRUs
using 5, 10 and 20 antennas, respectively. In these figures, the gap is simply defined as the
modulus of the difference between the squared primal and dual objectives. However, as the
objective function of the ADMM problem in (3.7) is only the norm, instead of the squared norm
as in the conventional problem, the gap for ADMM is defined as the norm of the difference of
the squared primal and dual objectives.

It can be seen in these Figures that ADMM takes longer to converge than SDP only in
the case with 5 antennas, in the other scenarios ADMM converges faster, and the time difference
increases when more antennas are added, what agrees with the previous results. The interesting
result is that ADMM shows a convergence rate smoother than SDP, i.e, the gap reduction rate is
almost linear after a small time from the start of the iterations. However, the initial gap values are
much smaller than in SDP, what makes ADMM faster, when less accurate solutions are needed.

For example, in the configuration with 5 antennas, if the gap required by the stopping
criterion were 10−4, ADMM would have required less time to reach this point and provide a
solution. When larger-scale problems are analyzed (10 and 20 antennas), ADMM scaled well
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and provided the required accuracy faster than SDP, however, if more accurate solutions are
needed, ADMM may require more time than SDP.

Figure 3.5 – Duality gap comparison (5 antennas).
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Figure 3.6 – Duality gap comparison (10 antennas).
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Figure 3.7 – Duality gap comparison (20 antennas).
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3.5 Conclusions

In this chapter we have presented a performance analysis of a centralized ADMM
based solution for the beamforming problem, which aims to scale well to large-scale problems,
providing modest accuracy within a reasonable amount of time.

The simulation results showed that the ADMM based method was able to provide
solutions for large-scale scenarios in much less time than the SDP based method. However,
for the scenarios with small numbers of antennas, when compared with the number of users,
ADMM required more time to converge than SDP. This result corroborates that ADMM has fast
convergence for modest accuracy requirement, but it is slow providing high accuracy results.

Another possibility of ADMM is its capability of performing the projection steps in
a parallel form, what would represent even greater time reductions in C-RAN systems, where
this processing can be distributed in multiple BBUs.



4 DISTRIBUTED BEAMFORMING FOR DYNAMIC TDD NETWORKS WITH BS
TO BS INTERFERENCE CONSTRAINTS

4.1 Introduction

In dense networks that employ Dynamic TDD in order to adapt to the unbalanced
and varying traffic requirements, an important issue arises related to cross-link interferences,
between the neighbor cells transmitting in contrary link directions. In practice, the BS to BS
interference is one of the main challenges that limit the dynamic DL and UL reconfiguration
[39], since the BS transmits in high power levels and the channel between BSs may present
high line-of-sight (LoS) probability. On the other hand, the UE to UE links are typically weaker,
considering the randomness of the UE location and surroundings, and the UEs lower transmit
power levels [55].

For these reasons, interference management techniques applied to dynamic TDD
systems mainly target the BS to BS interference. In this chapter, we propose beamforming
strategies for dynamic TDD MIMO systems, which protect the UL transmission from the
harmful BS to BS interference by keeping the interference power from the DL BSs to the UL BSs
below some maximum tolerable levels, while minimizing the DL sum-power and guaranteeing a
minimum SINR for DL UEs.

We propose an iterative centralized solution that requires global CSI at the central
node and an iterative decentralized solution with decoupling based on primal decomposition,
in which each BS requires only local CSI and uses a lightweight backhaul and over-the-air
signaling scheme in order to share the required run-time information. Our solutions for the
dynamic TDD scenario are based on the decentralized MIMO solution proposed by [34] for the
conventional TDD scenario, which also employs decoupling by primal decomposition with a
similar over-the-air signaling scheme, and in the solution proposed by [56] for a MISO cognitive
radio network, that also employs a maximum interference constraint (secondary BS to primary
UE interference).

The proposed solutions can provide an increase in the UL SINR by keeping the
BS to BS interference below tolerable levels, while still guaranteeing quality of service for the
DL users, with a minimum SINR threshold. The decentralized solution approaches the same
outcome as the centralized one as the algorithm iterates, however after any intermediate iteration
of the decentralized algorithm a feasible solution can be extracted for both DL SINR and BS to
BS interference constraints, at the cost of suboptimal DL sum-power and UL SINR.

This chapter is organized as follows. Section 4.2 describes the signal model used in
this and in the following chapters. Section 4.3 describes the problem and proposes a centralized
solution. Section 4.4 presents a decentralized solution based on primal decomposition. Section
4.5 describes the signaling strategies and compares the amount of signaling required by both
approaches. Section 4.6 presents and analyzes simulation results, while the main conclusions are
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drawn in Section 4.7.

4.2 Signal Model

In this and in the following chapter we consider a dynamic TDD MIMO system
with a group formed by � BSs, equipped with #1 antennas each, and  UEs, equipped with #C

antennas each. In a given time slot any BS can operate in UL or DL mode, according to some
previous system decision taking into account traffic load and interference situations.

Let BC:, B3:, KC: and K3: represent the sets of BSs and UEs in the UL and DL mode,
respectively. Then, the signal received by UE 9 ∈ K3: can be written as

y3:9 =H19,9m939︸      ︷︷      ︸
desired signal

+
∑

7∈K3:\9

H17,9m737︸             ︷︷             ︸
BS to UE interf.

+
∑
8∈KC:

Q8,9w83 8︸          ︷︷          ︸
UE to UE interf.

+ n9︸︷︷︸
noise

, (4.1)

where H17,9 ∈ C
#C×#1 denotes the channel between the BS that serves UE 7 (17) and UE 9;

m7 ∈ C
#1×1 denotes a beamforming BS filter with respect to UE 7, while w7 ∈ C

#C×1 denotes the
beamforming filter at UE 7, independently from the link direction; 37 denotes the data symbol
relative to UE 7, which is assumed to have unit variance; Q8,9 ∈ C

#C×#C denotes the channel
between UEs 8 and 9, and n9 ∈ C#C×1 ∼ N(0,#0) represents the noise at the link of UE 9, which
is a complex Gaussian random variable with zero mean and unit variance. Figure 4.1 exemplifies
a 3-cell system with this structure.

At UE 9, the received signal y3:
9

is decoded by the unit norm vector w�
9

, and the
SINR at this link can be written as

Γ3:9 =
|w�

9
H19,9m9 |

2∑
7∈K3:\9

|w�
9

H17,9m7 |
2+

∑
8∈KC:

|w�
9

Q8,9w8 |
2+ | |m: | |

2#0
. (4.2)

On the other hand, the signal received by BS 1: ∈ BC:, sent from its served UE : ∈ KC:,
is written as

yC:: = H�
1: ,:w:3:︸    ︷︷    ︸

useful signal

+
∑
8∈KC:\:

H�
1: ,8w83 8︸            ︷︷            ︸

UE to BS interf.

+
∑
7∈K3:

G17,1:m737︸            ︷︷            ︸
BS to BS interf.

+ n:︸︷︷︸
noise

, (4.3)

where, G17,1: ∈ C
#1×#1 denotes the channel between the BS 17 ∈ B3: and 1:. Channel reciprocity

is used to obtain the channels between UEs and BSs. The channel in one link direction is the
Hermitian of the channel in the other link direction (H:,1: =H�

1: ,:
).

At the UL BS 1:, the received signal yC:
:

is multiplied by an unit norm receive vector
m�
:
∈ C1×#1 , and the SINR at this link can be written as

ΓC:: =
|m�

:
H�
1: ,:

w: |
2∑

8∈KC:\:

|m�
:

H�
1: ,8

w8 |
2+

∑
7∈K3:

|m�
:

G17,1:m7 |
2+ | |m: | |

2#0
. (4.4)
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Figure 4.1 – Dynamic TDD system.
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Downlink

Uplink

Source: Created by the author.

4.3 Centralized Approach

The target of the DL problem is to minimize the transmit sum power, while satisfying
a minimum SINR threshold for the DL UEs and keeping the BS to BS interference power below
a maximum target at each link. This problem can be conveniently expressed as an optimization
task as

min
{m7,w7}7∈K3:

∑
7∈K3:

‖m7‖
2
2 (4.5)

s. t. Γ3:9 ≥ W9, ∀9 ∈ K3:∑
7∈K3:

|m�
: G17,1:m7 |

2 ≤ k:, ∀: ∈ KC:,

where W9 is the minimum DL SINR threshold of UE 9 and k: the maximum BS to BS interference
power constraint in the decoded signal received from UL UE :, and both are non-negative and
chosen accordingly to system requirements.

The problem in (4.5) is not jointly convex in {m7}7∈K3: and {w7}7∈K3: , however it
can be solved by an iterative approach [57], in which the transmit and receive beamformers
are calculated in an alternate fashion. For the calculation of the DL transmitter, {m7}7∈K3: ,
the receivers, {w7}7∈K3: , must be fixed. On the other hand, for the calculation of the receivers
{w7}7∈K3: , the transmitter variables {m7}7∈K3: are fixed. These two steps are done iteratively
until some stop criterion is reached, such as the relative power change between iterations or a
predefined maximum number of iterations. This approach is inspired on a similar procedure
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presented by [33] and [57] for the MIMO sum-power minimization problem with individual
SINR constraints.

In one step of this iterative process, the optimization variables are the transmitters,
{m7}7∈K3: , and the problem is written as (4.6), with k: ≥ 0, ∀: ∈ KC: and #1 ≥  for strict
feasibility. This problem can be cast into a standard SOCP form, thus it can be solved by standard
convex optimization tools.

min
{m7}7∈K3:

∑
7∈K3:

‖m7‖
2
2 (4.6)

s. t. Γ3:9 ≥ W9, ∀9 ∈ K3:∑
7∈K3:

|m�
: G17,1:m7 |

2 ≤ k:, ∀: ∈ KC:.

In Problem (4.6) the SINR constraint is always tight at the optimal solution, however
the BS to BS interference constraint may be below the maximum value, so that in such occasions
removing this constraint does not affect the final solution. We consider that problem (4.6) is
always feasible, which requires that the value of k9 be non-negative (k9 ≥ 0) and the number of
BS antennas needs to be greater than or equal to the total number of UEs (#1 ≥  ).

In the second step, the receive vectors are calculated. The optimal DL receivers
{w7}7∈K3: are the ones that maximize the DL SINR, and can be calculated using the MMSE
approach as follows.

w9 =
w̄9

‖w̄9‖
, ∀9 ∈ K3: (4.7)

w̄9 =
©­«
∑
7∈K3:

H17,9m7m�
7 H�

17,9+
∑
8∈KC:

Q8,9w8w�
8 Q�

8,9+#0I#C
ª®¬
−1

H19,9m9. (4.8)

The optimality of acMMSE as the DL UE receiver can be verified by a sim-
ilar analysis to the one presented by [57]. Let us assume that during the iterative proce-
dure to solve (4.5) we have the feasible set of solutions {mK3:(1)(B),mK3:(2)(B), . . . ,mK3:(|K3: |)(B),
wK3:(1)(B),wK3:(2)(B), . . . ,wK3:(|K3: |)(B)} after the (B)th iteration, and {mK3:(1)(B + 1),mK3:(2)(B +
1), . . . ,mK3:(|K3: |)(B + 1), wK3:(1)(B + 1),wK3:(2)(B + 1), . . . ,wK3:(|K3: |)(B + 1)} after the (B + 1)th iter-
ation.

To show that this step contributes to a monotonically decreasing sum-power at each
iteration, it suffices to prove that the solution set formed during iteration (B+1), after the update
of the UL receiver, but before solving the SOCP for the transmitters, {mK3:(1)(B),mK3:(2)(B), . . . ,
mK3:(|K3: |)(B), wK3:(1)(B+1),wK3:(2)(B+1), . . . ,wK3:(|K3: |)(B+1)}, forms another feasible solution to
the problem. The rationale for that is that the solution set after a receiver update must still obey
the constraints in (4.6). This will make the constraints loose (higher than the minimum or lower
than the maximum targets), allowing a power reduction, or at least maintenance, after the next
transmitters update, when the constraints are tightened.
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Thus, analyzing the SINR constraints in Problem (4.6) after the UL receiver update
using MMSE, we can see that they are always feasible.

Proof. {w7}7∈K3: is given by the MMSE in (4.7), that maximizes the SINR of the DL UE 9. This
way, if the 8th iteration was feasible, it can be guaranteed that for each UE 9 ∈ K3:

|w�
9
(B+1)H19,9m9(B)|

2∑
7∈K3:\9

|w�
9
(B+1)H17,9m7(B)|2+

∑
8∈KC:

|w�
9
(B+1)Q8,9w8 |

2+#0

≥
|w�

9
(B)H19,9m9(B)|

2∑
7∈K3:\9

|w�
9
(B)H17,9m7(B)|2+

∑
8∈KC:

|w�
9
(B)Q8,9w8 |

2+#0
≥ W9. (4.9)

Thus, {m1(B),m2(B), . . . ,m�(B),wK3:(1)(B+1),wK3:(2)(B+1), . . . ,wK3:(|K3: |)(B+1)} is a feasible set.
�

For simplicity, we consider fixed UL transmitters {w7}7∈KC: calculated by an MRT
approach, using as transmit vector the singular vector corresponding to the strongest element
from the singular value decomposition (SVD) decomposition of the direct channel, multiplied by
some fixed transmit power.

For the UL receivers, {m7}7∈KC: , we propose an iterative approach combined with
the steps of the DL beamforming, with the objective of maximizing the UL SINR at each link.
In this approach the UL receivers are updated at each iteration, at the same moment as the DL
receivers. MMSE can also be used to calculate the UL receive filters, however, it cannot guarantee
monotonic convergence. The reason for this is that the UL receiver calculated by MMSE at an
iteration, may not obey the interference constraints in (4.6), since MMSE maximizes the SINR,
not directly guaranteeing a BS to BS interference reduction. However, results show that such
solution iterates towards a point representing the combination of DL power minimization and
UL SINR maximization.

An MMSE receiver for the UL UE 9 can be written as

m9 =
m̄9

‖m̄9‖
, ∀9 ∈ KC: (4.10)

m̄9 =
©­«
∑
7∈K3:

G17,19m7m�
7 G�

17,19 +
∑
8∈KC:

H�
19,8w8w�

8 H19,8+#0I#1
ª®¬
−1

H�
19,9w9. (4.11)

The iterative Algorithm 1 is proposed to solve the problem in (4.5) and it is designed
by initially calculating the fixed UL UE precoders using MRT and an initial value for the DL
BS precoders (this initialization can also be done using MRT or another approach). After the
initialization the algorithm performs iteratively the calculation of the receivers and DL transmit
filters until some convergence criterion is met. This algorithm assumes a centralized processing,
that requires full knowledge about channels (i.e. global CSI), precoders and decoders available at
a central unit or at each BS. This requirement exists because some variables are coupled between
many BSs, i.e, the precoder selection by one BS may affect the computation of the precoders
from other BSs.
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Algorithm 1 Centralized dynamic TDD MIMO BF.
1: Find {w7}7∈KC: using MRT and initialize {m7}7∈K3: .
2: repeat
3: Compute {w7}7∈K3: and {m7}7∈KC: according to (4.7) (4.10).
4: Compute {m7}7∈K3: solving the SOCP form of (4.6).
5: until Some stop criterion

4.4 Decentralized Approach via Primal Decomposition

In a fully decentralized version of Algorithm 1, the DL BS problem in (4.6) must
be divided into subproblems, each solved by one DL BS, and each receiver must be calculated
locally, with each node only having access to information about the channel from other nodes to
itself, i.e., local CSI. This is possible if we can decouple the inter-cell interference terms related
to each DL BS in (4.6) and if the transmitter and receiver vectors computed at the intermediate
steps can be shared via over-the-air signaling between nodes by using orthogonal pilot symbols.

In order to decouple the inter-cell interference terms in (4.6) let us introduce two
new sets of variables jjj = {j1,9}1∈B3:, 9∈K3:\K1 and kkk = {k1,9}1∈B3:, 9∈KC: (K1 denotes the set of
users served by BS 1), which account for the inter-cell interference from each DL BS to DL UE
and from each DL BS to the transmission of each UL UE, respectively. By doing this, a primal
decomposition method can be used to decentralize the solution by separating the problem in
two levels of optimization [50]. In the lower level, the inter-cell interference terms in (4.6) are
decoupled by fixing them to the value of the respective element of jjj and kkk , while in the higher
level a master problem updates each element in these sets.

The local decoupled problem at BS 1 ∈ B3: is given as,

min
{m7}7∈K1

∑
7∈K1

‖m7‖
2
2 (4.12)

s. t.
|w�

9
H19,9m9 |

2∑
1′∈B3:\1

j1′,9+
∑

7∈K1\9

|w�
9

H17,9m7 |
2+\9+#0

≥ W9, ∀9 ∈ K1∑
7∈K1

|w�
8 H1,8m7 |

2 ≤ j1,8, ∀8 ∈ K3:\K1∑
7∈K1

|m�
: G17,1:m7 |

2 ≤ k1,:, ∀: ∈ KC:,

where \9 =
∑

7∈KC:

|w�
9

Q7,9w7 |
2 is the UE to UE interference power term, which is constant and

assumed to be known at the BS 19 in order to guarantee the SINR constraints.
In (4.12), the transmit power in BS 1 is minimized, subject to an SINR constraint for

each of its users. In this SINR expression the received BS to UE inter-cell interference power
terms are fixed to the values determined in the set jjj. Another constraint in this problem is a
maximum target for the transmitted BS to UE inter-cell interference power from BS 1, in order
to agree with the fixed maximum interference received by other DL UEs. The constraint on the
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BS to BS interference puts a maximum target on the total interference generated by DL BS 1 to
the UL transmission from user :.

Thus, the DL problems are decoupled by the use of the fixed interference sets jjj and
kkk, which need to be iteratively updated by a network master problem that can be written as

min
{jjj,kkk}

∑
1∈B3:

5 ∗1 (jjj
(1),kkk) (4.13)

s. t. jjj(1) ∈ S, ∀1 ∈ B3:
kkk ∈ T ,

where jjj(1) = {j1,9,j1′,9′}9∈K3:\K1, 1′∈B3:\1, 9′∈K1 is the set of elements in jjj that are related to BS 1,
5 ∗< (jjj

(1),kkk) is the optimal objective of subproblem 1 in (4.12), for fixed sets of interferences, jjj(1)

and kkk, S = {jjj(1) : jjj(1) ∈ R|K1 |(|B3: |−1)+|K3: |−|K1 |
++ } is a set of positive reals (interferences should be

greater than zero for strict feasibility) and T = {kkk : kkk ∈ R|B3: | |KC: |++ ,
∑

1∈B3:

k1,: = k:, ∀: ∈ KC:} is

the set of positive reals that sum up to the maximum BS to BS interference thresholds.
To solve this problem we use a projected subgradient method. This method works by

updating at each iteration the inter-cell interference terms j1,9 and k1,9 as

j1,9(B+1) = PS{j1,9(B)−fBA1,9(B)}, ∀1 ∈ B3:,∀9 ∈ K3:\K1, (4.14)

k1,:(B+1) = PT {k1,:(B)−fBD1,:(B)}, ∀1 ∈ B3:,∀: ∈ KC:, (4.15)

where B is the iteration index, fB is the step-size at iteration B, that is required to be nonsummable
and diminishing for guaranteed convergence of the subgradient method [51], PS{} and PT {} are
the projections onto the sets S and T , respectively. The factors A1,9(B) and D1,:(B) are subgradients
of problem (4.13) with respect to the variables j1,9 and k1,:, respectively, which are expressed as
[56]

A1,9(B) = _
(19)

9
(B)−_

(1)

9
(B), ∀1 ∈ B3:,∀9 ∈ K3:\K1, (4.16)

D1,:(B) =
∑

1′∈B3:\1

_
(1′)

:
(B)−_

(1)

:
(B), ∀1 ∈ B3:,∀: ∈ KC:, (4.17)

where _(19)
9
(B) is the optimal Lagrange multiplier in (4.12) solved at BS 19 with respect to the

SINR constraint of its UE 9, and _(1)
7
(B), 7 <K1, is the optimal Lagrange multiplier with respect

to the maximum inter-cell interference from BS 1 to the transmission of UE 7 in DL or UL
directions. Monotonic convergence is not guaranteed for the subgradient method, then the best
solutions need to be stored at each intermediate iteration.

Since the SOCP reformulation of (4.12) is a strictly feasible convex problem, thus
Slater’s condition is fulfilled for it, and it can be proven by a similar procedure as in [56] that
strong duality holds for (4.12). This proof is detailed in Appendix A. Thus, a way to find the
values of the optimal Lagrange multipliers, ___(1), for the master problem update is by solving the
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dual of the problem in (4.12). The dual problem is given by (4.18), that is a convex problem, cast
in a standard SDP form, which can be efficiently solved by convex optimization tools at each DL
BS. The mathematical procedure to find this dual problem formulation is shown in the Appendix
B.

minimize
{___(1)}

∑
9∈K1

_
(1)

9

( ∑
1′∈B3:\1

j1′,9+\9+#0

)
−

∑
9∈K3:\K1

_
(1)

9
j1,9−

∑
9∈KC:

_
(1)

9
k1,9 (4.18)

subject to I−
_
(1)

9

W9
H�
19,9w9w�

9 H19,9+
∑

7∈K3:\9

_
(1)

7
H�
1,7w7w�

7 H1,7

+
∑
7∈KC:

_
(1)

7
G�
19,17m7m�

7 G19,17 � 0,∀9 ∈ K1

___(1) � 0.

where, the symbol � is the generalized inequality operator.
Therefore, we can write a decentralized version of the algorithm to perform the

beamforming in dynamic TDD MIMO scenarios as Algorithm 2.

Algorithm 2 Decentralized dynamic TDD MIMO BF.
1: Initialize jjj and kkk.
2: UE 9,∀9 ∈ KC:: Find w9 (MRT) and transmit pilots.
3: BS 1,∀1 ∈ B3:: Initialize DL precoders {m7}7∈K1 .
4: repeat
5: BS 1,∀1 ∈ B3:: Use {m7}7∈K1 to transmit pilots.
6: UE 9,∀9 ∈ K3:: Compute w9 using (4.7).

BS 1,∀1 ∈ BC:: Compute {m7}7∈K1 using (4.10).
7: UE 9,∀9 ∈ K3:: Use w9 to transmit pilots.

BS 1,∀1 ∈ BC:: Use {m7}7∈K1 to transmit pilots.
8: repeat
9: BS 1,∀1 ∈ B3:: Solve (4.18) and send ___(1) via backhaul.

10: BS 1,∀1 ∈ B3:: Update jjj(1) and kkk using (4.14) and (4.15).
11: until Some stop criterion
12: BS 1,∀1 ∈ B3:: Solve (4.12) for {m7}7∈K1 .
13: until Some stop criterion.

4.5 Signaling and Practical Considerations

For the decentralized beamforming computation we consider that each node only
has access to local CSI, however, information still needs to be shared between the nodes in order
to coordinate them. Algorithm 2 relies on two types of information sharing, the over-the-air
signaling and the backhaul signaling. The over-the-air signaling is used during the iterative
transmit-receive beamforming to inform the receivers the precoders used by the transmitters
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and to inform the transmitters the decoders used by the receivers. The backhaul signaling is
used by the DL BSs to share the dual variables _(1)

9
for the subgradient update of the decoupled

interference terms jjj(1) and kkk.
Figure 4.2 illustrates the signaling strategy proposed for the decentralized beam-

forming computation, based on the signaling strategies proposed by [47] and [58]. The frame is
divided in two main parts, the initial part corresponds to the beamforming setup procedure, in
which Algorithm 2 is performed, and in the second part, the actual data transmission takes place
in both link directions.

Figure 4.2 – Frame structure for signaling and data of decentralized Algorithm 2.
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Source: Created by the author.

During the beamforming setup stage, the over-the-air signaling is denoted by the
letters F, for the forward (transmitters to receivers) pilot signaling, corresponding to steps
2 and 5 of Algorithm 2, and B for the backward (receivers to transmitters) pilot signaling,
corresponding to step 7. We consider that all nodes (BS and UE) use known orthogonal precoded
pilot symbols, allowing perfect signal separation and perfect estimation of the effective channels,
and consequently perfect estimation of the precoders and decoders by the opposite nodes.

The backhaul signaling, denoted by Bh, is used by each DL BS to share between
themselves, the dual variables _(1)

9
, that are necessary for the subgradient update of jjj(1) and kkk.

This signaling exchange is exemplified, for a 3 cell scenario, in Figure 4.3.

Figure 4.3 – Signaling strategy for Algorithm 2.
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For the update of jjj(1), the duals related to the SINR constraints {_(1)
9
}9∈K1 are sent

to all the other DL BSs, thus, in a scenario with users equally divided by all BSs (  1 =  /� ),
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each DL BS sends (�3: −1) 1 real scalars via backhaul, the duals related to the inter-cell DL
interference {_(1)

9
}9∈K3:\K1 are sent to the BS serving the interfered user, adding more ( −  1)

real scalar backhaul transmissions per DL BS. The update of kkk requires each DL BS to send the
dual variables {_(1)

9
}9∈KC: to all the other DL BSs, what means more (�3: −1)(�C: 1) real scalar

backhaul transmissions per DL BS. Thus, at each inner iteration of Algorithm 2 the total number
of real scalars sent by all BSs via backhaul is �3: 1(�3: −1)(2+ �C:).

In a centralized approach, assuming that each BS exchanges its local CSI with all
other BSs via backhaul at setup time, an estimative of the total number of real valued scalars
required to be sent is 2 #1#C(�−1)�+2�3:#2

1
(�−1)�C: +2 2

1
�C:#

2
C (�−1)�3:, with each term

being related to the exchange of channels H, G and Q, respectively. Table 4.1 shows a comparison
of the number of backhaul symbols transmitted via centralized and decentralized applications,
and it can be seen that the amount of backhaul signaling in each iteration of the decentralized
algorithm is much smaller than the total centralized load, and the difference in the signaling load
increases with the increase of the network dimensions.

The number of Forward-Backward and backhaul stages is determined by the number
of outer and inner iterations in Algorithm 2. At each outer iteration a Forward-Backward step is
performed and at each inner iteration the backhaul signaling takes place. To achieve the same
solution as the centralized case, the subgradient steps (inner iterations 8-11) in Algorithm 2
must be always repeated until convergence. However, feasible solutions can be extracted at any
intermediate iteration, at the cost of suboptimal DL sum-power and UL SINR performance. Thus,
the signaling load can be controlled by fixing the number of inner and outer iterations, at the
cost of suboptimal performance. However, simulation results show that very close to optimal
performance can be obtained with small numbers of iterations.

Table 4.1 – Backhaul signaling load.

{�C:,�3:, 1,#1,#C} Centralized Decentralized per it.
{2,2,2,8,2} 4992 16 (0.32%)
{3,3,2,12,2} 31680 60 (0.19%)
{4,4,2,16,4} 186368 144 (0.08%)

Source: Created by the author.

4.6 Results

In this section we present simulation results in order to assess the performance of
the proposed centralized and decentralized algorithms, and we analyze possible scenarios that
could benefit from them.

The simulation scenario is formed by 7 cells (4 DL, 3 UL) with 50 m radius each,
and 2 UEs randomly placed per cell. Each BS has 14 antennas and each UE has 2 antennas. This
scenario is used since it is simple and presents all types of intra-cell and inter-cell interference
links. However, performance gains can be obtained for a variety of interference-limited scenarios,
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and the higher the BS to BS interference becomes, the higher is the UL SINR gain due to
restricting it to tolerable levels. We consider that this cluster of 7 cells is within a larger system
whose interference is treated as noise. Flat Rayleigh fading is considered, in which each element
of the channels is an i.i.d. complex Gaussian random variable with zero mean and unit variance.
The path-loss model is based on [39] and detailed in Table 4.2. The transmit power is 20 dBm
for UEs.

Table 4.2 – Propagation characteristics.

Link Path-loss

BS to BS If ' < 2/3km: PL(') = 98.4 + 20log10('), ' in km
If ' ≥ 2/3km: PL(') = 101.9 + 40log10('), ' in km

BS to UE
UE to BS

LOS:
PL(') = 103.8 + 20.9log10('), ' in km

NLOS:
PL(') = 145.4 + 37.5log10('), ' in km

ProbLOS(') = 0.5−min(0.5,5exp(−0.156/'))
+min(0.5,5exp(−'/0.03)), ' in km.

UE to UE If ' < 50m: PL(') = 98.45 + 20log10('), ' in km
If ' ≥ 50m: PL(') = 55.78 + 40log10('), ' in m

Source: Based on [59]

Figure 4.4 shows the cumulative distribution function (CDF) of the SINR gains
obtained when the UL is protected. In all cases the minimum DL SINR constraint is 20 dB
and the number of outer iterations is 10. In the centralized solution, we see that when the BS
to BS interference is not controlled, the UL suffers and achieves the worst SINR. However,
when this interference is constrained to small values, k9 = −100 dBm, the UL SINR is greatly
increased. We also show the decentralized solutions with 1 and 10 inner iterations (steps 8 to 11
in Algorithm 2), and both achieved a UL SINR close to the centralized. Furthermore, it can also
be seen that the DL SINR constraints are always satisfied.

Figure 4.5 shows that when the constraint on k9 is included, the DL power increases.
This happens because the feasible set of problem (4.6) is reduced when the BS to BS interference
constraint is hardened. Figure 4.5 also shows that the decentralized algorithms achieved a slightly
higher power due to the reduced number of iterations.

Figures 4.6 and 4.7 show the mean convergence for the scenario with W9 = 20 dB,
∀9 ∈ K3:, and k9 = −100 dBm, ∀9 ∈ KC:. It can be seen that in all situations the UL SINR is
increasing, while the DL sum power is decreasing. As expected, the centralized curves show
the best solution, while the decentralized approaches with limited number of inner iterations (1,
10 and 100) try to approximate it, and with more inner iterations the closer the decentralized
solution gets to the centralized one.

We also present results for other scenarios, in order to show that performance gains
can be obtained for a variety of interference-limited scenarios, and the higher the BS to BS
interference is, the higher is the UL SINR gain in restricting it to tolerable levels. Therefore,
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Figure 4.4 – SINR gains when UL is protected.
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Figure 4.5 – Increase in DL power to protect UL.
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Figures 4.8 and 4.9 show the resulting SINR and sum-power for the MISO case with 1 antenna
per UE and for another MIMO case where UEs have 5 antennas. These results show a similar
behavior as the one obtained for the 2 antennas per UE case. The application of our algorithms
provided an increase in UL SINR, while guaranteeing a minimum SINR for the DL users.
The centralized algorithm achieved the optimum power, while the decentralized with reduced
numbers of iterations achieved a slightly higher sum-power.

In Figure 4.10 we consider a different scenario, in which the algorithms are applied
to a 4-cell cluster (2 DL, 2UL), each BS has 12 antennas and each cell has 3 UEs, with 3 antennas
each. The results also show a similar behavior with regard to the relative performance of the
algorithms.
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Figure 4.6 – UL SINR convergence.
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Figure 4.7 – DL Sum-power convergence.
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4.7 Conclusions

This chapter proposed a beamforming solution that can provide an increase in the
UL SINR by keeping the BS to BS interference below tolerable levels, while still guaranteeing
quality of service for the DL users, with a minimum DL SINR threshold. The decentralized
solution converges towards the centralized solution as the algorithm iterates, however after any
intermediate iteration of the decentralized algorithm a feasible solution is found for both DL
SINR and BS to BS interference constraints, at the cost of suboptimal DL sum-power and UL
SINR performance, and good approximations can be obtained with small numbers of iterations.

We also presented simulation results on the convergence of the proposed algorithms
and we conclude that, as the algorithms iterate, the UL SINR is increased, while the DL sum
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power is decreased. Finally, we verify that even though the centralized curves show the best
solution, the decentralized approaches, even with limited number of inner iterations, approximates
it.

Figure 4.8 – Performance for UEs with 1 antenna.

(a) SINR gains when DL is protected.
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(b) Increase in DL Sum-power to protect the UL.
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Figure 4.9 – Performance for UEs with 5 antennas.

(a) SINR gains when DL is protected.
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(b) Increase in DL Sum-power to protect the UL.
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Figure 4.10 – Performance for a 4 cell scenario.

(a) SINR gains when DL is protected.
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5 DISTRIBUTED BEAMFORMING FOR DYNAMIC TDD NETWORKS WITH DL
AND UL SINR CONSTRAINTS

5.1 Introduction

In this chapter we present a centralized solution for the sum-power minimization
beamforming with individual SINR constraints for every user in downlink and uplink, which
requires global CSI, and a decentralized solution based on ADMM, which requires local CSI and
uses a lightweight backhaul and over-the-air signaling scheme in order to share the required run-
time information. It is shown that the decentralized solution approaches the same outcome as the
centralized one as the algorithm iterates. Furthermore, the total signaling load can be controlled
by fixing the number of inner and outer iterations, at the cost of suboptimal performance.
However, simulation results show that very close to optimal performance can be obtained with
small numbers of iterations.

The chapter is organized as follows. In Section 5.2, we formulate the problem and
describe the centralized beamforming solution. In Section 5.3 we reformulate the problem and
describe the ADMM based decentralized solution. In Section ??, we propose a signaling scheme
for the decentralized solution. Section 5.5 provides the numerical examples for the proposed
algorithms. Conclusions are drawn in Section 5.6.

5.2 Centralized Approach

The target of the optimization problem is to minimize the total transmit sum power,
while satisfying a minimum SINR threshold for all UEs in both UL and DL directions. This
problem can be conveniently expressed as an optimization task as

min
{m7,w7}∀7

∑
7∈K3:

‖m7‖
2
2 +

∑
8∈KC:

‖w8‖
2
2 (5.1)

s. t. Γ3:9 ≥ W9, ∀9 ∈ K3:

ΓC:: ≥ W:, ∀: ∈ KC:,
(5.2)

where W9 is the minimum SINR constraint for UE 9.
Problem (5.1) is not jointly convex in {m7}∀7 and {w7}∀7, however, in a centralized

case, it can be solved by an iterative approach, in which the transmit and receive beamformers
are calculated in an alternate fashion until some stop criterion. For the calculation of the transmit
vectors, {m7}7∈K3: and {w7}7∈KC: , the receivers, {w7}7∈K3: and {m7}7∈KC: , must be fixed. On the
other side, for the calculation of the receivers {w7}7∈K3: and {m7}7∈KC: , the transmit vectors
{m7}7∈K3: and {w7}7∈KC: are fixed. These two steps are done iteratively until some stop criterion is
reached, such as the relative power change between iterations or a predefined maximum number



Chapter 5. Distributed Beamforming for Dynamic TDD Networks with DL and UL SINR Constraints 56

of iterations. This approach is inspired on a similar procedure presented by [33] and [57] for the
MIMO sum-power minimization problem with individual SINR constraints.

In the first step of this iterative process to solve the problem in (5.1), the optimization
variables are {m7}7∈K3: and {w7}7∈KC: , and the problem is written as (5.3).

min
{m7}7∈K3:
{w7}7∈KC:

∑
7∈K3:

‖m7‖
2
2 +

∑
8∈KC:

‖w8‖
2
2 (5.3)

s. t. Γ3:9 ≥ W9, ∀9 ∈ K3:

ΓC:9 ≥ W9, ∀9 ∈ KC:,
This problem can be cast into a standard SOCP form or into a relaxed SDP form,

and thus it can be efficiently solved by any standard convex optimization tool. The relaxed SDP
formulation of the problem in (5.3) can be written as (5.4) by replacing the rank-one matrices
m7m�

7
and w7w�

7
by general-rank positive semidefinite matrices M7 � 0 and W7 � 0, respectively.

min
{m7}7∈K3:
{w7}7∈KC:

∑
1∈B3:

Tr(M̃1)+
∑
1′∈BC:

Tr(W̃1) (5.4)

s. t. w�
9 H19,9D9H�

19,9w9 ≥
∑

1′∈B3:\19

w�
9 H1′,9M̃1′H�

1′,9w9

+
∑

1
′′
∈BC:

w�
9

( ∑
7∈K

1
′′

Q7,9W7Q�
7,9

)
w9+#0, ∀9 ∈ K3:

m�
9 U9m9 ≥

∑
1′∈B3:

m�
9 G1′,19M̃1′G�

1′,19m9

+
∑

1
′′
∈BC:\19

m�
9

( ∑
7∈K

1
′′

H�
19,7W7H19,7

)
m9+#0, ∀9 ∈ KC:

M9 � 0, ∀9 ∈ K3:

W9 � 0, ∀9 ∈ KC:,
where K1 denotes the set of users served by BS 1 and

D7 =
1
W7

M7−
∑

8∈K17\7

M8, (5.5)

M̃1 =
∑
7∈K1

M7, (5.6)

U7 =
1
W7

H�
17,7W7H17,7−

∑
8∈K17\7

H�
17,8M8H17,8, (5.7)

W̃1 =
∑
7∈K1

W7. (5.8)
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If perfect CSI is assumed, the solution of (5.4) is shown by [60] to satisfy the rank-
one requirement and the optimal {m7}7∈K3: and {w7}7∈KC: can be extracted from {M7}7∈K3: and
{W7}7∈KC: .

In the second step, the receive vectors are calculated. The optimal receivers {w7}7∈K3:

and {m7}7∈KC: are the ones that maximize each user’s SINR, and can be calculated using the
MMSE approach shown in (4.7) and (4.10).

The optimality of the MMSE filter at the receiver can be verified by an analysis
similar to the one presented in Chapter 4. Let us assume that during the iterative procedure
to solve (5.1) we obtain the feasible set of solutions {{m7(B)}7∈K3: , {m8(B)}8∈KC: , {w9(B)}9∈K3: ,

{w:(B)}:∈KC: } after the (B)th iteration, and {{m7(B + 1)}7∈K3: , {m8(B + 1)}8∈KC: , {w9(B + 1)}9∈K3: ,
{w:(B+1)}:∈KC: } after the (B+1)th iteration.

Thus, analyzing the SINR constraints in (5.3) after the receivers update using MMSE,
we can see that they are always feasible.

Proof. {w7}7∈K3: and {m7}7∈KC: are given by the MMSE in (4.7) and (4.10), respectively, that
maximizes each SINR. This way, if the Bth iteration was feasible, it can be guaranteed that

Γ3:9
(
{m7(B)}7∈K3: , {w8(B+1)}8∈K3: , {w:(B)}:∈KC:

)
≥

Γ3:9
(
{m7(B)}7∈K3: , {w8(B)}8∈K3: , {w:(B)}:∈KC:

)
≥ W9. (5.9)

ΓC:9
(
{m7(B)}7∈K3: , {m8(B+1)}8∈KC: , {w:(B)}:∈KC:

)
≥

ΓC:9
(
{m7(B)}7∈K3: , {w8(B)}8∈K3: , {w:(B)}:∈KC:

)
≥ W9. (5.10)

Thus, {{m7(B)}7∈K3: , {m8(B+1)}8∈KC: ,{w9(B+1)}9∈K3: , {w:(B)}:∈KC: } is also a feasible set. �

The iterative Algorithm 3 is proposed to solve the problem in (5.1) and it is designed
by initializing the transmit vectors using MRT or any another approach. After the initialization
the algorithm performs iteratively the calculation of the receivers and transmit filters until some
convergence criterion is met. This algorithm assumes a centralized processing, that requires full
knowledge about channels (i.e. global CSI), precoders and decoders available at a central unit
or at each BS. This requirement exists because some variables are coupled between many BSs,
i.e, the precoder and selection by one node may affect the computation of the precoders from
another node.

Algorithm 3 Centralized dynamic TDD MIMO beamforming.
1: Initalize the precoders {m7}7∈K3: and {w7}7∈KC: .
2: repeat
3: Compute the receivers {w7}7∈K3: and {m7}7∈KC: according to (4.7) and (4.10).
4: Compute the precoders {m7}7∈K3: and {w7}7∈KC: according to (5.4).
5: until Some convergence criterion
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5.3 Decentralized Approach via ADMM

In a decentralized version of Algorithm 3, the problem in (5.4) must be divided into
subproblems, each solved by one transmitter, and each receiver must be calculated locally, with
each node only having access to channel information from nodes in its vicinity, i.e., local CSI.
Beyond that, it is required that the transmitter and receiver vectors computed at the intermediate
steps can be shared via over-the-air signaling between nodes by using orthogonal pilot symbols,
and some signaling must be exchanged in order to coordinate the nodes. A signaling strategy is
discussed in Section 5.4.

In order to reformulate (5.4) into a distributable form, let us first introduce four new
sets of real variables shown in Table 5.1, which account for the different types of inter-cell
interference in each link.

Table 5.1 – Inter-cell interference sets.

Set Inter-cell interference
jjj = {j1,9}1∈B3: , 9∈K3:\K1 DL BS to DL UE
kkk = {k1,9}1∈B3: , 9∈KC: DL BS to UL BS

Ω = {Ω:,9}:∈KC: , 9∈KC:\K1 UL UE to UL BS
\\\ = {\:,9}:∈KC: , 9∈K3: UL UE to DL UE

Source: Created by the author.

This way it is possible to rewrite the constraints in (5.4) in terms of |B3: | + |KC: |
independent convex sets

D1 =

{(
{M7}7∈K1 ,jjj

1,kkk1,\\\1, >1

)���� Tr{M̃1} = >1,

w�
9 H19,9D9H�

19,9w9 ≥
∑

’
¯
∈B3:\19

j1′,9+
∑
:∈KC:

\:,9+#0, ∀9 ∈ K1

w�
9 H1,9M̃1H�

1,9w9 ≤ j1,9, ∀9 ∈ K3:\1

m�
9 G1,19M̃1G�

1,19m9 ≤ k1,9, ∀9 ∈ KC:
M9 � 0, ∀9 ∈ K1

}
, ∀1 ∈ B3:, (5.11)

U: =

{(
W:,Ω:,kkk:,\\\:, >:

)���� Tr{W:} = >:,

1
W:

m�
: H�

1: ,:W:H1: ,:m: ≥
∑
1∈B3:

k1,: +
∑

:
′
∈KC:\:

Ω:
′ ,: +#0,

w�
9 Q:,9W:Q�

:,9w9 ≤ \:,9, ∀9 ∈ K3:

m�
9 H�

19,:W:H19,:m9 ≤ Ω:,9, ∀9 ∈ KC:\:
W: � 0,

}
, ∀: ∈ KC:, (5.12)
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where >1 is an auxiliary variable that accounts for the total power used by the transmission in
cell 1 and the cell specific non-negative inter-cell interference sets are defined as indicated in
Table 5.2.

Table 5.2 – BS 1 Inter-cell interference sets.

jjj1 = {j1,7,j1′,7′}7∈K3:\K1, 1′∈B3:\1,7′∈K1
1 ∈ B3: kkk1 = {k1,7}7∈KC:

\\\1 = {\:,7}:∈KC: , 7∈K1
Ω: = {Ω:,7,Ω:′,:}7∈KC:\:,:′∈KC:\:

: ∈ KC: kkk: = {k1,:}1∈B3:
\\\: = {\:,7}7∈K3:

Source: Created by the author.

For each of these node specific interference terms there is are linear mapping matrices
Pj

7
, PΩ

7
, P\

7
and Pk

7
∈ {0,1} such that jjj7 = Pj

7
jjj, Ω7 = PΩ

7
Ω, \\\7 = P\

7
\\\ and kkk7 = Pk

7
kkk ∀7 ∈ B3:∪KC:.

This way it is possible to rewrite the problem in (5.4) as

min
jjj1 ,Ω: ,\\\7

kkk7 ,jjj,Ω,\\\,kkk,>7
{M7}7∈K3:

,{W7}7∈KC:

∑
7∈B3:∪KC:

>7 (5.13)

s. t.
(
{M7}7∈K1 ,jjj

1,kkk1,\\\1, >1

)
∈ D1, ∀1 ∈ B3:(

W:,Ω:,kkk:,\\\:, >:

)
∈ U:, ∀: ∈ KC:

jjj1 = Pj

1
jjj, ∀1 ∈ B3:

Ω: = PΩ
: Ω, ∀: ∈ KC:

\\\7 = P\
7 \\\, 7 ∈ B3: ∪KC:

kkk7 = Pk

7
kkk, 7 ∈ B3: ∪KC:.

The ADMM solutions consider an equivalent penalty augmented formulation of the
problem in (5.13) that can be written as,
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min
jjj1 ,Ω: ,\\\7 ,>7
kkk7 ,jjj,Ω,\\\,kkk,d7
{M7}7∈K3:
{W7}7∈KC:



( ∑
7∈B3:∪KC:

>7 +
2

2

∑
1∈B3:

‖Pj

1
jjj−jjj1‖

2
+

2

2

∑
:∈KC:

‖PΩ
: Ω−Ω

:‖
2
+
2

2

∑
7∈B3:∪KC:

‖P\
7 \\\−\\\

1
‖

2

+
2

2

∑
7∈B3:∪KC:

‖Pk

7
kkk−kkk7

‖
2
+
2

2

∑
7∈B3:∪KC:

(d7− >7)
2
)


(5.14)

s. t.
(
{M7}7∈K1 ,jjj

1,kkk1,\\\1, >1

)
∈ D1, ∀1 ∈ B3:(

W:,Ω:,kkk:,\\\:, >:

)
∈ U:, ∀: ∈ KC:

jjj1 = Pj

1
jjj, ∀1 ∈ B3:

Ω: = PΩ
: Ω, ∀: ∈ KC:

\\\7 = P\
7 \\\, 7 ∈ B3: ∪KC:

kkk7 = Pk

7
kkk, 7 ∈ B3: ∪KC:

>7 = d7, 7 ∈ B3: ∪KC:,

where 2 ≥ 0 is the penalty parameter and d7 ≥ 0, 7 ∈ B3: ∪KC: are slack variables introduced in
order to impose the power penalty parameter term. The problem in (5.14) is equivalent to (5.13),
but the addition of the penalty parameters lead to better convergence stability.

The ADMM solution consists of three iterative steps: 1) update of the local primal
variables jjj1,Ω:,\\\7,kkk7, >7; 2) update of the global primal variables jjj,Ω,\\\,kkk,ddd and 3) update of
the dual variables related to each interference constraint in (5.14) ___j

1
,___Ω: ,___

\
7 ,___

k

7
,_d

7
.

The local variables update at iteration (B+1) is given by the argument of the mini-
mization of the augmented Lagrangian of (5.14) and is given for each DL BS 1 as

{jjj1(B+1),\\\1(B+1),kkk1
(B+1), >1(B+1)} =

argmin
jjj1 ,\\\1

kkk1 ,>1
{M7}7∈K1



(
>1+

2

2
‖Pj

1
jjj(B)−jjj1‖

2
+
2

2
‖P\

1\\\(B)−\\\
1
‖

2
+

2

2
‖Pk

1
kkk(B)−kkk1

‖
2
+
2

2
(d1(B)− >1)

2−___
j

1

)
(B)jjj1

−___\1
)
(B)\\\1−___

k

1

)
(B)kkk1

−_
d

1
(B)>1

)


(5.15)

s. t.
(
{M7}7∈K1 ,jjj

1,kkk1,\\\1, >1

)
∈ D1,
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and for each UL UE : as

{Ω:(B+1),\\\:(B+1),kkk:(B+1), >:(B+1)} =

argmin
Ω: ,\\\:

kkk: ,>:
W:



(
>: +

2

2
‖Pj

:
Ω(B)−Ω:‖

2
+
2

2
‖P\

: \\\(B)−\\\
:
‖

2
+

2

2
‖Pk

:
kkk(B)−kkk:‖

2
+
2

2
(d:(B)− >:)

2−___Ω:
)
(B)Ω:

−___\:
)
(B)\\\: −___

k

:

)
(B)kkk: −_

d

:
(B)>:

)


(5.16)

s. t.
(
W:,Ω:,kkk:,\\\:, >:

)
∈ U:, ∀: ∈ KC:,

The global variables update is also given by the argument of the minimization of the
augmented Lagrangian of (5.14), which has closed form solution given as

jjj(B+1) = Pj
†

(
j̃jj(B+1)−

1
2
_̃__j(B)

)
, (5.17)

Ω(B+1) = PΩ
†

(
Ω̃(B+1)−

1
2
_̃__Ω(B)

)
, (5.18)

\\\(B+1) = P\
†

(
\̃\\(B+1)−

1
2
_̃__\(B)

)
, (5.19)

kkk(B+1) = Pk
†

(
k̃kk(B+1)−

1
2
_̃__k(B)

)
, (5.20)

d1(B+1) = >1(B+1)−
1
2
_k(B),∀1, (5.21)

where (.)† represents the pseudoinverse operation, Pj = [Pj

1
) , . . . ,Pj

�

)
]
)
, j̃jj = [jjj1) , . . . ,jjj�) ]) ,

_̃__j = [___
j

1
) , . . . ,___j�

)
]) and the other variables are defined similarly.

The last step is the update of the dual variables, that can be expressed as

___
j

1
(B+1) = ___j

1
(B)+ 2(%%%

j

1
jjj(B+1)−jjj1(B+1)), (5.22)

___Ω: (B+1) = ___Ω: (B)+ 2(%%%
Ω
: Ω(B+1)−Ω:(B+1)), (5.23)

___\7 (B+1) = ___\7 (B)+ 2(%%%
\
7 \\\(B+1)−\\\7(B+1)), (5.24)

___
k

7
(B+1) = ___k

7
(B)+ 2(%%%

k

7
kkk(B+1)−kkk7

(B+1)), (5.25)

_
d

7
(B+1) = _d

7
(B)+ 2(d7(B+1)− >7(B+1)). (5.26)

The second step of the ADMM solution can be further simplified by noticing that a
specific node does not need to compute all the elements of the global variables, since the other
two ADMM steps only use these global variables multiplied by the linear mapping matrices of
each node, i.e. each node only requires the elements of the global variables that have information
about interference related to itself. This way, each of the global variables elements can be
computed at as
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7
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)
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By using this approach, each node only needs to have access to the result of the local
expression of the coupled nodes in order to calculate the global variables that are necessary to
it. For example, BS 1 needs to have access to the result of the expression (j17

1,7(B+1)− 1
2
_
j1,7
17
(B))

computed locally at BS 17, in order to compute j1,7.
Thus, a decentralized version of Algorithm 3 can be written as the Algorithm 4.

Algorithm 4 Distributed dynamic TDD MIMO SPmin.

1: Initialize jjj, Ω, \\\, kkk and ddd.
2: BS 1,∀1 ∈ B3:: Initialize DL precoders {m7}7∈K1 .

UE :,∀: ∈ KC:: Initialize UL precoders w:.
3: repeat
4: BS 1,∀1 ∈ B3:: Use {m7}7∈K1 to transmit pilots

UE :,∀: ∈ KC:: Use w: to transmit pilots.
5: BS 1,∀1 ∈ BC:: Compute {m7}7∈K1 (4.10) and send precoded pilots.

UE 9,∀9 ∈ K3:: Compute w9 (4.7) and send precoded pilots.
6: repeat
7: BS 1,∀1 ∈ B3:: Compute jjj1,\\\1,kkk1 and >1 (5.15).

UE :,∀: ∈ KC:: Compute Ω:,\\\:,kkk: and >: (5.16).
8: BS 1,∀1∈B3: and UE :,∀:∈KC:: Share the values of (>@7;0::=20: − 1

2
3C0::=20:)

with the coupled nodes.
9: BS 1,∀1∈B3: and UE :,∀:∈KC:: Update its global variables terms in jjj, Ω, \\\, kkk and

ddd (5.27) to (5.30) and (5.21).
10: BS 1,∀1 ∈ B3:: Update the dual variables ___j

1
,___\1 ,___

k

1
and _d

1
(5.22) to (5.26)

UE :,∀: ∈ KC:: Update the dual variables ___Ω: ,___
\
: ,___

k

:
and _d

:
(5.22) to (5.26).

11: until Some stop criterion
12: BS 1,∀1 ∈ B3:: Solve (5.15) for {M7}7∈K1 .

UE :,∀: ∈ KC:: Solve (5.16) for {W:}.
13: until Some stop criterion.

5.4 Signaling and Practical Considerations

For the decentralized approach we consider that each node only has access to local
CSI, however, information still needs to be shared between the nodes, in order to coordinate



Chapter 5. Distributed Beamforming for Dynamic TDD Networks with DL and UL SINR Constraints 63

Figure 5.1 – Frame structure for Algorithm 4.
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them. Algorithm 4 relies on two types of information sharing, over-the-air pilot signaling and
local primal variables sharing. Figure 5.1 shows the proposed frame structure based on [47].

The frame is divided in two main parts, the beamforming setup and the data transmis-
sion in both directions. During the beamforming setup, the over-the-air signaling is denoted by
the letter F, for the forward (transmitters to receivers) pilot signaling, corresponding to step 4 in
Algorithm 4, and B for the backward (receivers to transmitters) pilot signaling, corresponding to
step 5. We consider that all nodes use known orthogonal precoded pilot symbols, allowing perfect
signal separation and estimation of effective channels, and consequently perfect estimation of
the precoders and decoders by the opposite nodes.

The local primal variables sharing, denoted by the letter L, which occurs in step 8,
is proposed to take place via both backhaul and over-the-air control channel, since information
needs to be shared among all transmitting nodes (DL BSs and UL UEs). This way, all BSs must
share their information by using the backhaul and each UL UE must send its data to its respective
BS, and receive the updates from the other nodes also hearing from its BS. This signaling scheme
is shown in Figure 5.2.

Figure 5.2 – Local variables signaling strategy.

· · · · · ·
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BSdl
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Source: Created by the author.

In this procedure, the UL UE information about its local variables (Ω:,kkk: and \\\:) must
be sent, in time !1, by each UL UE to its respective BS, thus, a total of 2(|KC: | −1)+ |B3: |+ |K3: |

scalars to be sent per UE. In Time !2 each DL BS sends the information about its local variables
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(jjj1,kkk1 and \\\1 ) to the coupled BSs, with a total of 2(|K3: | − |K1 |)+ |KC: |+ |KC: | |K1 | scalars per
DL BS, and the UL BSs sends the terms from its users to each coupled BS. In time !3 the UL
BSs send to each of its UEs the other nodes variables.

In a centralized approach, if we assume that each BS exchanges its local CSI with
all other BSs via backhaul at setup time, an estimative of the total number of real valued scalars
required to be sent is 2 #1#C(�−1)�+2|B3: |#2

1
(�−1)|BC: |+2 2

1
|BC: |#

2
C (�−1)|B3: |, with each

term being related to the exchange of the channels H, G and Q, respectively. Besides that, the
calculated precoders and decoders must still be sent to their respective nodes. Table 5.3 shows a
comparison of the amount of signaling for centralized and decentralized applications, and it can
be seen that the the decentralized algorithm requires much less signaling per iteration than the
total centralized load, and this difference increases with the increase of the network dimensions.

Table 5.3 – Signaling load.

{�C:,�3:, 1,#1,#C} Centralized Decentralized per it.
{2,2,2,6,3} 5184 90 (1.54%)
{3,3,2,8,4} 34560 192 (0.56%)
{4,4,2,10,5} 131600 320 0.24%)

Source: Created by the author.

The number of Foward-Backward and local variables sharing stages is determined
by the number of outer and inner iterations in the Algorithm 4. At each outer iteration a Foward-
Backward step is performed and at each inner iteration the local variables sharing takes place.
In order to achieve the same solution as the centralized case, the Algorithm 4 must iterate until
convergence. However, approximate solutions can be extracted at intermediate iterations, at the
cost of suboptimal sum-power and SINR. Thus, the signaling load can be controlled by fixing the
number of inner and outer iterations, at the cost of suboptimal performance. However, simulation
results show that very close to optimal performance can be obtained with small numbers of
iterations.

Beyond that, since the ADMM solution does not require that the local variables
be equal to the global ones before convergence, an intermediate solution may not fulfil all the
SINR contraints. However, a solution that strictly respects the minimum SINR constraints can
be obtained by solving (5.15) and (5.16) including to the problem a constraint to force the local
variables to be equal to the global ones. In this situation feasibility is not always guaranteed, and
when infeasibility is declared in an iteration, the algorithm is required to iterate more in order to
reach a possible feasible solution.

Another interesting feature of the ADMM decentralized solution is that it can
converge, or at least provide approximate solutions, even when the centralized solution is
infeasible. This happens, because the centralized solution requires feasibility in all iterations, so,
for example, if the first iteration is not feasible, then the centralized algorithm fails to provide
a solution. On the other hand, since ADMM does not require feasibility at all iterations, it can
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Figure 5.3 – SINR comparison.
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converge or provide good solutions in far more situations.

5.5 Results

The simulation scenario is formed by 4 cells (2 DL, 2 UL) with 100 m radius each,
and 2 UEs per cell. Each BS has 6 antennas and each UE has 3 antennas. This scenario is
considered for its simplicity and presents all types of intra-cell and inter-cell interference link.
We consider a flat Rayleigh fading scenario with uncorrelated channels, in which each element
of the channels is an i.i.d. complex Gaussian random variable with zero mean and unit variance,
the pathloss model is based on [39] and it is detailed in Table 4.2, and the required SINR for all
users is 20 dB. The simulation results shown are obtained after 500 Monte-Carlo snapshots.

In Figure 5.3, we compare the SINR obtained by all users, by analysing the CDF
plot for the centralized algorithm, and for the decentralized algorithm after 100 outer iterations,
with 1 and 10 inner iterations. The coordinate pair in the legend show the number of outer and
inner iterations, respectively. It can be seen that the centralized algorithm attains the required
SINR in all feasible cases, while the decentralized algorithms approximate this value allowing
some variation from the target, but mainly with SINR values greater than the minimum. We
can also see that the decentralized approach with more inner iterations tends to better fulfill
the minimum required SINR, but both decentralized curves achieve a good approximation of
the required values. Furthermore, the minimum SINR can still be attained by forcing the local
variables to be equal to the global ones.

Figure 5.4 compares the transmit power for the same three approaches. It can be seen
that the centralized one obtains the lowest power, but the decentralized algorithm approximates
it well, and they obtain a very close outcome. It can also be seen that the decentralized approach
with 1 inner iteration achieved smaller power than the approach with 10 inner iterations. This
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Figure 5.4 – Power comparison.
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Figure 5.5 – Power convergence.

0 10 20 30 40 50 60 70 80 90 100

0

10

20

Outer iteration

M
ea

n
PW

R
(d

Bm
)

Centr.
Dec. 1 inner
Dec. 10 inner

Source: Created by the author.

can happen since the decentralized algorithm does not require the SINR bound to be strictly
attained, so if the SINR obtained by the decentralized with 1 inner iteration is smaller, then the
power can also be. However, both of them still approximate well the centralized curve.

To show the convergence for the proposed algorithms, Figure 5.5 shows the mean
transmit power after each step of the centralized algorithm and after each outer step for the decen-
tralized one. It can be seen that all approaches iterate in direction to a very close minimum power
point, and that up from the 15th iteration all algorithms already obtain a good approximation of
the optimum value. The centralized algorithm converges to the smallest power, as expected, and
the decentralized approach with 1 inner iteration seems to be slower at the very initial iterations,
but it provided the best final approximation, while the approach with 10 inner iterations obtains
the smallest power at the initial iterations, but afterwards, its convergence saturates.
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Figure 5.6 – SINR convergence, 1 inner iteration.
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Figure 5.7 – SINR convergence, 10 inner iterations.
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For the decentralized algorithms it is also important to show how the SINR behaves
at each iteration, and how it converges to the required value, since the ADMM solution does not
guarantee that the SINR constraints are respected at all iterations. For this reason, we show for
both cases in figures 5.6 and 5.7, with 1 and 10 inner iterations, curves that show the CDF of the
SINRs at each outer iteration. The plot is shown in a gray-scale, in which the initial iterations
are shown in light gray, and the final iterations are the dark gray. The arrows indicate the main
convergence directions.

From 5.6 and 5.7, we see that as the algorithm iterates the variance of the SINR values
is reduced and the results go in the direction of the desired value (20 dB). It can also be seen that
the approach with more inner iterations shows faster approximation of the minimum required
SINR, while the approach with 1 inner iteration takes more iterations to approximate the target.
However, both approaches required less than 15 iterations to achieve a good approximation.
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5.6 Conclusions

In this chapter, we proposed a Beamforming solution for Dynamic TDD Networks,
which guarantees a minimum SINR for each link while minimizing the total transmitter Sum-
power. Two solutions were presented, a centralized version that requires full CSI, and a decen-
tralized version based on ADMM that requires local CSI and a lightweight signaling procedure.
It is shown that both approaches converge to the same solution, and that the decentralized one
can approximate the optimal solution with a reduced amount of iterations. Thus, by using this
approach, the higher interference in Dynamic TDD can be overcome, since users can have
guaranteed their SINR requirements.
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6 CONCLUSIONS AND FUTURE WORK

In this master’s thesis we have presented ways to deal with interference in dense
scenarios. More specifically we have studied solutions based on coordinated sum-power mini-
mization beamforming for large-scale optimization and for Dynamic TDD scenarios. In order to
better solve these problems we used the ADMM and primal decomposition methods described
in Chapter 2.

Chapter 3 presented an ADMM based solution for the coordinated bemforming
optimization with a large number of variables. We used simulations to compare it to a well
known SDP solution and analyzed the convergence behavior for a variety of scenarios. The
simulation results showed that the ADMM solution provided much faster convergence with
modest accuracy, however it could not be faster than SDP with high accuracy requirements.
We also presented results on the convergence by analyzing the duality gap, these results also
illustrated how ADMM solution converges faster with modest accuracy.

Chapter 4 proposed a coordinated beamforming problem for Dynamic TDD MIMO
networks which minimizes the transmit sum-power while guaranteeing a minimum SINR for
DL users and limits the BS to BS interference power. We derived two solutions for this problem,
one centralized and one decentralized based on primal decomposition, which required local
CSI and a lightweight over-the-air and backhaul signaling infrastructure. We showed that the
decentralized solution iterates towards the same solution as the centralized one. However, feasible
solutions can be obtained at each intermediate iteration, at the cost of suboptimal power. The
presented solutions show that the UL capacity can be improved by applying the BS to BS
interference constraint while a minimum DL SINR target is guaranteed, at the cost of increased
DL power consumption. Convergence results show that with more inner and outer iterations the
decentralized algorithm achieves solutions closer to the centralized one.

Chapter 5 proposed another coordinated beamforming problem for Dynamic TDD
MIMO networks, which aims to minimize the transmit power while guaranteeing a minimum
SINR threshold for both DL and UL users. Two solutions were presented, a centralized and a
decentralized based on ADMM, which requires local CSI and lightweight backhaul and over-
the-air signaling scheme. We show that both solutions can satisfy the SINR requirements and
achieve values close to the minimum power. We also show that the decentralized solution iterates
towards the centralized one and that signaling load can be controlled by fixing the number of
iterations at the cost of close to optimal power and SINR performance.

In summary, this work presented relevant results related to interference management
in 5G dense scenarios regarding large-scale optimization and Dynamic TDD. Nevertheless, there
are still extensions and several open issues to be investigated by further works in this area, such
as:
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• The study of the parallel implementation of the large-scale ADMM algorithms, in order to
speed up even more the optimization by using multiple BBUs to compute the bemforming.

• The search for large-scale optimization methods that can provide fast convergence also
when high accuracy is needed.

• The study of robust methods to perform the beamforming in Dynamic TDD scenarios
considering CSI imperfections.

• The analysis of the joint application of dense networks and other 5G technologies such
as massive MIMO and millimeter waves, mainly regarding Dynamic TDD interference
management techniques.

• The search for other beamforming solutions for Dynamic TDD MIMO systems using
objectives other than sum-power minimization.
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APPENDIX A – STRONG DUALITY PROOF

Proof of strong duality for Problem (4.12) . First, observe that an arbitrary phase rotation on the
beamformers does not affect the resulting SINR. Thus, if {m9} is optimal, then so is {m94

8q9}.
Hence, we can consider an arbitrary q9 such as w�

9
H19,9m9 is real.

Then, since we assume and guarantee the conditions for strict feasibility (j1,8 ≥
0,k1,: ≥ 0,#1 ≥  , ∀1, 8, :), strong duality holds for the convex reformulation of Problem (4.12),
which can be written as

min
{m7}7∈K1

∑
7∈K1

‖m7‖
2
2 (A.1)

s. t.
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√
j
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19
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(1),9, . . . ,

√
j
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3:
(|B̄
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3:
|),9
]) , with B̄19

3:
defining the set of all BSs in DL excluding

19.
This reformulated problem is convex since its objective is convex, the SINRs con-

straint is written in a convex conic form, and the other two constraints are convex. Therefore,
in order to prove strong duality for problem (4.12) we must still show that the Lagrangians for
both the original and the reformulated convex versions of Problem (4.12) are equivalent. The
Lagrangian of Problem (4.12) and its convex reformulation are given, respectively, as:
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, (A.2)
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where,




 ... 





2
represents the term on the left side of the first constraint in Problem (A.1).

Let, us define a new term:

B9 =
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9 H1,9m9. (A.4)

Then, the last term in the Lagrangian (A.3) can be rewritten as:
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Substituting this into the Lagrangian (A.3):
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Since B9 is strictly positive, we can change the optimization variable to _9 = W9/B9 and
the Lagrangians of the original and the convex reformulated problems are the same. Therefore,
the dual problems of the two equivalent problems are the same, and strong duality holds for both
of them.

�
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APPENDIX B – DUAL PROBLEM FORMULATION

To find the the dual Problem of (4.12), let us first write its Lagrangian as
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The dual problem is defined as the infimum of the Lagrangian [61], that is given as
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Then, the dual of (4.12) is given as (4.18).
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