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Abstract

The thesis presents the treoretical studies of electronic transport in molecular devices
for two different systems. Firstly we report a comparison between modeling and experi-
mental current-voltage characteristics of self-assembled monolayers of 5-(4-pyridine)-1,3,4-
oxadiazole-2-thiol (HPYT) and 5-(4-phenyl)-1,3,4-oxadiazole-2-thiol (HPOT) molecules
deposited on Au (111). The formation of these self-assembled monolayers was confirmed
by scanning tunneling microscopy (STM) measurements. DFT calculations were per-
formed to obtain the most stable conformation of the molecular film. To compare with
these results, STM images were calculated using a model based on a master equation
technique. Striking similarity was found between the calculated and measured STM im-
ages, thus indicating the applicability of the model. From this comparison, we suggest that
both HPYT and HPOT thiol molecules are attached to the Au surface by a bond between
the sulfur and single gold atoms . A simple quantum model is proposed for describing
the tunneling current along the molecular monolayer assembly on the Au(111) surface.
Secondly we investigate spin transport properties in a junction composed of a polyacety-
lene chain bridging two zigzag graphene nanoribbon (ZGNRs) electrodes. The transport
calculations are carried out using a non-equilibrium Green’s function (NEGF) technique
combined with density functional theory (DFT). Previous works have demonstrated that
the ZGNRs exhibit a special antiferromagnetic (AF) ordering and half-metallicity at edge
states, which can both be destroyed by applying a strong external electric field. Here
we demonstrate that the connection between the molecular bridge and non-equivalent
carbon atoms (A/B) in the graphene sublattice of ZGNRs may occur in two bonding
arrangements and can produce metallic and semiconducting systems strongly dependent
on the local coupling. By considering the carbon ring where the chain is linked, one
connection resembles a para-linkage in benzene, whereas the other connection is similar
to a meta-linkage. This results in different conductances for these configurations, which
may be controlled by field-effect gating. Finally, the spin filter efficiency for these sys-
tems as a function of electric field is discussed. We also demonstrated that donor (D) and
acceptor (A) groups attached to molecular bridge offer the possibility to modify the trans-
mission probability of para-linkage and meta-linkage systems in a controlled way with a
destructive quantum interference (QI) effective. In our calculation was demonstrated it is
possible, for instance, by introducing the DA groups with magnetic properties and keep
the spin polarized, such that spin-up and spin-down orbitals have different energies. This
facilitates the construction of a spin valve that lets either spin-up or spin-down electrons
to move while one is blocked.



Resumo

Nesta tese apresentamos o estudo tedrico de transporte eletronico de dispositivos
moleculares em dois problemas distintos. No primeiro, comparamos medidas via mi-
croscopia de tunelamento (STM) com céalculos de primeiros principios onde a tensao apli-
cada em uma mono camada de moléculas auto-montadas, denominadas: 5-(4-piridina)-
1,3,4-oxadiazol-2-tiol (HPYT) e 5-(4-fenil)-1,3,4-oxadiazol-2-tiol (HPOT) mostram a dis-
tribuigao local de carga. Essas moléculas sao depositadas sobre um substrato de ouro
tipo (111). A formacao destas camadas moleculares foi confirmada por medidas de STM.
Calculos baseados na teoria do funcional da densidade (DFT) foram realizados para obter
a conformagao mais estavel da interagdo molécula/substrato. Verificamos uma grande
semelhanca entre os resultdos tedricos e as medidas de imagem de STM. A partir desta
comparagao, sugerimos que o atomo de enxofre na molécula HPY'T e HPOT est4 ligado a
superficie de ouro por uma ligacao direta & um tinico &tomo de ouro. Para descrever a cor-
rente de tunelamento ao longo da mono camada molecular sobre a superficie de Au (111)
foi proposto um modelo quantico baseado na técnica de equacao mestra. Nos investigamos
também, propriedades de transporte de spin em uma cadeia de poliacetileno (como ponte)
acoplada & uma nano fita de carbono tipo zigue-zague (ZGNRs) funcionando como eletro-
dos. Os célculos de transporte foram efetuados usando técnica de fungoes de Green fora
do equilibrio (NEGF), combinada com a teoria do funcional da densidade (DFT). Trabal-
hos anteriores demonstraram que as ZGNRs exibem um ordenamento antiferromagnético
(AF) e meia-metalicidade nos estados provenientes da borda, que podem ser destruidos
com aplicacao de um forte campo elétrico externo. Neste trabalho, noés demonstramos
que a ligagao entre a ponte molecular e atomos nao-equivalentes de carbono (A/B) na
sub rede de grafeno ZGNRs pode ocorrer de duas formas produzindo um sistema metalico
ou semicondutor fortemente dependente do acoplamento local. Ao considerar o anel de
carbono onde a cadeia esta ligada, uma ligacao se assemelha a uma ligacao para no ben-
zeno, enquanto a outra ligacao é semelhante a uma ligacao meta. Estas geometrias geram
transmissao eletronica distinta, que pode ser controlada sob um campo eletrico tranversal.
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Introduction

The field of molecular electronics has been characterized by the search for single
molecule transistors and diodes that might possibly be a basis for a new electronics.
Molecular devices promise to minimize size and power consumption and to enhance op-
eration speeds [1]. However, technological applications of such devices are very far from
becoming reality because fundamental questions including the thermal stability of devices
and the nature of the metal-organic coupling are still not fully addressed. In particular,
issues surrounding the contact to the molecular system and its effects on the electron
transport properties require better understanding [2,3]. Since the approach that started
in the early seventies with a seminal theoretical study by Aviram and Ratner on current-
voltage characteristics of a molecular rectifer, [4] the molecular electronics have shown
that a molecular system, if properly designed, may perform a desired function in response
to an applied electric field. In the begining, this idea was mostly just an amazing in-
tellectual curiosity, but nowadays experimentalists have come up with several techniques
that allow for simple studies of molecular electronic devices, besides reproductitly and
scalability were not properly achived. One of the first such experiments was reported [5]
for 1,4-benzene-dithiol that was chemically bonded between two gold electrodes like a two
probe geometry. This experiment is a very simple approach, where there is just a single
molecule between two gold electrodes. In practice, a device has three terminal as transis-
tors and just a few experiments with such configurations have been used, with molecules
ranging from being quite small to solid state systems such as carbon nanotubes, graphene
and graphene nanoribbons. The experimental approaches have been helped by modeling

resulting of the electron transport through molecular devices.



The studies from a quantum chemical point of view today are well established but in
electronic transport there are some problems which deserve considerable attention. To
describe the electron transport in this devices there is a lot of approaches [6,7]. The
best approach for electronic transport is based on the non-equilibrium Green’s function
combined with density functional theory (DFT) that treats the electrodes specifically as
periodic layers of atoms. One crucial point that is often less properly described in these
approaches is the effect of coupling at the molecule-metal interface. To understand that
process it is important to not only capture the physics of the bulk electrodes, but also
the chemistry that is present at the interfaces. Such studies where this problem is more
elaborate shows that the chemical bond affects the I-V characteristics [8-10].

Experiments to address the problem of electronic transport can have some approaches.
The break junction technique creates the metal electrodes by slowly pulling at both ends
of a metal string until it breaks. This can be done in a solution to get the desired molecule
to insert immediately in the gap that is formed, or by trying to get a molecule to bind
to one of the contacts after the junction has been formed and then slowly move the two
contacts closer and closer together until the bridging molecule binds in both ends and
a signal is received [5,11]. Other experimental way to address the problem of charge
transport in single molecules is via scanning tunneling microscopy (STM). This technique
can be a powerful candidate to build single molecule devices and it is a suitable tool to
manipulate matter on a single atom scale. Besides the scalability is very limited in this
method, it is extremely important for producing model devices. In this case, the first
thing to notice is that there are no perfect surfaces, so it is necessary to find a reasonable
approximation that captures the important chemistry and physics that takes place at the
metal-molecule interface. The metal /organic coupling (chemisorption) suggests a shift in
electronic energy levels, and it is extremely difficult in to define clearly a purely molecular
energy level. In fact, the nature of the metal-organic contact and how the charge flows

through the molecule between electrodes is complex, and the most appropriate way to



select which of the many different models best describe this interaction is to compare
the theoretical predictions of the models with experimental results [12]. However, these
challenges may be overcome by the use of organic materials such as a carbon nanotube,
graphene and graphene nanoribbon in lieu of metal electrodes. The exceptional electronic
properties of these materials might be a key to molecular electronic development.
Studies have showed that especially the graphene is uniquely material that is neither
metallic nor semiconducting [13,14]|. The electronic and structure of graphene is unique
and present two special momentum points in reciprocal space, called Dirac Point. Near
the Dirac Point the electronic spectrum for graphene is linear, characteristic of massless
particles such as photons. Otherwise, metal has a finite density of states at the Fermi
energy, but the graphene’s density of states vanishes at the Dirac points [15]. Graphene
is not strictly a semiconductor, it is not strictly a metal and when is doped the Fermi
energy is moved away from the Dirac point becoming metallic. Therefore the electrical
current through graphene can never be turned off completly because the gap is zero. That
problem can be solved by cutting graphene into a graphene nanorribon (GNR) [16]. The
graphene nanoribbons are quite similar to carbon nanotubes (CNTs), which may be either
metallic or semiconductor. The semiconducting band gap in CNTs varies inversely with
the diameter of nanotube and in the case of GNRs, it is scale with inverse of the ribbon
width (L) [17]. The properties of graphene nanorribon are extremely dependent of the
edge. There are two basic types of graphene nanoribbons according to their edge config-
uration: armchair or zigzag. The armchair GNRs are either metallic or semiconducting,
depending on its width L [16]|. For example, when L = 3n — 1 (n is an integer), armchair
GNR is metallic, otherwise it is semiconducting. Most notably, GNRs with zigzag edges
are predicted to be antiferromagnetic (AF) semiconductors [17], where the polarized elec-
tron spins are ferromagnetically aligned along the ribbon edges and antiferromagnetically
coupled between the two opposite edges. Such an amazing spin ordering can give rise to

many unusual physical properties such as half metallicity [18], giant magnetoresistance



effect [19] and magnetoelectric effect [20], all of them openning avenues for promising
applications.

It was shown that quite stable freestanding carbon chains can be connected to two
graphene flakes [21,22]. By employing energetic electron irradiation inside a transmission
electron microscope two holes were created in a large graphene sheet. The resulting ribbon
separating the two holes was carefully thinned by lower energy electrons until only the
monoatomic chain remained. This structure is thus the realization of a unique system
in terms of miniaturization, that is, an atomic chain contacted by the thinnest carbon
leads instead of the usual case of metallic contacts. Calculations performed by density
functional theory (DFT) predict that the zig-zag edge is the energetically most favorable
structure for connecting the chain, in agreement with the experimental observations.
Therefore, the study of the spin-dependent electronic transport properties of carbon chains
connecting two graphene nanoribbon with the zig-zag edges is motivating and might be
really interesting.

In this Thesis we worked in two different approach: we use the theoretical results to
explain one possible erroneous interpretation of STM images in self assemble monolayers
and metal surface. Due to the problems at coupling metal-organic mentioned above and
amazing properties of ZGNRs, we study a chain of carbon coupled in ZGNRs as electrodes.
The thesis is organized as follows. Chapter 1 presents the background for the theoretical
calculation methods used in this work. It begins with the Schrédinger equation and the
challenges involved in solving it. DFT is then introduced as an effective way to solve
electronic structure problems. In one section we introduce the Landauer-Biittiker theory
which describe electric current through a device as a sum of transmission probabilities.
Finally, we describe the non-equilibrium Green’s function (NEGF) formalism and how it
can be used along with DFT.

Chapter 2 describes a comparison between model and experimental current-voltage

characteristics of self-assembled monolayers of 5-(4-pyridine)-1,3,4-oxadiazole-2-thiol (HPYT)



and 5-(4-phenyl)-1,3,4-oxadiazole-2-thiol (HPOT) molecules deposited on Au (111). HPYT
and HPOT are aromatic thiols that adsorb on gold and are able to lift the 22xv/3 recon-
struction, thus forming a slightly distorted v/3xv/3R30° structure. The formation of these
self-assembled monolayers was confirmed by scanning tunneling microscopy experiments.
The STM images do not show clear distinction between the two molecules. The images
were obtained with high tunneling resistance in order to avoid layer disruption. We use
the STM tip to probe electron transport through periodic molecular arrays, and compare
the experimental results with a DF'T-based model for electron transport. The STM im-
ages of HPOT or HPYT adsorbed on gold surfaces were obtained at room temperature.
To support the new interpretation, in addition to the DFT calculation of the system local
density of states (LDOS), we develop a simple quantum transport model based on the
master equation technique that reproduces the current along the surface measured via
STM. We suppose that the HPOT and HPY'T molecules are attached to the carbon atom
by an S-Au bond and that the molecule is tilted relative to the gold surface giving the
impression, in the STM measurements, that the molecules are sitting at the three fold
hollow site.

Chapter 3 describes a study of spin-polarized transport properties of the molecular
junction between polyacetylene and ZGNRs by performing calculations using NEGF tech-
nique combined with DFT. This system is a two-probe geometry with a central scattering
region containing the molecular bridge and it is connected to the semi-infinite ZGNR
electrodes. We focus in spin transport properties, which includes analysis of density spin
polarization in different parts of the geometry under an external electric field. The spin
degree of freedom of ZGNRs considering their possible application in spintronics, where it
is essential to realize electron transport by using only one spin chanel. The half-metallicity
in this material shows up when an external transverse electric field is applied. The critical
electric field to achieve hal-metallicity decreases with the increase of ribbon width or with

—

the strong electric field (E,; > 0.7V/nm). We control the width of the ribbon so that



stayed bridge close to edge in one system and in other just continued to be the edge. We
control electric field also since our interest is to use the spin polarization at the edge on
ZGNRs as prediction may lead to some important aplication of ZGNRs in spintronic as
a swithes and spin filters.

Chapter 4 describes a study of donor (D) and accepor (A) groups attached to molecular
bridge (C=C) offer the possibility to modify the transmission probability of BCP and
BCA syestems in a controlled way. Whereas our study is under the bias in interval of
[0.1,-1.0] V in a step of 0.1 V, performing a self-consistent calculation for each bias the
systems are completly described. However, there is a strong correlation in the coupling
between bridge and DA groups. The conjugation (7) are in general good candidates for
exhibiting magnetic order, but in this DA system the magnetic properties are independent
of the bridge length and for this groups of position and more importantly than this It
is possible, for instance, to introduce the groups with magnetic properties and keep the
spin polarized, such that up-spin and down-spin orbitals have different energies. This
facilitates the construction of a spin valve that lets spin-up or spin-down electrons to

move while one is blocking.



Chapter 1

Electronic transport calculation
methods

1.1 Introduction

To model the transport system of interest a local atomic orbital basis is applied. One
may represent, to relatively high accuracy, the electronic structure of a group of atoms
through a linear combination of atomic orbitals (LCAQO) based on DFT with the NEGF
where the device leads and the scattering region are treated atomistically on equal foot-
ing. Such a NEGF-DFT technique has been widely used in analyzing nonlinear and
non-equilibrium quantum transport in molecular electronics [23|, and has been adapted
to analyze spin-polarized quantum transport recently [24,25]. The basic idea of the
NEGF-DFT technique is to use DFT to calculate the Hamiltonian and electronic struc-
ture of a device, use NEGF to determine the non-equilibrium quantum statistics that is
needed to populate the electronic structure during current flow, and use real space nu-
merical methods to handle the transport boundary conditions. The NEGF-DFT method
provides an useful alternative and supplements other atomistic techniques for analyzing
electronic transport and spin-polarized quantum transport. The main advantage of the
NEGF-DFT formalism is its close proximity to modern many body theory and quantum
transport theory which are largely based on Green’s functions. As such, new effects and

new transport physics can be readily implemented into the NEGF-DFT software tool.



1.1.1 LCAO Hamiltonian Matrix Representation

The matrix representation of the single electron time independent is described by the
Hamiltonian, H , and atomic orbitals in central real space on all atoms in the system is
the wave function [26]. Being 1); is an eigenstate, the Schrodinger equation of the system
is,

H|¢z‘> - EWZ> (1-1‘1)

Any eigenstate can be represented by a linear combination of local atomic orbitals

|9i),
i) = cisloy), (1.1-2)
J
where the |¢;) is the atomic orbital representation so that,
H (Z Cz’j\¢j>> = E; (Z Cz’j\¢j>> : (1.1-3)
J J

Atomic orbitals on diffrent atomic sites are non-ortogonal and Eq. 1.1-3 can be written

in matrix form as:

Hoo Hp ... Hon Cio Soo So1 ... Son Cio
Hyo Hyy ... Hyn CiN Snvo Sn1 --. Snw CiN

The Schrodinger equation (Eq.1.1-1) describes the space and time-dependence of quantum
mechanical systems. Once defined for a particular system, its solution contains all the
information about that system. The treatment used in this work deals with the non-

relativistic time-independent Schrodinger equation. The Hamiltonian is then written as

~

H=T,+Viy+U+Tx+Tyn, (1.1-5)
Where the kinetic energy of the electrons is given as,

~ 1 9
T, = —ézv“ (1.1-6)
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where the summation runs over all electrons ¢ and V is the derivative operator in space
coordinates. The Coulombic electron-nucleus attraction is given as,

N Z,
Vin=—Y) ——*—. 1.1-7
N > 7 (1.1-7)

where the summation runs over all electrons and nuclei pairs. Z,, and R,, are, respectively,
the atomic number and coordinates for nucleus n; and 7; are the coordinates for electron

i. The Coulombic electron-electron repulsion is given as,

1 1

= Ia—
2 = |7 — 75|

U= (1.1-8)

where the summation runs over all electron pairs (the factor 1/2 is added to compensate

for each pair being included twice). The kinetic energy of the nuclei is given as,

. 1
Ty=->_ 2ani, (1.1-9)

n
where the summation runs over all nuclei and M,, is the mass of nucleus n. The Coulombic
nucleus-nucleus repulsion is given as,

Vin = % > ‘EZ_%, (1.1-10)

n#m 14t m

where the summation runs over all nucleus pairs. Z,, and Z,, are the charges and ﬁn
and R,, are the coordinates for nuclei n and m, respectively. Eq.1.1-1 is a many-body
problem that cannot be solved exactly for more than one electron. For this reason, many
approximations are made to reduce this to a problem that can be solved numerically.
Some of these approximations are outlined below. The Hamiltonian of the system is
the observable corresponding to the total energy E of the system and it is given as a
sum of the kinetic energy of the electrons, the Coulombic electron-nucleus attraction, the

Coulombic electron-electron repulsion, the kinetic energy of the nuclei, and the Coulombic

nucleus-nucleus repulsion.



1.1.2 Born-Oppenheimer Approximation

The Born-Oppenheimer approximation (or adiabatic approximation) simplifies the
Schrédinger equation with the assumption that the nuclei can be treated as being sta-
tionary relative to the motion of the electrons. This is valid for most practical materials
research problems because the mass of a nucleus is much greater than the mass of an
electron. It is also assumed that the electrons will instantaneously relax with respect to
the positions of the nuclei whose effect can be included as an external field Viwr. Within
the Born-Oppenheimer approximation, Eq.1.1-1 can be separated into an electronic and
a nuclear part, and the latter is treated independently. The kinetic and potential energies
of the nuclei can be added after the electronic Schrodinger equation has been solved. The

Schrodinger equation can now be written as,

[:[elec’w>elec = [Te + U + %xt ‘w>elec = Eelec|w>eleca (11'11)

where the subscript elec is included as a reminder that this is not the full Schrédinger
equation. TT and VNN are removed and XA/BN is replaced with \A/m to emphasize that the
electrons move under the influence of the nuclei as through an external field. From here
on, the subscript it elec will be omited, but the following discussion about the Schrédinger
equation does refer to Eq.1.1-11. The difficulty in solving the Schrédinger equation stems
from the fact that it is a many-body problem when the system has more than one electron.
The reason for this is because the motion of an electron is not independent of other
electrons; that is, they are correlated and for some systems strongly correlated. One
aspect of this correlation is accounted for by the Pauli’s exclusion principle which states
that no two electrons of the same spin can occupy the same state at the same time. More
generally, this is known as the antisymmetry principle which states that the wave function
must change sign when any two electrons are interchanged. The difficult part of electron-
electron interactions is to deal with the correlation of electrons of opposing spins. This is
the central challenge in electronic structure calculations. Density functional theory is one

method that is commonly used in calculations that take these interactions into account

10



in an approximate manner.

1.1.3 Density Functional Theory

The Hamiltonian of a stationary system of N interacting spin-1/2 particles is used to
obtain the central object that is the electronic density p(7). The Kohn-Shan spin-density

functional theory (KS-DFT) [29] is given by:

En®®(r)] = Tn // |r_ ddr +Z/ B (P dr(1.1-12)

which is the sum of the kinetic energy Ts of non-interacting electrons, the electron-electron
interaction in the Hartree approximation, the interaction energy with the external poten-
tial Vext and the exchange-correlation energy. The external potential Vm is described by
the Coulomb potential of the nuclei. The functional (Eq. 1.1-12) is obtained by inserting
the ground-state spin density matrix and yields the ground-state energy. The variation
of Eq. 1.1-12 with respect to p®?(7) cannot be performed directly, since the explicit form
of the density functional Ts[p®? ()] is not know. The solution for this problem is using
wave functions (orbitals) of single-particle ¢$(r), which allow to write the kinetic energy

functional Ts[p®?(7)] and spin-density matrix p®?(7) as

Z/ () (——vz O‘(F)) dr (1.1-13)

and

ng (PP (7), (1.1-14)

respectively,with the sum over ¢ including all occupied orbitals. The last two equations
provide an implicit representation of the kinetic energy in terms of the spin-density matrix.
The minimum of Eq.1.1-12 can now be found by variation of E[p®?] with respect to the

single particle wavefunction. This leads to the Kohn-Sham equations:

S * SV = ot (1.1-15)

11



where the ¢; stand for Lagrange parameters, which guarantee that the wavefunctions are

normalized as ) (o5, ¢f) = 1. The potential fo, which is defined as

p(7

_1
s =00 [ LD v+ V) (1116

<

stands for an effective one-particle potential. Useful approximations for the exchange-
correlation energy functional can be given in terms of the eigenvalues p*(7) and p~(7) of

the density matrix p®® (7). This matrix can be diagonalized as
Z Uaa' (’f’) pa’ﬁ’ (F)Uﬁﬁl (T_,) _ 5aﬁpa(7—,»)’ (11_17)

where U%?(7) are spin-1/2 rotation matrices and p®(7) the eigenvalues. In terms of the
spin up and down orbitals ¢ () and ; (7), the spin densities p*(7) and p~ () can be
represent

EGEDHG]S (1.1-18)

The Kohn-Sham Eq.1.1-15 for orbitals can be written as

g VER V0] 6 = <) (1.1-19)

with the effective potential bling

’

2 +
‘/;ff() € /‘7:‘ ‘dr+‘/;xt+‘/;:cv (11—20)

where V£ is the exchange-correlation functional and V., is any external potential (electric
field, magnetic field, etc...) including the pseudopotential that defines the atomic core and
the applied bias potential that drives current flow. We have also introduced the exchange-

correlation potential

o OBl (7). ()]
N I N

(1.1-21)

The spin-density-functional theory presented above is exact in principle. The strength

of DFT lies in the fact that the interacting many-electron problem has been reduced to a

12



set of KS equations involving non-interacting electrons moving in the effective potential of
the other electrons. Furthermore, this mapping is exact provided that the exact exchange-
correlation functional is known. In principle, the exact exchange-correlation functional is
far too complicated to ever express in a closed form, and therefore approximations must be

used. However the functionals E,. and V., in which all complication of the many electrons

system are hidden, are not know and must be approximated. Useful approximation like
the local-spin-density aproximation (LSDA), wich depends locally on the spin densities,
and the generalized gradient approximation (GGA), which also depends on the gradients

os the spin densities.

Local Spin Density Approximation (LSDA)

The simplest approximation to the exchange-correlation functional is the local density
approximation (LDA) [32,33|, in which one approximates the non-classical corrections to
the energy with the energy density of a homogeneous electron gas. The LDA assumes that
the exchange-correlation energy at a position r in an electron gas can be approximated
by the exchange-correlation energy in a homogeneous electron gas, €2, having the same

density as the electron gas at position r:

BEPAp(7) = [ Slplloliar (1122

The energy density is typically calculated for high and low density limits and interpolated
as a function of the density p(7).

The calculation begins with a trial electron density. The KS Hamiltonian is calcu-
lated within a chosen basis set using this density. The Hamiltonian is then diagonalized

to calculate the eigenvalues and eigenvectors of the system. A new electron density is

calculated by populating the eigenvectors according to a Fermi distribution in energy:

p(7) =D S il (1.1-23)

where p is the chemical potential of the system and chosen such that the total system

has a natural charge. Once a new electron density is calculated, the cycle is repeated
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until self-consistency is achieved. Tt is critical to point out that Fermi-Dirac statistics
are only valid for systems at thermal equilibrium. In magnetic systems or, in general, in
systems where open electronic shells are involved, better approximations to the exchange-
correlation functional can be obtained by introducing the two spin densities, p®(7) and
p?(7), such that p(7) = p*(7) + p?(¥). The non-interacting kinetic energy splits trivially
into spin up and spin down contributions, and the external and Haetree potential depend
on the full density p(7), but the approximate xc functional- even if the exact functional
should depend only on p(7)- will depend on both spin densities independently, E,. =
EL[p(7) = p(7), p°(7)]. KS equations then read exactly as in Eq.1.1-15, but the effective
potential V,¢(7) now acquires a spin index:

7 4 N GNG
;}f:V(F)qL/%dr 4 9B [g()p(“)} (1.1-24)

ne(r) ’

and

n(r’ ,
Vi :V(T)%—/ﬁ dr' + (1.1-25)

The density given by Eq.1.1-18 contains summation over the spin state. The latter
have to be determined according to the single-particle eigenvalues, by asking for lowest
p = p*+ p° to be occupied. This defines a Fermi energy Er such that the occupied
eigenstates have F, g, < Ep.

In the case of non-magnetic system, p*(7) = p?(7), and everything reduces to the
simple case of double occupancy of the single-particle orbitals. The equivalent of the
LDA in spin-polarized systems is the local spin density approximation (LSDA), which

basically consists of replacing the xc energy density with a spin-polarized expression:

E2 P (1), p7 (7)) = / 0% (F) + 0 (P)]eaclp™ () + p7 (7)) dF. (1.1-26)
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Generalized-gradient approximation (GGA)

The exchange-correlation energy has a gradient expansion of the type:

ESEA P = /d3fp(f)exc(p“p5,\Vp“!,\VpB\,---)

[ P 9LV ) (12D

where the functional F}. is to satisfy a number of formal conditions for the exchange-
correlation role, such as sum rules, long-range decay and so on. This cannot be done by
considering directly the bare gradient expansion. What is needed from the functional is a

form that mimics a re-summation to infinite order, and this is the main idea behind the

GGA.

Basis Sets

In order to obtain numerical solutions to the Kohn-Sham equations, a set of basis
functions must be employed to efficiently expand the electronic wave functions. For
molecular systems, the basis tends to be localized in real space. A common approach is
to use basis functions that resemble atomic orbitals in order to construct wave functions
for the system as a linear combination of atomic orbitals (LCAQO). The wave functions
can either be analytic or numerical.

For the analytic approach, Gaussian functions are very popular. The Gaussian func-

tion, centered at ﬁA, has the form

3
GF( - B 200\ " R
o7 (o, Ra)=|— | e Al (1.1-28)
s
where « is the Gaussian orbital exponent. Gaussian functions are commonly used because
they possess the property that the product of two Gaussians is also a Gaussian, which
can be exploited to greatly reduce the time it takes to evaluate two-electron integrals

[26]. Since a Gaussian function is not an adequate representation of an atomic orbital, a

contraction (linear combination) of Gaussian functions or "primitives" is used to represent
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the atomic orbital
L
O(F, Ba) =Y dy 65" (e, — Ra), (1.1-29)
p=1

with L being the length of the contraction and d,, is a contraction coefficient [26].

A common notation for representing basis sets in chemistry is X-YZG; for example,
6-31G(d) and 3-21G are often used. X is the number of primitive Gaussians (Eq.1.1-
29) making up each core atomic orbital basis function, while Y and Z each represents
the number of basis functions making up each valence orbital. Therefore, it represents
a double-( (split-valence) basis set with the first one being composed of Y primitive
Gaussians and the second one being composed of Z primitive Gaussians. The (d) in 6-
31G(d) represents the addition of a polarization function, meaning an auxiliary function
with one additional node (d-type function added to a basis set with p-orbitals valence).
These ingredients add more flexibility within the basis set.

In the numerical representation, the orbitals used are similar to atomic orbitals with
the exception that a potential is used to eliminate the long range tails of the orbital func-
tion [29], and the orbital is localized nearby the nucleus. The wave function is expanded
on a mesh of points in real space. Although some information is lost by discretizing the
wave function in this manner, accurate results can be obtained by using a sufficiently fine
grid [28]. However, this will always be at the expense of computing speed. The greatest
advantage of the grid-based approach is that the molecular orbitals (MOs) that are rep-
resented on the grid have a higher flexibility to take their proper values. The accuracy of
the grid-based MOs is only limited by the grid spacing, while the analytic basis function
method depends on the number and type of functions in a less straightforward way [29].

For periodic systems, the above procedure is not feasible because an infinite number
of atomic orbitals would be required. Instead, a supercell approach is used where only a
single repeating cell of the periodic system is considered. Bloch’s theorem states that in

a periodic solid each wave function can be written as the product of a wave-like part and
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a cell periodic part f; [30].

() = elE f(7), (1.1-30)

where k is a vector in k-space (the reciprocal space of the periodic lattice) and 7 is a
vector in real space. The cell-periodic part of the wave function can be expressed as an
expansion of a set of plane waves whose wave vectors are reciprocal lattice vectors of the

crystal [29],
[i(F) =Y i eli@T (1.1-31)
G

where G is a reciprocal lattice vector defined by G.I = 2rm with fbeing a lattice vector
of the crystal and m is an integer. Therefore, with the use of Bloch’s theorem, each wave
function ¢; can be represented as a sum of plane waves [31]

0; = Z ¢ prc pli(k+G).71 (1.1-32)

G

The number of plane waves is infinite but an energy cutoff is introduced to reduce
their number to a finite value. The sampling is then done at the k-points that are in the

Brillouin zone [31]. The accuracy can always be improved by increasing this cutoff energy.

Pseudopotentials

As atoms come together to form a solid or a molecule, the core electrons will only
interact weakly with other atoms. It is the valence electrons that strongly participate
in bonding. In the pseudopotential (PS) approximation, the properties of a system are
determined by the valence electrons while the core electrons do not participate. In other
words, the total external potential of the all-electron atom, including the nuclear core and
the core electrons, is replaced by a smooth, non-singular potential (the PS), which acts
only on the valence electrons [29]. This greatly reduces the number of electrons for which
the Kohn-Sham equations need to be solved and this is especially significant for metallic

atoms which have a large number of core electrons. In constructing the pseudopotential,
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several criteria need to be met. (1) the pseudopotential radial wave function needs to
match the all-electron wave function outside a cutoff radius, r.. (2) There should be no
radial nodes in the pseudopotential wave function inside, r.. (3) The wave function must
be norm-conserving, thus meaning that the core charge should be the same for the pseudo
and the all-electron wave functions. Figurel.l illustrates the pseudopotential compared

to the all-electron potential, and their corresponding wave functions.

Figure 1.1: Comparison of the all-electron (solid black) and pseudo (dashed black) po-
tential, along with the corresponding wave function [29].

Furthermore, the equations are derived using the variational principle and therefore
only valid for the ground-state energy of a system. Note that the effective potential of
Kohn-Sham is from 1.1-24 depends of p(7) that consequently depends on V,(7)?7.

After convergence the postprocessing generates: Bandstructure, (P)DOS, population
analysis, etc. Electron transport is neither a ground-state nor an equilibrium problem,
and hence an accurate study of electron transport must go beyond standard DFT by
correctly treating the non-equilibrium and non-ground state nature of the system. The
non-equilibrium Green’s function formalism is a powerful framework that can be used to

address these problems.

1.1.4 Non-Equilibrium Green’s Function (NEGF) Theory

Since the original development by L. V. Keldysh [34] and L. Kadanok and G. Baym

[35]. The non-equilibrium Green’s functions is an amazing theory applied to electron
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Figure 1.2: Flowchart of self-consistent solution of Kohn-Sham equations
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transport. The transmission properties of a given system sandwiched between leads,
namely to the probability for electrons "cross" the system in going from one lead to the
other. The first concept that scatterers can induce, self-consistently, local fields which
"act-back" on the carrier dynamics was pointed out by Landauer [36-39]. A common
approach for measuring the conductance of a material is by connecting it to two metallic
contacts to which a bias is applied, thereby inducing a current to pass through the ma-
terial. If the sample is of macroscopic dimensions with length L and cross sectional area

A, the conductance is given by

G=—, (1.1-33)

where o is the electrical conductivity of the material. If the length is reduced, the con-
ductance in Eq.1.1-33 should increase proportionally. However, experiments have found
that the conductance approaches a limiting value (or a multiple of it) Gy = % [6] once
the length is smaller than a certain value. Conductors of such dimensions belong to the
mesoscopic regime.

An object is considered to be in the mesoscopic regime if L is smaller than certain
characteristic length scales. These include the (inelastic) mean free path L,,, which is the
distance the electron travels before its initial momentum is lost and the phase relaxation
length L4, which is the distance that an electron travels before its initial phase is lost |6].
These length scales can vary widely for different materials and they are also dependent
on factors such as temperature and magnetic field. For this reason, mesoscopic transport
phenomena have been observed for dimensions ranging from a few nanometers to hundreds
of microns [40]. There are different approaches that might be employed to formulate the
transport problems [7]. Here we will briefly discuss about the formulation answering an
important question about how to describe a transport problem. In this section we outline
the key results of the NEGF theory and after we will shown very briefly how to combine
DFT+NEGF.
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The Hamiltonian for the non-equilibrium system is:
Hr=h+H(t), (1.1-34)

where h is the time-independent Hamiltonian that describe the particle-free Hy and the

many-body interaction H' as the electro-electron interaction. Where the h is a equilibrium

term that does not generate charge flux. H'(t) is a non-equilibrium time-dependent term

and can be an electric field, light excitation and coupling between leads with different

chemical potential. In particular, in this thesis this term is a transmission function. H

is activated in tg, i.e, for t < ty the H =0 (FIT = h). Usually in steady-state t — 0.
The equilibrium density matrix is given by

e~

= — 1.1-35
;00 Tr(einh) ) ( )

where 7 is related to the temperature by n = 1/(kgT') and Tr is the trace of matrix which

is a sum over a complete basis of states:

Tr=" (i to]..]i to). (1.1-36)
Two-probe Formulation
A general system consisting of a central scattering region connected by two leads is

said to be in a two-probe geometry. The Hamiltonian for this system can be generally

expressed as:
= HL/R + Hycarr + Hyap, (1.1-37)
where ]:IL/R is the Hamiltonian of the left (L) and right (R) leads:
Hip =Y e pori/n (1.1-38)
k

where CZ 1/r 18 a creation operator. Here g, = 0 +qV1/r where &) are the energy levels in
the left /right leads and V7, g is the external voltage. The ]flscatt term is the Hamiltonian
of the central scattering region.

ﬁscatt = Z(Sp +4q Up) dlda (11_39)

p
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where d], creates an electron in the central scattering region. The term U, is the Self-energy

Coulomb potential of the scattering region which within the mean-field approximation,

where V,,,,, is the matrix element of Hartree and exchange-correlation potential. In the
real space the Hartree potential is given by V(7,7) = q/| ¥ — 7 |.

The Hy; describes the coupling between the scattering region and the left /right leads
respectively, being written as

Hyip =Y [t chpdn + t'dficrr + tefpd + t°dficxr), (1.1-41)
kn

where €, and £, are the leads and scattering levels, respectively, t is the coupling constant.
In practice, H is usually calculated self-consistently. Once an H is determined, one

may calculate the transmission coefficient by using the Landauer-Buttiker equation [7].
T(e)=Tr[lL(e — qVL)G" (e)Tr(e — ¢VR)G*(€)]. (1.1-42)

Here, G" and G* are the retarded and advanced Green’s functions of the central

scattering:

1
Gane = ) 1.1-43
() el — Hpipy — > 7% (e) = X5 (e) £ B+ ( )

where E* = lim,_,o +E 7 is the energy plus an infinitesimal imaginary part. The effect
of the leads on the central scattering is included through the self-energy terms »"7%(e)

and > 7"(¢), which are calculated from the surface Green’s function of the leads:

7 (e) = Hpin(el — H) 7 H] | (1.1-44)

S(e) = Hyp(el — Hg) " H] . (1.1-45)
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The terms 'z /g in Eq.1.1-42 are defined as

U'r/r(e —qViyr) = (8] 5(e) — X7 /r(€)). (1.1-46)

The important result of NEGF theory is that under non-equilibrium conditions the
density of matrix of the scattering region, p, is given by:

i [
p G=(e) de, (1.1-47)

= % N
where G=<(¢) is calculated using the Keldysh equation:

G=(e) = G"(e)X<(e), (1.1-48)
and

Y<(e) =il1(e — qV1) fale — pr) + iCr(e — qVR) fu(e — 1r). (1.1-49)

The fr,gr is the Fermi distribution,

1
E—pp/r)/kT +1 ’

fr/r(e) = o (1.1-50)

and the electrochemical potential difference between left and right electrodes is eV =
BL — KR

The power of NEGF lies in the fact that Eq.1.1-47 correctly includes all information
about the non-equilibrium quantum statistics of the device, which are in general not
described by Fermi-Dirac. Hence the NEGF framework provides an unique advantage
over standard DFT calculations in that it applies to transport calculations where systems
are intrinsically under non-equilibrium conditions. The combined use of NEGF with
DFT is a powerful method that draws upon the advantages of both techniques. In such
a calculation, the electronic structure of a device is calculated within DFT, and NEGF
is used to determine the non-equilibrium quantum statistics that are needed to populate

the electronic structure during current flow.
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1.1.5 The NEGF-DFT Method

Traditionally, DFT was limited to two classes of problems at equilibrium: finite sys-
tems such as an isolated molecule and periodic systems such as a perfect solid. An
electronic device is however neither finite nor periodic, and is typically operating under
nonequilibrium conditions. It is not finite because a device must connect to electrodes
and interact with an environment involving infinite number of degrees of freedom; it is not
periodic because devices have no translational symmetry; it is a nonequilibrium problem
because external bias voltages drive a current flow. These issues must be solved for any
viable nanoelectronic device theory and modelling method. The general device where two
semi-infinite electrodes sandwich a central scattering region. The device is x-y periodic
such that the left and right electrodes are fully 3D in a half plane. It is important to
note that for magnetic systems, 3D leads are necessary in order to correctly describe both
the surface and bulk magnetism. When applied to molecular spintronic systems involving
a single molecule as tunnel barrier, the central scattering region must contain enough
vacuum so that images of the molecule do not interact. Along the transport direction
(z-axis), the two leads extend to reservoirs at z = oo The central scattering region is
chosen sufficiently large in the z-direction such that: I) the potentials outside the central
region are taken as equivalent to bulk and II) the matrix elements coupling the left and
right leads are zero. The electrochemical potentials of the left and right electrodes, uy,
and pg, are given by the bulk Fermi level that can be calculated by DFT at equilibrium,
and the applied external bias voltage.

Because the device is x-y periodic, the eigenstates of the system can be labeled ac-

cording to their transverse momentum:
VP(R+71)=e* R x *ref(r). (1.1-51)

where k is a Block wave vector, R = n,a + nyI; is a lattice vector, and ¢* s the x-y

periodic Bloch function. Using the Bloch ansatz, the Schrodinger equation can be written
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in matrix form as:
HF ¢k = ESk@F, (1.1-52)
where H” is the folded Hamiltonian defined as
Frk ik . R
H =" Hyp oy e® B (1.1-53)
Ny, Ny
and the overlap matrix gk, which has been included because we are assuming a non
orthogonal basis set, is defined analogously to Eq.1.1-53. In this equation, f[mnu is the
Hamiltonian matrix connecting two unit cells separated by R. It is important to note that
these matrices correspond to the entire device and therefore are infinite in dimension.
At the heart of the NEGF-DFT formalism |23] is the Keldysh Green’s functions which
are required for the calculation of electron density matrix at non-equilibrium and trans-
port properties of the system. Analogous to Eq.1.1-43, the finite part of the retarded

Green’s function in k-space corresponding to the L-C-R (left, central, and right) region

of the device is given by:

e[—f{f—e@f—i—iﬂz(e) ijegéL~ 0
G- (h-eSh) d-mE-esp  VE-cb
0 (VE—eSER)T el — HE — €Sk + 38 (e)

where I is the identity matrix, H% H% and H} are the finite sub-matrices of H* corre-
sponding to the L, R and C regions, respectively. S%; and S% are the finite sub-matrices
of S* connecting the C region to the L and R regions, respectively. ‘N/L’“ (‘N/}’g) are the finite
sub-matrices connecting the L(R) and C regions. The coupling of the L. and R to the re-
maining part of the semi-infinite electrodes is fully taken into account by the self-energies,
Y& and 3%, Tt is important to note the distinction between Hy, the Hamiltonian of the
unit cell of the left lead and is finite in dimension compared to Hy, the Hamiltonian of
the entire lead used in the last section which has infinite dimension.

To analyse spin-polarized transport, the matrices above have been extended into spin-

space. Each matrix element in the non-spin formalism [23] becomes a two-by-two matrix
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which specifies spin-up, spin-down, and the connection between the two spin spaces [41]:

H: — (Him Hij:“) | (1.1-54)
Hij v Hijy

There is no restriction of spin collinearity, hence the left and right leads (and possibly
any other part of the system) can have arbitrary relative magnetic orientation. The
example applications in this thesis are restricted to spin collinear systems.

The Hamiltonian of each region is calculated self-consistently within DFT by solving
the Kohn-Sham equation [42|. A flowchart illustrating a self-consistent NEGF-DFT cal-
culation is shown in Fig.1.2. The spin-dependent exchange-correlation potential is treated
at the local spin density approximation (LSDA) level where one distinguishes spin-up (p®)
and spin-down (p”) density is given by p = p® + p°.

The central scattering region includes enough layers of lead atoms, the electronic
structure of the left and right regions can be safely considered as that of bulk, which can
be calculated with a super-cell DFT analysis. In other words, in G},(¢) the upper and
lower parts of the Hamiltonian ﬁf + fI§ corresponding to the left and right electrodes,
are calculated as isolated bulk material whose electron density is given by 1.1-23 using
the Fermi-Dirac distribution we have assumed that the left and right ferromagnetic leads
are in equilibrium contact with their corresponding reservoirs, as is well established in the
Landauer-Biittiker transport formulation [39]. The Hamiltonian of the left (right) region
is obtained by a separate calculation where the left (right) region is taken as the unit
cell of a fully period bulk system, and hence will have the magnetic properties of a bulk
system. The k-dependent retarded self-energies of each lead, X% 3% are determined using
the recursion method of periodic systems In constructing the self-energies and potential
matrices for each lead, the reference spin direction is rotated to specify the relative spin
orientation.

The remaining parts of the Hamiltonian in GJ,(¢) are for the central region: VE, \7]’%“

and ﬁé that are calculated self-consistently using the non-equilibrium electron density
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matrix [23]. The non-equilibrium density matrix is calculated by integrating over the 2D

(in x-y direction) Brillouin zone (BZ) for contributions of each transverse Bloch state:

p:/ dk py, (1.1-55)
BZ

Where density matrix py is constricted using the non-equilibrium Green’s function Gy

o

pr = —— | deG(e). (1.1-56)

21 J_ o

Here G5 is calculated using the Keldysh equation:
s =GIEr Gy (1.1-57)

where G¢ = (G%)' is the advanced Green’s function. Within a mean field type theory
such as DFT, the lesser self-energy 37 is given by a linear combination of the Fermi-Dirac
functions of the two leads [6]. The term of X5 (€) = iI'f x(€) f (€ — pur + g, k(€) f (e — pur),
where the linewidth functions of left and right leads are related to the retarded self-
energies, for instance 'y, = £[T}) — (I )T].

Finally, the spin currents (spin-polarized charge currents) are calculated by integrating
the contributions from each transverse Bloch state using the Landauer formula. In this

work we are interesting just in transmission at zero bias T'(E,V = 0:
=2 [ an [delfte— s fe - pm)lTute ) (11-58)
BZ
where the k resolved transmission coefficient for a particular spin, o, is given by
T,(E, V) =Tr[['L,(e)Ga(e) g o GL(€)], (1.1-59)

where the trace is taken over orbital space. Note that each quantity in the right hand
side is defined in spin-space 1.1-54. The diagram represent this process, is shown in Fig.

1.3.
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Figure 1.3: Flowchart of DFT-NEGF
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Chapter 2

Electronic properties of self-assembled
arrays

2.1 Introduction

When molecules interact with metallic electrodes, the system conductance is strongly
dependent on many variables, such as surface charge distribution, chemical composition
and the molecule-metal coupling, which is responsible for charge transfer and reflection
effects [47,86-89|. Charge transport can also be affected by strong Coulomb interaction
and electronic hopping involving frontier orbitals [48]. In fact, the nature of the metal-
organic contact and how the charge flows through the molecule between electrodes is
complex, and the most appropriate way to select which of the many different models
best describes this interaction is to compare the theoretical predictions of the models
with experimental results [12]. One experimental way to address the problem of charge
transport in single molecules is via scanning tunnelling microscopy (STM). STM can
be a powerful candidate to build single molecule devices and it is a powerful tool to
manipulate matter on a single atom scale [49]. The STM has been an indispensable
scientific tool since its inception at IBM Zurich in 1982 [50]. This work focuses upon
theoretical modeling we use the STM tip to probe electron transport through periodic
molecular arrays, and compare the experimental results with a DFT-based model for

electron transport considering a single molecule interacting with the tip.
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2.2 Basic STM Theory

In essence the scanning tunneling microscope operates by setting a very sharp metallic
tip in close proximity to a surface and applying a voltage difference between the tip and
surface. The distance between the tip and surface is not very large (d ~ several A) and the
bias voltage is small. The current is very much dependent upon the distance between the
surface and the tip, with detectible variations in surface height on the order of 0.1 A [51].
The STM can be operated in either the constant-current mode or the constant-height
mode. In the first of two STM image generation methods, the tip moves up and down (z-
axis) across a surface (xy-axis) at constant tunnelling current and as it passes across the
surface can reading atomic corrugations in the sample (2.1(a)). Additionally, this mode
allows to measure the height differences between various surface features. This leads to
a height variation and thus the image comes from the tip topography across the sample
and gives a constant charge density surface; this means contrast on the image is due
to variations in charge density. Alternatively, in the constant-height mode (2.1(b)) the
voltage and height are both held constant while the current changes to keep the voltage
from changing; this leads to an image made of current changes over the surface, which
can be related to charge density. The benefit to using a constant height mode is that
it is faster, as the piezoelectric movements require more time to register the change in
constant current mode than the voltage response in constant height mode.

The tunnelling effects originates from the wavelike properties of the particles. In quan-

tum mechanics the one-dimensional time-independent Schrodinger equation is defined as

)+ UG) = Buo). (2.21)

2m dz?

If one considers a free electron incident against a square potential, the solution to

Eq.2.2-1 is

U(z) = ¥(0) e, (2.2-2)
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Figure 2.1: STM imaging modes. (a) constant current mode and (b) Constant height.

for £ > U, where

2m(E —U)

k::
h

(2.2-3)

For E < U the electron is no longer free but may tunnel through barrier U. The

solution to Eq.2.2-1 for an electron traveling in the z-direction then becomes

B(z) = 0(0) e, (2.2-4)
where
_2m(E-U)
k= — (2.2-5)

represents the decay of an incident electron wavefunction into the barrier. There is a finite
probability of the electron residing on the other side of the barrier given by |¢|? e=2**. For
a condensed matter system we define pg and ju;, to be the electrochemical potentials of
the sample and STM tip, respectively. At equilibrium these two electrochemical potentials
are equal and no current flows. An electron in the sample will tunnel to the tip through
a vacuum barrier when a voltage is applied and there is a non-equilibrium difference
between pg and fuy;,. If the vacuum barrier height is defined as ¢ and has width W, then

the probability of state 1, in the sample tunneling into the tip is proportional to

p o< [P (0)[* €72, (2.2-6)
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and,

2mo

k=
h

(2.2-7)

A summation over all electrons tunneling from the surface to the tip provides the total
tunneling current and is limited to the energy range exposed by the applied voltage V.
An occupied state in the sample may only tunnel into an unoccupied state in the tip and
vice- versa. The current therefore is proportional to a summation over all occupied states

tunneling between pg and i,

s
Toc D [en(0)f e W, (2.2-8)

En:/'btip

By using a feedback loop the tip is vertically adjusted in such a way that the current
always stays constant. As the current is proportional to the local density of states (LDOS),
the tip follows a contour of a constant density of states during scanning. A kind of a
topographic image of the surface is generated by recording the vertical position of the
tip. The local density of states (LDOS) at energy E on the sample is a three dimensional

quantity defined as

s

1
PS(%%Z,E) = E Z |¢n(ZL’,y7Z>|2, (22_9)

Ey, =Htip—€

which has units of electrons per unit volume per unit energy. Under low bias conditions,
such as 50 meV, suitable to this simplified STM model, the LDOS may be regarded to be
constant around the sample electrochemical potential leading to a simplified expression

for the tunneling current
I($7y) X VpS(xvy’[))MS) 6_2kw- (22—10)

We consider the LDOS at z = 0. The LDOS varies with the electron cloud around
individual surface atoms and therefore so does the tunneling current, thereby giving rise to
STM images in the (z,y) plane. The Tersoff-Hamann approximation [52|, arrives though

a more rigorous arguments, to

s

I(zy)oc > |ealz,y,2=W)P, (2.2-11)

En =HMtip—€
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which states that the current is proportional to the sum over the surface LDOS in the

bias range at the tip apex atom position z = W.

2.3 Atomic Geometry

In our work we use the STM tip to probe electron transport through periodic molec-
ular arrays, and compare the experimental results with a DFT-based model for electron
transport. The DFT work is based on a B3LYP hybrid functional with DZP basis set
and GGA approximation and TM pseudopotentials. Two similar molecular systems are
investigated, namely, 5-(4-phenyl)-1,3,4-oxadiazole-2-thiol (HPOT) and 5-(4-pyridine)-
1,3,4-oxadiazole-2-thiol (HPYT). In each case, the molecules are adsorbed on a A, (111)
surface deposited on mica. The computed density of states of the isolated HPOT and
HPYT molecule in gas phase is shown in Fig.2.2 (a and b).

The metal/organic coupling (chemisorbed) in this case suggests a shift in electronic
energy levels, and it is difficult to define clearly a purely molecular energy level (Fig.2.2).
The HPYT has a pyridine while HPOT has a phenyl. These molecules present a rigid
skeleton and have been used as multi-binding ligands in coordination chemistry [53, 54].
The adsorption process of thiol on a gold surface is still not completely addressed in the
literature. Recently, mixed alkyl thiol layers were investigated using different imaging
techniques [55]. This helps to resolve the uncertainty around of STM image interpre-
tation and measured the molecular polar tilt and azimuthal angles. The measurements
demonstrated that ordered domains with different superstructures also may reflect change
distribution in group structures. In the present work we obtain the STM images of HPOT
or HPY'T adsorbed on gold surfaces, at room temperature. To support the new interpre-
tation, in addition to the DFT calculation of the system local density of states (LDOS),
we develop a simple quantum transport model based on the master equation technique

that reproduces the current along the surface measured via STM.
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Figure 2.2: Schematics of the molecule ((a) HPOT and (b) HPYT) chemisorbed on the
first atomic plane of the Au(111) surface, respectively. Ry ~ 0.51nm is the distance
between molecules which is similar for HPOT. Density of States (DOS) plots for HPOT
and HPYT molecule in gas phase (black) and chemisorbed (red) are plot. The shift
in Fermi energy is due mostly to image charge formation and strong coupling between
molecule/metal. The color scheme for the atoms is: C (green), N (blue), O (red), H
(white), S (dark yellow), Au (yellow) and tip (brown).

2.3.1 Experiments

The experimental procedure consists of cleaning by flame annealing with a butane
torch. Then the sample was fabricated on the Au(111) surface as HPYT or HPOT are
deposited. The HPYT and HPOT molecules were purchased from Aldrich and used as
received. The molecules were self-assembled on gold from 1 mM solutions made in ethanol
for HPOT and in a mixture of water and ethanol at 50 : 50 (v/v) for HPYT. The solution
of HPYT was sonicated for 30 minutes to increase solubility. The thiols adsorbed on a
thin film of gold deposited on mica. The films were grown by evaporation of gold on

muscovite mica at a base pressure of 107% torr. The mica was heated at ~ 300°C before
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evaporating the gold. Gold on mica was flame annealed prior to molecular adsorption and
the sample was then quickly transferred for the thiol solution. The incubation period was
30 minutes. The samples were briefly rinsed after removal from solution with pure solvent
to eliminate loosely bound molecules. The STM equipment employed was a Nanoscope
ITTA with a standard or a low current STM head able to reach a tunneling current of 1 pA.
The scanner was employed to acquire the images. Tips were prepared by mechanically
cutting a 0.25 mm tungsten wire. The images were collected in constant current for low
resolution and in constant height mode for high resolution. Images were submitted to a
flattening tool and low pass filtering. The low resolution STM images of the adsorption
of HPYT and HPOT on gold show that the molecules modify the 22 x V/3 reconstruction
forming several clusters on the surface. Typical images of the gold surface after HPYT
and HPOT adsorption are presented in Fig. 2.3 (a) showing that the clusters are scattered
on the terrace for HPYT, but they also form on the steps as seen in Fig. 2.3 (b) upon
HPOT adsorption. The mean height of the clusters is 0.25nm, indicating that they are
gold atoms freed from the 22 x /3 reconstruction. The molecular structure is formed
with low corrugation height and can only be observed in very high resolution, capturing

the data in constant height mode.

Figure 2.3: (a) Large scale STM image of HPYT on Au(111). Bias voltage (BV) 500 mV.
Tunneling current of 5 pA. Image size: 100 x 100nm?. (b) Low resolution STM image
of HPOT. Bias voltage (BV) 500 mV. Tunneling current of 80 pA. Image size: 100 x
100nm?.
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2.3.2 Electronic Structure Calculation

The electronic structure geometry optimizations were obtained using (DFT) (details in
chapter 1) with the STESTA code, which provides self-consistent calculations expanding
the Kohn-Sham (KS) orbitals as a linear combination of pseudoatomic orbitals for va-
lence electrons. The valence electrons for all systems were described using a double zeta
pseudo atomic basis with polarization (DZP) with an energy shift of 0.05 eV. Exchange-
correlation is taken into account within the generalized gradient approximation (GGA)
using a B3LYP functional. Troulier-Martins norm-conserving pseudopotentials were also
employed. A cut-off energy of 150 Ry was used in representing the charge density. In
all cases, the relaxed atomic configuration was obtained using a convergence criterion of
0.05 eV /Ang on each atom.

Our calculations suggest that the thiol group —SH is attached to the gold surface
via a covalent bond S-Au of ~ 0.243nm and ~ 0.248nm for HPOT and HPY'T, respec-
tively. This distance regime is often found for the Au-S coupling [56]. In the geometry
optimization, the S atom is fixed on a specific adsorption to gold and can move in the z
direction perpendicular to the surface. All atoms except the bottom Au layer were then
fully relaxed subsequent the geometry optimization calculations to obtain the equilibrium
structure for the adsorbed molecules. The bonding between the anchor group and metal
surface can be a serious problem and may limit the performance in our computations
and stability of organic electronic devices. The HPOT and HPYT molecules are attached
to a gold electrode Au(111) with a fixed distance between Au atoms (0.289 nm). The
molecule is attached to a single Au atom via the thiol group. Fig.2.4(a) shows the bind-
ing molecule-Au atom from the top view (z-axis) and from the lateral side in axis-xy.
It is usually accepted that STM currents are proportional to the local density of states
(LDOS) [57|. To understand our STM measurements, we computed the LDOS (for a fixed
energy near the Fermi level). Fig. 2.4(b) shows the LDOS for the molecules oriented or-

thogonally to the gold surface in this case the molecules are adsorbed at the three fold
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hollow site.
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Figure 2.4: The LDOS of the metal-molecule coupling reflects the spacial distribution of
electronic states of the molecule on the electrode surface. (a) Unit cell used in the ab
initio simulations showing the molecule sitting on top of the Au atom. The ab initio sim-
ulations are in good agreement with the actual measurements, but the assumed molecule
position differs from current models. (b) The formation of an ordered monolayer on the
surface providing parallel columns of molecules oriented orthogonally to the gold surface.
Schematics of the molecule position (shaded circles) with respect to the Au atoms (open
circles) as usually interpreted in the literature. In this model, the molecule sits on the
three fold hollow site between Au atoms. In (c¢) and (d) for HPOT and HPYT respectively

the profile shows the density of electrons on the atom in the molecule, covering the whole
molecule with shading in the region of coupling Au-S.

However, from the top view of the LDOS in Fig.2.4(b) (the orientation that the STM
tip interacts with the surface), one clearly sees that the electronic cloud spreads around
the molecule in such a way that one cannot precisely infer how the molecule binds to
the gold surface. From the side axis-xy view of the LDOS isosurface in Fig.2.4(c) for
HPOT and (d)for HPYT systems, it is clearly seen that both molecules are connected to
the surface by a S-Au bond. The LDOS broadening combined with tilted position of the
molecule may lead to erroneous interpretation of STM images, namely, to assume that
the molecule sits in the three-fold hollow site of the gold surface, instead of attached to a

single Au atom.
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2.4 Experimental and Theoretical Images

The STM profile sections of HPYT and HPOT in high resolution are presented in
Fig.2.5(a and b). The structure is hexagonal with a periodicity of 0.54 £ 0.04 nm.
The observed periodicity is larger than expected, which could be due to thermal drift
of the system although the equipment was turned on for a long time before imaging in
order to prevent thermal drift. Another parameter that can contribute to misfit with the
V3 x V/3R30° is the presence of the aromatic groups on top of the thiol. These groups
could be all oriented to form a m-stacked connected lattice or they could be oriented

randomly, leading to defects in the observed structure.
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Figure 2.5: (a) STM image of HPOT on Au(111), section profile. Bias Voltage (BV) 200
mV, Tunneling current of 100 pA. Image size: 8.0 x 8.0 nm? . (b) STM image of HPYT
on Au(111), section profile. (BV) 500 mV, Tunneling current of 5 pA. Image size: 11.0
x 11.0 nm?. Their respective LDOS ab initio simulations are shown in (¢) and (d). The

current and the image size for HPOT and HPY'T are diferent due the termination, CH
and N, respectively.

In Fig. 2.5(c and d) we roughly reproduce the STM image by plotting the projected
density of states for electronic states near the Fermi energy obtained from DFT cal-

culations for both HPOT and HPYT systems. The theoretical results agree with the
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experimental observation. It can be clearly seen that for both the experimental results
and the theoretical predictions the shape of the features are very different for the HPOT
and the HPYT. In both, the image of the HPOT molecule is observed as an hexagonal
array of large round shaped features while the image for the HPY'T is composed of smaller
asymmetric rod shaped features. These results indicate that although the structural and
electronic properties of the HPOT and HPYT are quite similar, their different interac-
tions with the metallic surface lead to different transport properties. The difference in the
effects of the coupling between the molecule and the electrode on the electronic properties
of the system is perhaps the first important question about the electronic transport in a
nanomolecular device. The discrepancy between the theoretical predictions and the inter-
pretation of the experimental results originates from the fact that the adsorbed molecules
are in fact tilted above the substrate (see Fig. 2.5 (¢ and d)), which, together with the
broadening of the thiol density of states leads to an STM image that gives the impression

that the molecule is positioned on a three fold hollow site.

2.5 Charge Transport

To gain some physical insight regarding the electron transport properties we propose
a simple microscopic physical model. The transport structure is described by the Hamil-
tonian H = Hy;, + Hpost + Hpotecute + Hy, where

Htip(host) = Z €kotip(host) CLgtip(host) Ckotip(host) s (2 5-1 2)
ko

With €xotip(hosty being the energy for electrons in the tip (host). The operator cistip(nost)

(ClT(Utip(host)) annihilates (creates) one electron with wave vector k and spin ¢ in the tip

(host). For the molecule Hamiltonian we use the Anderson model,

Hmolecule - Z Ec(j?)d(()?:)Tda(i) + Z Un(TZ)nil), (25—13)

where egi) is a molecular level for spin ¢ and U the energy penalty for double occupancy

i i)t . . .
energy. The operators d¥ and d" annihilate and create, respectively, one electron with
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spin o in the ¢ — th molecule, the molecule is restricted to one site. Finally, the tunneling
Hamiltonian is given by

Hy =Y (Ve d? + Vi) dD ey, (2.5-14)

koni

where Vn(li) is a matrix element that couples the molecule to the tip (n = t, for tip) or
the surface (n = hpes for host). To calculate transport we follow the master equation
formalism [58]. In this approach the current between tip and host through site i is given
by [59]

19 = ey 05l (2.5-15)

with p{” being the steady state solution of the matrix equation (¥ = M®p(®) where

) = (pfﬁ,p?%pi”,p?)? The components of p(*) are the probability of site i being
empty, single occupied with spin 1 or | and double occupied, respectively. The matrix

F%i) is defined as follows [60]

0+ SOS
) — 0 0 r
T — 7 ko, (2.5-16)
(O I R
0Bt
with the tunneling rates given by
it = 1o, (2.5-17)
Lo~ = TR0 = fw) (2.5-18)
T+ = 10f, (2.5-19)
IO = T~ f), (2.5-20)

where the Fermi functions f,, and ﬁw are evaluated respectively at €, and €, + U, i.e.,
Foo = {1+ exp|(e ) — ) /kpT)} ' and f,e = {14+exp[(e;0) + U — ) /ksT)} . Here p,
is the chemical potential of the tip or the host surface, kg the Boltzmann constant and T’
the system temperature. In the presence of bias voltage (eV') the tip and host chemical

potentials differ from each other by fi4;, — fthost = €V. The parameter D(f)g is the tunneling
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rate between tip (n = ty,) or host () = hpest) and the i — th molecule. This parameter

given by 'V, = 27 >k 1 Vikl*(€ — exs ) Will be assumed energy independent (wideband

limit) [61]. In particular, the tunneling rate between molecules and the host surface will

(4)

host o

be set equal to I’ = I'y where I'y is a constant value and will be taken as our energy

scale. On the other hand, the tunneling rate between the tip and molecules assumes

the form TV = Al e_(Toy, where we have included the parameter \ to account for

tip o
the asymmetry between tip-molecule and host-molecule coupling. Here in particular A is

much smaller than one since we expect very asymmetric tunneling coupling parameters,

<1 ). The Gaussian profile in NG

with tip-molecule coupling being weaker (F(i) host o tip o

tip o
is to account for a stronger coupling between the tip and site (i) whenever the tip is on
top (R = id) of that site. R is the tip position along the surface, d the typical molecule
separation, ¢ the molecule index and Ry is the phenomenological coupling decay distance

between tip and i-th molecule. This Gaussian profile gives rise to a peak in the total

current
N .
Lip =Y _ 11}, (2.5-21)
i=1
whenever the tip is on top of a molecule. Here NN is the total number of molecules.
Since we are interested in the steady state transport we must have p* equal zero.
So pg) will be the eigenvector corresponding to zero eigenvalue of M® matrix. More

specifically, M(® = M

tip

+ Mgo)st, which is given by matrix l\/L(f). In Table (2.1) we list all

the parameters used in the transport model.

P =T T A= f) &) (1= f,) 0
Mglz) _ F%Efm *Fi,?(lffm)*rgfm . 0@) F%g(lff;m)
meni 0 _menT_Fni(l_fni) FUT(l_fnT)
o D e 0D

2.5.1 Electronic Transport

In Fig.2.6 we present the measured currents for the (a) HPOT and (¢) HPYT molecules

along with the theoretically calculated current as a function of the tip position. Our one-
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Parameter Physical Meaning Values

HPYT HPOT

e,gi) Adatoms energy levels —3.92 —3.46

U Coulomb Energy 0 0

Ltip Tip chemical potential 0 0
Hhost Host chemical potential feip—eV rip—eV
kgT System temperature 2.58 x 1072 2.58 x 1072
eV Bias voltage 1.0V 1.0V

Vo Tunneling coupling parameter 1.0 1.0

d Adatoms separations 0.53nm 0.56nm
Ry Decaying factor 0.1nm 0.1nm

A Asymmetry parameter 1.15x 1078 1.05 x 1077

Table 2.1: Phenomenological parameters used in transport calculation. Energies in units
of I'y. In the present system I'y typically is around 1 eV.

dimensional theoretical model reproduces satisfactorily the current profile obtained as the
tip moves along the direction indicated by the black line in Fig.2.5. The current peaks
whenever the tip is located on top of a HPY'T or HPOT group. This is so because of the fall

off the tunneling V' with distance. It can be noted that both the period and the shape of

tip
the experimental curves are to some extent reproduced by the theoretical model approach.
The noise in the experimental data comes from irregularities of the molecule array and
possible defects along the surface and thermal effects. The tip changes structure during
the scanning and some areas in the image have a dimmer contrast. Further improvements
of the model, such as considering different coupling parameters between the molecules

and the surface, among others, may help to obtain even better agreement between theory

and experiments and will be the subject of later studies.
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Figure 2.6: (a) Current through HPOT on Au(111) with section profile (Bias Voltage 200
mV) and tunneling current of 0.1 nA. (b) computed STM current HPOT, x ~ 0.53nm.
(c) Current through HPYT on Au(111), section profile (Bias Voltage 500 mV) and tun-
neling current of 0.005 nA and (d) computed of the STM current of HPOT, y ~ 0.56nm.
The molecules are sitting on Au(111) and the calculated currents were found using the
transport model proposed in this work.
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Chapter 3

Electronic transport in conjugated
chains

3.1 Introduction

The field of molecular electronics has been characterized by the search for novel
carbon-based materials with low dimensionality, such as fullerenes, carbon nanotubes and
graphene, which may be useful as electronic components. These materials with amazing
electronic and magnetic properties promise to minimize power consumption, to enhance
operation speeds and may be components of future electronic devices. [62-64|. Graphene
and graphene nanoribbons have been intensively studied due their unique structure and
quantum confinement effects [65-67]. In particular the properties of graphene nanoribbons

are strongly dependent on its edges [73].

3.2 Lattice structure

A carbon atom has six electrons, occupying the atomic orbitals 1s2, 2s? and 2p?. The
electrons in the 1s% orbital are strongly bonded and are called core electrons. 2s? and
2p? has four valence electrons. Is the energy difference between 2s and 2p level is much
smaller than their binding energy, then the wave function for these four electrons can blend
up easily in a process called hybridzation. Graphene is a single sheet of carbon atoms
arranged in the well known honeycomb structure. The carbon atom has four valence

electrons, of which three are used for the sp? bonds. In a graphene layer the carbon
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atoms are distributed at the edges of regular hexagons. The unit cell contains two carbon

atoms, labelled A and B as we shown in Fig.3.1(a). The unit vectors are

. V3 al V3 a
a, = <7a, 5) , Oy = (7(1, 5) , (3.2-1)

where the lattice constant @ = 1.42 x /3 = 2.46, so that |@,| = |d@s] = a. This gives
us a reciprocal lattice that is also hexagonal, rotated 60° from the Bravais lattice. The

reciprocal lattice has with a lattice constant 47/+/3a and unit vectors shown in Fig.3.1(b)

— 2r 2w\ - 2 2w
b= 2 ) h = (). 3.2-2
' (\/ga a) ? (\/ga a) (3.2:2)

The particular importance for the physics of graphene are the two points K and K’
at the corners of the graphene Brillouim zone (BZ). These are named Dirac points. This
approach has been thoroughly described and interested readers are directed to the original

article [72].

Figure 3.1: Honeycomb lattice for a single plane of grafhite. (a) Carbon atoms are
located at each crossings and the lines indicate the chemical bonds, the length of the
carbon-carbon bond is known to be 1.42A | which are derived from sp?-orbitals. Also
shown are the primitive lattice vectors a@; and ds und the unit-cell. There are two carbon
atoms per unit-cell, denoted by A and B. (b) Reciprocal lattice of graphene with the
Brillouin zone, b, and 51 are the primitive lattice vectors.

Away from the edges, each carbon atom in a sheet of graphene make up a o bond with

three neighbors. If the graphene lies in the x-y plane. The sp? hybridization corresponds to
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three o bonds formed from the 2s, 2p, and 2p, orbitals. The orbital 2p,, is perpendicular
to the plane (z-axis), form 7 covalent bonds. The resulting 7 energy bands are the main
contribution to the electronic structure of graphene. These bands result from the one
electron per atom which is not involved in nearest-neighbor ¢ bonding, so in calculations
of the band structure, we consider only this one electron per carbon atom. Note here the
similarities between the electronic orbitals in graphene and in conjugates melecule with
sp? hybridization, such as polyacetylene [69,74]. Both geometries are our focus in this
chapter.

We carry out a LCAO calculation on the lattice described above in order to find the

electronic band structure. The wave function that represent the atoms in lattice is:

vp= FRo(@ - R), (3.2-3)

ReR

where R denotes the set of lattice vectors that represent a Bloch wave. 17 is also called
Wannier function [7]. The ¢(Z’) is the atomic wave function. In this representation has
two orbitals such in the unit-cell, ¢4 and ¢p, respectively. It is important to remember
that LCAO approximation assumes that the atomic wave-function are well localized at

the position of the atom. The linear combination between ¢4 and ¢p is the total function,

O(F) = b1da(E) + baoo(E) = > bad(F). (3.2-4)
We saw in Chapter 2 the description of a many body Hamiltonian of many-body system

time independent. Now we are going to consider the Hamiltonian for a single electron in

the atomic potential by all the carbon atoms, as the Hartree Fock approximation [49].

2
= Qp—m+th(f—m—RHmt(f—@—m], (3.2-5)
Re®
where x4 p is the postion of the two carbon atoms. The energy resulting after applying

Hin ¢4 p is:

Hos=eada+ | Y Val@ —Fa— B) + V(@ — 45— R) | da, (3.2-6)
R+#0

J

~
AU 7
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and,

Hop = epop+ | Y Var@ — Ta — R) + Voo — 25 — R) | 6, (3.2-7)
R+£0

J/

AU
where €4 p is the energy value for the atomic state p,. The second term is a potential
value and now we can abbreviate it as AUs ppa . The potential AUy p is smaller and
than AUy p¢a p is smaller also. The equation which are the starting point of the LCAO

calculation is:
Hoap = ean+ AUspdas. (3.2-8)
For simplification we use €4 = €g = 0. The new equation will read,
Hoap=AUspdap. (3.2-9)

In this point we have an equation for the potential. Tt is necessary to solve the

Schrédinger equation.
Hipy = E(k)ty,. (3.2-10)

The projection of 15, on the two states ¢4 5,

E(k)(da,B|Yr) = (0a,8|AUAB[YL). (3.2-11)

To calculate the terms (¢4 p|tx) let us to assume that only nearest-neighbour overlap

integrals have to be taken into account. We can represent the overlap integral:

0= [ 6h0n(@ - ) (3:2:12)
and assuming the vy € R, we obtain two equations,

(@alt)) = ba+ b5 (10) <1 + ek e_i%) : (3.2-13)

47



and
(65]1) = bs + ba () (1 + R g e%) , (3.2-14)

Now we calculate to calculated (¢4 p|AUap|t)), we can use the same condition used

in (3.2-12)
Ya =B = /cbji,AUAqu = /qu‘BAUngA. (3.2-15)
The integral is equal due to symmetry and also v4 5 € 3. The expected value for
AUy g is:
(PalAUAY) = byya — (1 + etk e—’352> : (3.2-16)
and
(9B|AUANY) = brya — (1 + ey e’5‘72> . (3.2-17)

The eigenvalue finally can be formulated by:
a(k) =1+ e~k 4 cmikaz (3.2-18)

In this case the dispersion relation E(k) is obtained when det = 0,

a*(%g((g))— v4) Oz(%Eﬁél(g/%)_ " “ Zl ] = { 0 ] (3.2-19)

the trivial solution is when, 79 = v4 = 0 this way E(E) =0
Using 7o really small, we can give (as an approximation) the very simple dispersion

relation:

Sy
oyl

E(k) = £vyala(k)], (3.2-20)

Where the magnitude of «, is

E(k) = iyA\/?) +2cos(k - @1) + 2cos(k - @) + 2 cos(k - (@ — @), (3.2-21)
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If we write in cartesian in k components Fig 3.1 (a)

Lo Tk Tk K
E(ky, ky) = £va, |1+ 4cos <%> cos (a w) + 4 cos? <a 5 x), (3.2-22)

where @, 5 is a lattice constant @ = V3 d,

Draw the reciprocal lattice, the primitive vectors b, and by and 1%t Brillouin zone (BZ).
The BZ is hexagonal. There are six corner points located at the BZ boundary. These
points are called K-points.

- 47
byl = —. 3.2-23
fral = 5 (3.2:23)

In Fig 3.1(b) one K-point is show with its respective wavevector k pointing along the
X-axis:

47

3\/ 3(1,0

The eigenvalue is zero for all K -points, E(lg) = 0, but the important question is this

i =

&, (3.2-24)

case is how large is the dimension of the Eigenvalue. In order to answer this question,
one has to have a look at Eq.3.2-19. The 51 and 52 can be choosen arbitrarily. It is a
common practice (also in view of the symmetry of the states at K= 0), to use normalized
symmetric and antisymmetric wavefunctions. If p, (%) is the atomic p, orbital, then we can
write ¢12(%) = p.(¥ — 272). The symmetric ¢s and the antisimmetric ¢, wavefunctions

are:

¢s,a = 7 (pz<f_ fl) ipz(f_ fl)) ) (32_25)

Viiaa(T) = Y 0 (T~ R), (3.2-26)

3.3 The properties of graphene nanoribbon

The first theoretical works on graphene nanoribbons and the discussion an their band

gaps appeared several years before graphene was discovered. In 1987, Tanaka et. al.
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[69] carried out tight binding calculations for polymer chains called "One-dimensional
graphite", and noted a decrease in the band gap for molecules with a wider graphene
structure added to the polymer backbone. Stein et. al. [74] studied hexagonally symmetric
aromatic molecules, essentially small pieces of graphene, and found a decrease in the
HOMO-LUMO gap with increasing molecule size. The mid-90s saw some renewed interest
in GNRs, sometimes called "nanographites" or "carbon nanoribbons". In particular, the
properties of graphene nanoribbons are strongly dependent on the atomic arrangement of
their edges [73]. There are two basic types os graphene nanoribbon (GNRs) according to
the edge configuration. The nature of the ribbon depend of the direction that is limited:
armchair or zigzag. The armchair GNRs are either metallic or semiconducting, depending
on the number of chains while zigzag GNRs are always metallic. In Fig3.2 (a)and (b) we
have a honeycomb lattice along the x — y direction. If we choose the ribbon infinite in
the y direction we produce a graphene armchair nanoribbon (AGNR). Otherwise if we

choose infinite in the x direction we produce the zigzag graphene nanorribon (ZGNR).

Figure 3.2: Representation for honeycomb lattice where the x-axis produce the zigzag
graphene nanorribon and y-axis produce a graphene armchair nanoribbon.

Specifically, the zigzag graphene nanoribbons (ZGNRs) have fascinating properties
including magnetic states localized at the Fermi energy (Er), where the polarized electron
spin has antiferromagnetic (AF) ordering that is coupled between the two opposite edges
[75]. The degenerate state near the Fermi level comes in the form of a pair of at bands

corresponding to localized edge states. These zigzag edge states have been the subject of
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much theoretical [76], and some experimental [77] work. We represent the AF and bands
structure for 4-ZGNRs.

The AF ordering at the edges can be controlled by an electric field applied across the
ribbon and may result in spin selective control over the ZGNRs properties. [78]. The
ZGNRs with imperfect edges have been shown to exhibit a strong ferromagnetic behavior
and a nonzero spin conductance, |[79,80] and these magnetic properties may potentially be
applied in spin filtering systems [81-83] that might be controlled by applying an electric
field. Recent studies predict that molecular junction systems such as zigzag-armchair [84]
and zigzag-zigzag [85] combinations of ZGNRs exhibit half-metallicity and conductance

strongly dependent on the nature of the molecular junction.

3.4 7ZGNRs and polyacetylene coupling

Technological applications of molecular devices are still far from becoming reality
because fundamental issues such as the thermal stability of these devices and the nature
of the metal-organic coupling are not yet completely addressed. Inconsistencies exist
regarding surface charge distribution, chemical composition and the quality of molecule-
metal coupling, which is responsible for charge transfer and reflection effects [86-89].
Experimental and theoretical interference effects can be observed at a molecule attached
between metallic electrodes with different anchoring position [90]. The para-linkage are
known due high dips at transmission around the Fermi energy while the meta-linkage
benzene species shown lower conductance with [91-93]. This happens at conduction due
to the phenomenon of quantum interference [94]. A study has demonstrated that the
properties of spin filtering can depend on the linker positions (para or meta) in benzene
rings [95]. The spin filtering is large in systems which have a large spin density [96] and
to find this characteristics in molecules is more complicated than ZGNRs where the half-
metallicity is a natural behavior. However, these challenges may be overcome by the use

of graphene in lieu of metal electrodes. The ZGNRs structure is energetically most stable
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for connecting linear carbon chains with sp or sp? hybridizations [97,98|.

We investigate spin-polarized transport properties of the molecular junction between
polyacetylene and ZGNRs by performing calculations using a non-equilibrium Green’s
function (NEGF) technique combined with density functional theory (DFT). The two-
probe geometry corresponds to a central scattering region containing the molecular bridge
and it is connected to the semi-infinite ZGNR electrodes, as shown in 3.3(a). Note that the
central region also includes parts of each electrode (as buffer layers), which is necessary to
ensure smooth electronic potential and density at the boundaries with the electrodes. This
arrangement of carbon atoms as electrodes has been shown to have high stability and half-
metallicity, [145] and they were selected to solve an important problem of interconnection
in molecular transport junction [100].

The connection between the molecular bridge (polyacetylene C'H [CyH,l,) and 4-
ZGNRs is a molecular junction in which at the termination of the 4-ZGNRs is a stepped.
Since the graphene unit cell contains two non-equivalent carbon atoms which form the
A and B sublattices, there are two possibilities for connecting the polyacetylene chain to
the 4-ZGNRs leads. Several insights can be realized with these geometries. In one case
the bridge can connect to the A atom of the 4-ZGNRs resulting in a local para-linkage
(BC-P system, 3.3(b)), or the bridge can connect to the B atom of the 4-ZGNRs resulting
in a local meta-linkage (BC-M system, 3.3(c)), as indicated by the red arrows in 3.3. The
BC-P system has a connection in B atom that represent ortho/-linkage while the BC-M
system is meta to both A and B atoms. The goal of this work is to understand how these

two different connections affect the spin transport properties in such conjugated bridges.

3.4.1 Computational details

Firstly, our focus is in the electronic structure for the central scattering region system
where we created periodic conditions in the z direction (4-ZGNRs). The periodic system
is a cubic supercell containing the BC-P or BC-M systems (3.3(b) and (c)) . The elec-

tronic structure and geometry optimizations were performed using DFT [101,102] with the
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Central scattering elec,.
Right

Figure 3.3: (a) Two-probe transport geometry. The central scattering region contains
the polyacetylene bridge as well as several buffer layers of each electrode. The shaded
regions include the two semi-infinite electrodes. Geometries showing (b) the connection
of the polyacetylene bridge to ZGNR to make the BC-P (para / ortho-linkages) system
and (c) the connection to form the BC-M (meta-linkage to both A and B atoms). A and
B represent the different A /B sublattice carbon atoms.

SIESTA code [103], which provides self-consistent calculations expanding the Kohn-Sham
(KS) orbitals as a linear combination of atomic orbitals (LCAO) for valence electrons. The
norm-conserving Troullier-Martins pseudopotentials [104] were used to describe the core
electrons. The valence electronic orbitals of the systems were described using a double-(
polarized basis set [105]. Exchange-correlation is taken into account within the local spin
density approximation (LSDA) [106-108]. A cut-off energy of 150 Ry was used and, in all
cases, the relaxed atomic configuration was obtained using a convergence force criterion
of less than 0.05 eV/A on each atom. An external electric field varying from 0.0 V,/nm

to 0.5 V/nm was applied across the ribbon along the z-axis (in-plane). These values are

enough to keep antiferromagnetic (AF) ordering since it has been shown that both the
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spin polarization and half-metallicity are destroyed under so strong external electric field
(Eee > 0.8 V/nm) [109]. The Brillouin zone (BZ) was sampled as a Monkhorst-Pack
grid [110] using 1 x 1 x 100 k points.

The electronic transport properties are obtained by using the TranSiesta code, [111]
which employs the non-equilibrium Green’s function (NEGF) technique within the Keldysh
formalism in combination with DFT [112]. This technique is applied to a two-probe
system, as shown in 3.3(a). Note that in our calculation all atoms are described self-
consistently at the same level of theory for the central region and the electrodes. This
approach has been thoroughly described and interested readers are directed to the original
articles [23,113-118]. Details about this formulations we rediscussed in chapter 2.

Our focus here is on the electron transmission around the Fermi energy at zero bias
[T,(E,V = 0)], where o is the spin (up/down). The Landauer-Biittiker transmission [6]

probability can be calculated as the trace over the matrix product of the coupling matrices

U1/ro [120] and the (G/G') Green’s function of the central region
T,(E,V) = Tr(Tr,GoT1,Gl), (3.4-27)

which represents the probability that an electron with a given energy E transmits from
the left electrode, through the central region, into the right electrode. The spin filter

efficiency [81,83| (SFE) at the Fermi level is defined as:

Tup<EF) - Tdown(EF)|

|
SFE = i
ELP(EF) + Tdown(EF)

(3.4-28)

We calculated SFE achieved at zero bias under different electric fields for BC-P and BC-M

systems.
3.4.2 The BC-P and BC-M systems

It is known that bands near the Fermi level correspond to states near the edges of
the graphene nanoribbon giving rise to the half-metallicity states. This result has been

discussed extensively in the literature [121]. The interesting and relevant point here
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is to know how the electronic structure will be affected by the discontinuity of the 4-
ZGNRs at the junctions. We first consider this by studying the electronic structure of
the central region shown in Figure 3.3(a), setting the structures shown in Figure 3.3(b,c)
to be periodic in the z-direction and calculating the band structure and the projected
density of states (PDOS). In the BC-P system, an interesting behavior appears in the
bands of this molecular junction (Figure 3.4(a)), especially near the Fermi energy. There
is a dispersive band that crosses the Fermi energy and there are also flat bands nearby.
The PDOS indicates that this dispersive level is coming from 4-ZGNRs states mixed with
bridge states. Differently, in the BC-M system (Figure 3.4(b)) there is a gap in dispersive
states near Fr. The flat bands near the Fermi energy are confined in the bridge (~ 0.1
eV). Overall, the relevant contribution comes from dispersive states whether or not they

appear near the Fermi energy; an effect due to the junction between 4-ZGNRs and the

bridge.
(a) (b)
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Figure 3.4: Electronic band structure and projected density of states (arb. unit.) for (a)
BC-P and (b) BC-M systems at zero electric field. The solid (dark blue) lines and solid
(light red) lines denote spin-up and spin-down, respectively. Note the difference in the
bands around the Fermi energy (Fr = 0) in the BC-P and BC-M system.

In practice, bringing a system to a regime of open conduction channels can be achieved

using an electric field as a gate. The field-effect gating in the molecular junction can
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control the orbitals with respect to Fermi energy in two different current regimes within
a large operation region, resulting in the ability to turn the current on/off. Experimental
work has demonstrated a molecular field effect transistor that can be directly tuned by
gate voltage [119]. In this work an external electric field ranging from 0.0 V/nm to
0.5 V/nm is applied across the systems in the z-direction. Figure 3.5(a) and (b) show
the PDOS of the BC-P and BC-M systems under various field strengths, projected onto
the 4-ZGNRs and the polyacetylene molecular bridge. The bridge states shift in energy
due to the electric field, as illustrated by the PDOS. The largest contribution comes from
the 4-ZGNRs for the BC-P system, while for the BC-M system the gap around the Fermi
energy shows an interesting behavior in the bridge for spin-up. The peaks near the Fermi
energy are the most relevant states because they describe low-bias transport properties.
Figure 3.5(c) shows the spin density for the BC-P system under different electric fields.
The spin density configurations differ slightly from 0.0 to 0.3 V/nm, with most differences
being a reduction in the top half and increases in the bridge. Then, with a stronger field
of 0.5 V/nm, the spin density is drastically decreased in the top half, while keeping
the polarized states on the bridge and bottom half. The BC-M (Figure 3.5(d)) system
preserves the AF ordering on the bottom side while local magnetization is reduced on the
top half which has mostly spin up configuration. In both cases the systems preserve half

metallicity with different values of electric field.

3.4.3 The spectrum of transmission

Several insights can be gained from the geometry. In Figure 3.6, we show the trans-
mission plots of the perfect 4-ZGNRs with electrodes having AF (a,b) and FM (c,d)
configurations (solid blue and red lines for spin-up and spin-down, respectively). Typ-
ically, transmission peaks are very high due to edge states at zero bias. Figure 3.6(a)
shows the transmission for the BC-P system coupled to AF electrodes. In this case there
is a transmission gap at the Ep of about 0.27 eV for both the spin-up and spin-down.

The transmission probability is similar for the two spin channels but on opposite ends of
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Figure 3.5: Projected density of states for (a) BC-P and (b) BC-M systems under different
electric fields. Both systems exposed to electric field exhibit large projections around
the Fermi energy. Plots of spin density isosurfaces for the (¢) BC-P and (d) BC-M
systems. Note that there is a magnetic moment in the bridge, and that the different
couplings change the ordering and the extent of the magnetization. The colors blue and
red correspond to spin-up and spin-down (orbital contour value is 0.001).

the Er. For instance, the transmission is near unity and broad for spin-up beneath the
gap at Ep, while the transmission is near unity and broad for spin-down above the gap
at Ep (compare solid blue and red lines in Figure 3.6(a)). In Figure 3.6(b), we see that
the transmission through the BC-M system connected to AF electrodes is much lower
due to the binding geometry (meta-connection) in this system. It is interesting to note

that the spin-down transmission peak (above Ff) is considerably larger than the spin-up

transmission peak (below Ep).
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Figure 3.6: The transmission spectra for two-probe systems. Solid lines show spin-
up/down (blue/red) transmission through (a) BC-P and (b) BC-M connected to AF
electrodes; and (¢) BC-P and (d) BC-M connected to FM electrodes. Dotted show trans-
mission through perfect ZGNR for comparison.

Figure 3.6(c) shows the transmission spectrum for the BC-P system coupled to elec-
trodes with FM configurations, which has three broad peaks in the [-1,1] eV range. There
is no gap around the Fermi energy, as was also indicated by the projected density of
states (PDOS) in Figure 3.4(b). For the BC-M system (Figure 3.6(d)), the spin-up peak
localized close to the Fermi energy corresponds to a band centered near -0.1 €V (see Fig-
ure 3.4(c)). This peak is the result of a blend between 4-ZGNRs and bridge states, as
we showed in Figure 3.5(b). The spin-up and spin-down transmission spectra are quite
different near the Fermi level for both structures and in general all states are strongly
influenced by the molecular junction.

From here on, we consider the spin configuration consisting of the FM coupling on BC-
P and BC-M (AF configuration at the central region. This spin configuration is crucial
for the spin filter effect or in a spin valve.

The scattering state wave functions for different transmission peaks through BC-P
and BC-M systems coupled to electrodes with FM configuration are plotted in Figure 3.7.

They show different modes of transmission through the system for several transmission
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peaks in Figure 3.6. The isosurfaces for (I-IV) show scattering states for the BC-P system.
Note that the contributions come from the bottom edge and also the top edge of the
ZGNR (para and ortho to polyacetylene bridge, respectively; see Figure 3.3(b)). Clearly,
the contribution from peaks (I-IV) will result in high current. Conversely, isosurfaces
(V-VI) for the BC-M system do not show any strong contribution from either edge of the

ZGNR since these are at meta positions relative to the polyacetylene bridge.

spin-up spin-down

=-0.57 eV

Figure 3.7: The scattering state wave functions for BC-P (I-IV) and BC-M (V-VI) sys-
tems. The selected energies correspond to the transmission peaks in 3.6.

For (IV)configuration, the scattering states are distributed throughout the BC-P sys-
tem, and here it is too complicated to predict a direction for the isosurfaces. The scattering
states for spin-up (0.58 €V) cross the system using opposite edges (top to bottom half) and
for spin-down cross the bridge using the bottom half (left and right 4-ZGNR’s). These
configurations represent para-linkage having large spin density, represented by isosurfaces
characterizing the high conductivity. The BC-M system shows only two peaks in trans-

mission (V and VI). In this system, the more pronounced contribution is from the bridge
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as we see in Fig. 3.4(b). These peaks are due to states localized in the bridge that extend
along the center in the 4-ZGNRs, clearly, the contribution from I, I, IIT and IV will result
in high current.

To understand if the different transmission channels are preserved, we compare the
transmission for systems under electric fields of 0.3 V/nm and 0.5 V/nm. Figure 3.8(a)
and (b) shows transmission under different electric fields for the BC-P system with spin-
up and spin-down, respectively. One can find transmission peaks in the same range as at
0.0 V/nm, where for spin-up there is a dip around —0.2 eV due to a ring current reversal
present in the para-benzene system [95]. For this system there is a specific shift when
an electric field is applied. In other words, the BC-P system preserves the resonance
between different transmission channels and shows broad peaks in the same energy range
for spin-up and spin-down. The BC-M system, panel (¢) (spin-up), has a transmission
peak around the Fermi energy. After applying an electric field of 0.3 V/nm and 0.5 V/nm,
the width of the transmission peak decreases with electric field and moves closer to Eg.
Panel (d) shows the spin-down transmission for the same system. There is a narrow peak
above Er that is broadened and shifted away from Ey with the application of an external
field of 0.3 and 0.5 V/nm.

The characteristics of spin transport shown in Figure 3.8, where the transmission peaks
are shifted under external electric field, suggest that these systems might work as spin
filters. In Table 1, we list the calculated zero-bias SFE (eq.3.4-28). For BC-P, the SFE
at 0.0 V/nm is 9 %, and this value increases to 18 % at 0.3 V/nm. For 0.5 V/nm the
spin-up transmission peak passes through Er and the SFE goes down. This variation in
SFE suggests that the BC-P (para-linkage) system has a shift in the transmission with
the help of external electric field and may behave as a weak spin filter.

The BC-M system showed a significant energy shift under the electric field, and the
greatest amount of spin-filtering we found was 88 %. For this system, SFE increases

with the transverse electric field. In this case, one narrow peak is brought in resonance
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Figure 3.8: Spin dependent transmission spectra under external electric field 0.0, 0.3 and
0.5 V/nm. (a) and (b) the BC-P system. (c) and (d) the BC-M system, for spin-up and
spin-down, respectively.

Table 3.1: The Spin Filter Efficiency (SFE) for BC-P and BC-M systems with electric
field transverse the systems in x-axis.

Electric Field (V/nm) BC-P SFE(%) BC-M SFE (%)

0.0 9 27
0.3 18 70
0.5 3 88

with Ef, resulting in high SFE. The strong spin filtering is due to the energy separation

between the narrow spin-up and spin-down transmission peaks in this system.
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Chapter 4

Electronic transport in conjugated
chains with DA groups

4.1 Introduction

Since the pioneering work of Aviram and Ratner [4] on molecular push-pull systems
with a donor (D) and an acceptor group (A) bonded via a carbon bridge, electric rec-
tification in molecular systems has been extensively studied by a large number of re-
searchers. One example is the work of Carter [123] on the size reduction of architecture
devices. There, the promising switching mechanism is driven by electron tunneling in
periodic structures and by soliton switching in conjugated molecules. The first experi-
mental molecular rectifier was proposed by Martin and co-workers [124]. It consisted of a
conjugated zwitterionic molecule with platinum and magnesium electrodes. In a different
setup, Kergueris et al. [125] showed experimental and theoretical symmetric I-V behavior
of thiophene derivatives capped on both sides with sulfur atoms and connected with a
gold array. These measurements indicated that nA currents at room temperature can be
established in two distinct regimes: a linear regime at bias lower than 0.1 V and a nonlin-
ear regime at voltage higher than 0.1 V. Similarly, experimental and a theoretical study
of a benzenedithiolate derivative has shown an increase of rectification at pyA currents but
without a pronounced field effect transistor (FET) signature [72].

In 2005, several experimental studies indicated that ionic molecules may act like molec-

ular devices and drive the electron transport through biological molecules [126]. Other ob-
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servations include a molecular switch controlled by external voltage with nA currents [127],
inorganic nanowires as solar cells [128], and a switching device via oxidation/reduction
of the molecules between low and high conductance states [129]. Switching rectifica-
tion with increased conductivity has also been observed and correlated to conformational
changes (isomerization from trans to cis induced by an external voltage) of the subject
molecule [130].

Specific rules related to the electronic conduction properties of molecules connected
to metallic contacts have been derived from extensive theoretical work. For example,
a molecular structure composed of gold attached on both sides of a dithiol derivative
molecule was examined using density functional theory (DFT) and nonequilibrium Green
Function formalism [7]. This study revealed a significant conductance resonance for sin-
gle and double gold atom connections. The same results were found when increasing
the molecule-gold lead separation. A similar methodology was utilized to investigate the
mechanism of conduction in thiophene-thiazole rings, showing a rectification mechanism
similar a diode-like effect. This phenomenon was explained by a resonant coupling of
the electron transfer and by the localized signature of the wave functions for the bound
resonant states at the applied voltage [131]. The conduction mechanism in phenylene-
ethylene oligomers was examined with a different approach using quasiatomic minimal
basis set molecular orbitals where it was shown that the LUMO states are mainly re-
sponsible for the conduction mechanism [132]. Also, several experimental studies have
discussed the properties of a dielectric nanowire encapsulated in a self-organized gold
nanoparticle chain [133] and have also investigated the nature of the interactions between
metal electrodes and the organic molecules [134,135].

From the spectrum of literature discussed above it is clear that a fundamental under-
standing of the models for integrating metals with molecules and their intrinsic transport
properties is crucial. Some years ago, Nitzan and Ratner [136] proposed seven charac-

teristics/requirements needed for optimizing molecular junctions: (1) the temperature
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dependence as a function of carrier transport; (2) the evolution of the molecular geometry
during the conduction process; (3) the selectivity of junctions produced with different
metallic atoms for increased conduction and change in the I-V characteristics; (4) a fun-
damental understanding of gating; (5) the change in behavior from a single molecule
conductance compared with several molecules working together in a device; (6) effects of
changing the bridge by doping or other chemical processes; and (7) the behavior in the
presence of radiation.

Otherwise there is a limited number of molecular device based in magnets proper-
ties. Metal-free molecular magnets offer intriguing benefits in terms of cost, weight, and
diversity in magnetic properties and ease in processing and synthesis. However most tra-
ditional molecular-based magnets are crystals composed of molecular units that contain a
variety of metals or radical.In [137] some studies have been shown that the STM is a pow-
erful candidate to understand the basic mechanism of the magnetic interaction between a
molecule and a substate but it is not a device fabrication platafom. In contrast two and
three-terminal junctions incorporating magnetic molecules are closer to real devices since
both the spin and charging state of the molecule can be altered.

We discussed in chapter 3 that carbon nanoribbon has shown that their magnetic
properties as well as spin polarized transport might be a great solution for creating an
organic device with magnetic properties and as we know organic free radicals can be good
candidates to this application. However, they are very few are stable enough to be used
as magnetic devices. We showed that a particular class of organic molecules, containing
no radicals or metals, shows a stable magnetic on ground-state [140]. These molecules
are zwitterions (betaines) separeted by polyacetylene bridge. The conjugation (7) are in
general good candidates for exhibiting magnetic order, [139] but in this betaine system the
magnetic properties are independent of the bridge length. [140]. Nevertheless, to preserve
these stable magnetic ground-state after coupling at the metallic electrode is a extremely

complicated and the difficulties extend beyond of metal /organic coupling. Issues for that
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reason we combine the para conection (PC) and meta conection (MC) systems with this
betaine groups.

In this chapter we will show some electronic properties and the transport for PC-DA

and MC-DA systems (See figure 4.1)

1

acceptor

Figure 4.1: Systematic two-probe transport geometry. The central scattering region con-
tains the polyacetylene bridge as well as several buffer layers of each electrode with be-
taines gorups coupled on the bridge. The shaded regions include the two semi-infinite elec-
trodes. Geometries showing (top) the connection of the polyacetylene bridge to ZGNR
to make the PC-DA (para connection with donor (D) and acceptor (A) in the bridge)
system and (bottom) the connection to form the MC-DA (meta connection with DA).

The donor/acceptor groups are coupled in the bridge at specific A /B sublattice carbon.
The geometry were structurally prepared in a way that has a bond C-C for donor group
at the A carbon sublattice and C-N for acceptor group at B carbon sublattice. How
these A /B sublattice carbon atoms influence the propeties of the systems was thoroughly
discussed in Chapter 3. We are interested in spin transport properties which includes
analysis of density spin polarization in different parts of the geometry under an external
electric field and in I-V curves where we range the bias in interval of [0.1,-1.0] V in a step
of 0.1 V, performing a self-consistent calculation for each bias. The electron transmission
around the Fermi energy was calculated also at zero bias [T, (E,V = 0)], under the (E.q4;)

by integrating the transmission coefficient T(E) at zero bias over the bias window to

obtain the I-V curves [141,142]. In this case we consider (Eext) as a gate voltage.
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4.1.1 The donor/acceptor groups

The betaine derivatives are zwitterions with a 7m-conjugated structure whose variable
7 bridge length separates the donor and acceptor groups. This molecular system that is
composed entirely of C, N and H has a magnetic ground-state. The betaine derivatives
are unique because they also have an intrinsic donor and 7 acceptor at different ends of
the molecule. The magnetic properties of these systems are independent of the bridge
length [140]. The molecular structure for the betaine derivatives is shown in Fig. 4.2,
where the acceptor group (A) is a pyridine (cation) and the donor group (D) is a imidazole
(anion) separated by a variable length m-conjugated (polyacetylene). Small pyridinium

betaines have large molecular hyper polarizabilities relative to their molecular sizes [143].

n-bridge

donor acceptor

Figure 4.2: A zwitterionic betaine molecule with an imidazol donor (D) and a pyridine
acceptor (A) separated by alternating C=C bridge.

In particular, we have demostrated that this molecule with large bridge exhibits an
effect of inversion of charge flow from A to D. This is expected to have important conse-
quences not only on the optical, but also on several other electronic properties of these
betaines, which constitute a new class of push-pull systems [144]. In addition, previous
results demonstrated that these compounds have a surprisingly strong local Heisenberg
type magnetic character that originates from the conjugated bridge in cooperation with
the donor-acceptor character of the molecule. The localized behavior found in this sys-
tem is compatible with the 7 conjugation of the components making up the system, the

reason for this is that the anti-ferro magnetic state (Afm) state further stabilizes the

66



system because the Coulomb energy is diminished by alternating the spins throughout
most of the system. Thus, the stabilization of the system is achieved by the resonating
nature of the charge density (kinetic energy) and the localization of the Afm state that
results in a reduction of the Coulomb energy. The Afm type ordering found on the conju-
gated bridge is critical in establishing the shortrange local interactions with the donor and
acceptor ring structures and the resulting lack of long-range interaction between them.
These features are responsible for the stable magnetic configuration as a function of bridge
length and could possibly enable the development of a variety of magnetic devices. Fur-
thermore, the magnetic character is not disrupted by conformational disorder. Stable
room temperature molecular magnetic materials that are purely organic are rather rare
and the betaine derivatives promise to offer a new class of molecular magnetic materials
with diverse potential applications including organic spintronics information storage and

nanoscale sensors [140].

4.1.2 Hybridization in PC-DA and M-DA

—

A transverse external electric field (E,,;) varying from 0.0 V/nm to 0.5 V/nm was ap-
plied across the PC-DA and MC-DA systems along the z-axis (in-plane). The difference of
electrostatic potential at the edge of 4ZGNRs creates a spin polarization (half-metallicity)
in the system under Em. [145] Important results have been found that the spin-orbit cou-
pling in carbon nanoribbon systems is extremely weak under the magnetic fields and the
current-carrying electrons might be controlled under transverse electric field [146]. When
the stimulus has a magnetic origin, then the direction is more complicated, simply because
a magnetic field is less efficient then an electric field for driving the electron motion [147].
In Fig. 4.3 we show a plot of charge transfer vs. transverse electric field (Em) for PC-DA
and MC-DA coupled at 4-ZGNRs electrodes. The panel (a) contains the donor groups of
the molecular structure PC-DA and MC-DA systems; for the donor group the majority

of carriers decreases as a the electric field is applied. At the bridge (panel (b)) we find

a small variation only for the MC-DA system; while for the acceptor group, (panel (c))
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the majority carriers increases. These results reveal that the charge accumulation can
provide, information about charge transfer between D-A groups from left electrode to

right electrode crossing the overall system.
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Figure 4.3: The BCP-DA (o) and BCM-DA (o) systems (left side). The charge accumula-
tions for different parts (a) donor, (b) bridge and (¢) acceptor. (d) The magnetic moment

(up) for DA groups and bridge. Both (charge and pp) as a function transverse of electric
field.

Fig. 4.3(d) shows the results for the PC-DA and MC-DA systems in the AF ordering
where we localized the local magnetic moments for total carbons at the bridge and DA
groups. For the PC-DA system the magnetic moment of the groups (DA) as a function
electric field increases considerably at the range 0.0 to 0.5 V/nm (= 0.4 pup) while in the
bridge the invariance around zero of the pup under the electric field indicates that the
DA groups in this case only interact locally with the first couple of carbon atoms in the
bridge. Thus, it seems that the groups D and A in the PC-DA system exhibit the AF
ordering independent of the magnetic states of the bridge. The MC-DA system shows a
smaller variation for magnetic moment (= 0.2up); in this case the downfall at magnetic
moment of the bridge at 0.5 V/nm induces the change in the D group. As is expected

due the position of the bridge (meta-linkage) their influence on the groups is considerable.
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The density of states around Fermi energy can determine the magnetic properties of the
system [84]. For that reason, we focus on the PDOS around the Fermi energy, which is set
to zero. As we known, the carbon nanoribbon exhibits half-metallicity under the electric

field and we have showed that this half-metallicity is preserved for PC and MC systems.

0.0 V/nm g | 0.0 V/nm

04 02 00 02 04 04 02 00 02 04
Energy (eV) Energy (eV)

Figure 4.4: Projected density of states for (a) PC-DA and (b) MC-DA systems under
the transverse electric field (x-axis). The different parts of system are: 4-ZGNRs (dash-
dot-dot), m-bridge (shot-dot), D (short-dash-dot green) and A (dash-dot black). The
solid lines (positive and negative) represent the total DOS for spin-up and spin-down
respectively.

The PC-DA system has zero magnetic moment to the bridge even under the transverse
electric field. In Fig. 4.3(a) the projected density of states at zero field for DA groups
exhibits a peaks around the Fermi energy. The peak that correspond the acceptor group
shift to the Fermi energy under the E..; while the peak for D group presented a small shift

and broadening around the Fermi energy. The MC-DA (Fig. 4.3(b)) shows a pronounced
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contribution to the bridge under the Eemt. For the donor and acceptor contribution there
are peaks around the Fermi energy. These peaks under E,.; shift to the Fermi energy and

clearly reflects that the electrons can be transferred to and from 4-ZGNRs leads.

4.1.3 PC-DA and MC-DA organic devices

The use of single molecule as functional device is the ultimate and the on going trend
towards the miniaturization of electronic circuits. Some studies proposed a novel mech-
anism to control electron transport through single molecular rings: the current is deter-
mined by thr degree of destructive or constuctive quantum interference (QI') between the
two paths around a symetric molecule [148,149].

For the PC-DA system the transmission spectrum T(E) is shown in Fig. 4.5(a). At
zero bias the high T(E) is ~1 as we expected since the 4-ZGNRS and 7-DA groups are
symmetric. The spin-up (blue-short dash) exhibits a perfect and destructive @I around
-0.2 eV. This anti-resonant peak (narrow dip) follows a resonant broad peak around the
Fermi Energy. For spin-down (red-solid) we found two anti-resonant peaks between -
0.2 eV to 0.0 eV . The dip around r = 0 indicates an effective destructive interference.
In Fig. 4.5(b) we show that I-V curves for spin up and spin-down carries are similar.
The current increases under the bias between 0.0 V to 0.2 V then goes down until 0.5 V
and increases after this value. In this voltage range we found an interesting negative
differential resistance (NDR) characteristic induced by @I mechanism.

In the MC-DA system (Fig. 4.5(c)) for spin-up there is a resonant peak in T(E)
around the Fermi energy and this peak represent a constructive @)1. For spin-down the
transmission spectrum exhibits a rather narrow peak at Er = 0 eV and other peak near to
small feature. The I-V curve in Fig. 4.5(d) has characteristic that resembles a field effect
device, that is, for spin-down the current firstly increased when applying a bias voltage
from 0.0 to 0.2 V and decreases until zero with voltage from 0.3 to 1.0 V . For spin-down
the current as a function of voltage from 0.0 to 0.2 V also increases but the current for

spin-down is smaller than that of spin-up carries. Before the current goes down it presents
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Figure 4.5: Transmission spectrum as a function of energy and current as a function of
voltage for the PC-DA and MC-DA. Spin-up and spin-down are represented in short-dash
blue and solid line red respectively.

a saturation region between 0.2 to 0.5 V being ~ 1.3 pA.

Is important to note that the MC-DA systems represent the constructive QI effects
while the PC-DA represent destructive Q1. The effects related with quantum interference
usually might be controlled by third terminal with a gate voltage [5]. In this case we have
great advantages due the strong coupling (C-C) between bridge and 4-ZGNRs (meta / para-
linkages). Our calculations demonstrate that is possible to control these QI effect with
the transverse electric field as a gate voltage. The electron transmission around the
Fermi energy was calculated also at zero bias [T, (E,V = 0)] and under the (E.,;) where
integrating the transmission coefficient T(E) is integral at zero bias over the bias window

to obtain the I-V. In this case we consider (F.,;) as a gate voltage.

In Fig. 4.6 the spectrum transmission for different intensity of electric field (0.0, 0.3
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and 0.5 V/nm) applied transversely to the system. Fig. 4.6 shows for spin-up in panel (a)
that the QI peak moves to -0.2 eV under the field 0.3 V/nm and disappear completely
for E.py = 0.5 V/um. For the spin-down (panel (b)), the transmission spectrum shows
that for Eemt = 0.3 V/nm the peaks of QI decreases the width and continues around the
Fermi energy while for Eext = 0.5 V/nm, the width of peaks increase and these peaks start
to lose definition. In both cases (spins up/down) the destructive quantum interference
can be suprssed by applying transverse electric field higher than 0.5 V/nm and in (spin
up/down) the current increases from 0.0 to 1.5 V and around 1.5 to 3.5 V reaches a

saturation.
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Figure 4.6: The transmission spectra for two-probe systems.(a) and (b) corre

The panel (c) shows spin-up for MC-DA system in here the transmission peak around
the Fermi energy after applying an electric field of 0.3 V/nm the narrow peak increases
their width and under an electric field of 0.5 V/nm decreases the width and moves closer

to the Fermi energy. The transmission spectrum in panel (d) is quite different around
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Fermi energy for spin down; the two narrow peaks combine in only one and the small
feature under the electric field 0.3 and 0.5 V/nm, resulting in a broader peak at the
same range of energy. For MC-DA under E..; the current has a small operation and a
large saturation region from 0.5 to 3.5 V. The integral of T(E) at zero bias is a good
information only when the variation into the conduction window is small as we showed
for both systems but as we expect the constructive and destructive QI and the spin filter

properties is preserved under a transverse electric field.
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Chapter 5

Conclusions

In this Thesis we studied electronic and transport properties of different molecular
systems by using ab initio models and non-equilibrium green function technique (NEGF).
We use modeling for studying the self-assmbled monolayers of two aromatic molecules
deposited on gold surface and transport through conjugated chains connected by carbon
nanoribbons electrodes.

In chapter 2 where we have dicussed about one possible erroneous interpretation of
STM images in self assembled monolayers on metal surface our last remaks are: HPYT
and HPOT are aromatic thiols that adsorb on gold and are able to lift the 22xv/3 re-
construction, forming a slightly distorted v/3xv/3R30° structure. The images of STM do
not show clear distinction between the two molecules. The images were obtained with
high tunneling resistance to avoid layer disruption. In this work we report a comparison
between experimental STM measurements of HPYT and HPOT molecules adsorbed on
gold with DFT-based calculations of the local density of states and with a simple quantum
transport model based on the master equation technique. We suppose that the HPOT
and HPYT molecules are attached to the carbon atom by an S-Au bond and that the
molecule is tilted relative to the gold surface giving the impression, in the STM mea-
surements, that the molecules are sitting at the three fold hollow site. Striking similarity
was found between the STM image and the LDOS calculated by DFT. Finally, we have
shown that the quantum transport model used is able to interpret the main features of

the molecule-assisted tunneling between the tip and the gold surface.
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In chapter 3 and 4 we have used NEGF-DFT to study ZGNRs/polyacetylene coupling
in molecular contact. The coupling resulting in a local para-linkage benzene (BC-P sys-
tem) or in a local meta-linkage benzene (BC-M system). Nevertheless some combinations
of carbon nanoribbon do not return transmissions values as high as what we find in BC-P
system. We find also that the channel transmission in BC-M system can be controlled
with an external electric field. What we observed here is relevant and to the best of our
knowledge it has never been reported before in zigzag graphene nanoribbons. With the
application of an external electric field, we find that the BC-P system, which is metallic
at zero field, remains metallic. On the other hand, for the BC-M system (semiconductor),
an external electric field shifts states to the Fermi energy, and this causes the system to
become conducting under a sufficient electric field. The nature of system (conductor or
semiconductor) can be controlled in the molecular junction and the high transmission can
be explained by using para vs meta configuration of the benzene-like ring which is bonded
to the carbon chain.

Finally, we present here the proof-of-concept on how to build switches and spin filters
devices based on polyacetylene chains between carbon nanoribbons electrodes. We demon-
strated also that DA groups attached to molecular bridge offer the possibility to modify
the transmission probability of BCP and BCA systems in a controlled way. Whereas our
study is under the bias in interval of [0.1,-1.0] V in a step of 0.1 V, performing a self-
consistent calculation for each bias the systems are completly described. It is possible,
for instance, to introduce the groups with magnetic properties and keep the spin polar-
ized, such that up-spin and down-spin orbitals have different energies. This facilitates the
construction of a spin valve that lets spin-up or spin-down electrons to move while one is
blocking.

In this thesis simulations unveiled that is possible an erroneous interpretation of STM
images in self assembled molecule monolayers on metal surface. The understanding of the

fundamental interactions between organic molecules and metal surface is of crucial im-
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portance in molecular scale electronics and self-assembly, where the competition between
molecule-substrate and intermolecular interactions can lead to templates arrangements
with specific spectroscopic and transport properties. On that basis, we propose further
investigation using density functional theory with the nonlocal van der Waals density
functional and the semilocal Perdew-Burke-Ernzerhof functional to find absorption and
binding energies for the thiol molecules described in chapter 3. This can be an effective
way of understanding the nature of the coupling between metal and molecule in the elec-
tronic transport. Regarding the conjugated chain coupled to donor and acceptor groups
and bonded to carbon nanoribbons, there are many things to be investigated, becouse the
electrical conductance behavior through these systems investigated depends on the nature
of the molecular groups. In this case studies where DA groups can change the position on
the bridge should be interesting to investigated these systems along with dangling bonds

at 4-ZGNRs and in the bridge.
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