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RESUMO

O presente trabalho propde regras de ajuste do Preditor de Smith Filtrado Simplificado para
sistemas de primeira ordem com atraso de transporte. Tais regras sdo obtidas a partir da condi¢dao
de estabilidade robusta do controlador e fornecem o menor parametro desejado para garantir
estabilidade e rdpida rejeicdo de perturbacdes constantes, bastando para isso fornecer o ganho
do sistema, o polo, bem como o atraso e sua maxima incerteza e o ganho de controle. Uma vez
obtida a forma analitica de tais regras, determinam-se as solugdes das equacdes transcendentais
envolvidas através de método aproximado ou numérico. Um programa para cdlculo automético do
parametro de sintonia é desenvolvido a fim de facilitar o trabalho do projetista. Finalmente, cada
regra € testada nos respectivos sistemas de primeira ordem através da simulacdo e comparagao
com outros trabalhos recentes da literatura. Os resultados mostram que as regras propostas sao
eficazes na determinagdo do valor do parametro do filtro que seja pequeno o suficiente para
garantir bom desempenho na rejei¢ao de perturbacdes e que ainda garanta estabilidade do sistema

de controle frente a incerteza no valor do atraso de transporte.

Palavras-chave: Atraso de transporte, Preditor de Smith Filtrado Simplificado, Sistemas de

primeira ordem, condicao de robustez.



ABSTRACT

This paper proposes tuning rules for the Simplified Filtered Smith Predictor for first-order
systems with transport delay. These rules are derived from the robust stability condition of
the controller and provide the minimum desired parameter to ensure stability and fast rejection
of constant disturbances. To achieve this, it is only necessary to provide the system gain,
the pole, as well as the time delay along with its maximum uncertainty, and the control gain.
Once the analytical form of these rules is obtained, the solutions to the involved transcendental
equations are determined through an approximate or numerical method. A program for automatic
calculation of the tuning parameter is developed to ease the designer’s task. Finally, each rule is
tested on the respective first-order systems through simulation and compared with other recent
works in the literature. The results show that the proposed rules are effective in determining the
value of the filter parameter that is small enough to ensure good performance in disturbance
rejection while still ensuring the stability of the control system in the presence of uncertainty in

the transport delay value.

Keywords: Time-Delay, Simplified Filtered Smith Predictor, First-order systems, robustness

condition.
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1 INTRODUCAO

Diferentes fatores podem determinar o surgimento do atraso de transporte em proces-
s0s, sdo eles: tempo demandado para transporte de massa, bem como de energia ou informacao,
ou ainda, em sistemas de controle digitais, devido ao tempo para os dados serem processados e
ao periodo de ciclo do computador, em outras situagdes, pelo acimulo de tempo de atrasos em
varios sistemas dindmicos simples conectados em série e, finalmente, na modelagem de baixa
ordem de muitos sistemas industriais (NORMEY-RICO; CAMACHO, 2007).

Uma caracteristica indesejada dos sistemas com atraso de transporte € o fato de a
acdo de controle ter efeito na varidvel controlada somente apds decorrer algum tempo, além
de levar-se um tempo considerdvel para o efeito das perturbacdes serem percebidas, conforme
consta em Normey-Rico e Camacho (2007).

No projeto de sistemas de controle, processos com atraso de transporte consideravel
apresentam dificuldades para controlar quando se utiliza controle por realimenta¢do como, por
exemplo, o fato do tempo morto provocar uma diminui¢do extra na fase do sistema em malha
fechada, podendo gerar instabilidade (NORMEY-RICO; CAMACHO, 2007). Nesse caso, a
utilizacdo de um controle preditivo € recomendavel, principalmente em situacdes em que o atraso
de transporte € elevado (ASTROM; HAGGLUND, 1995). Uma alternativa consagrada sao os
chamados compensadores de tempo-morto (Dead-Time Compensator (DTC)) (NORMEY-RICO;
CAMACHO, 2008a).

Neste trabalho sdo desenvolvidas regras de sintonia para um dos parametros do filtro
de um compensador de atraso, ou DTC, uma para cada tipo de sistema de primeira ordem com
atraso de transporte, tais que os controladores sejam capazes de rejeitar rapidamente perturbacoes
tipo degrau e que garantam estabilidade. As regras fornecem o pardmetro a partir de valores
caracteristicos do processo, bem como da incerteza méxima considerada no atraso de transporte
e do valor de ganho do controle.

Finalmente, simulac¢des de sistemas de controle ajustados por cada uma das regras
mostram que as mesmas sao seguras quanto a previsdo do parametro no sentido de garantir

estabilidade na saida do sistema.
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1.1 Levantamento Bibliografico

Um preditor integrado a um sistema de controle remonta do final da década de 1950,
quando Otto J. M. Smith (1917-2009) propds, em um artigo, aquilo que viria a ser conhecido
como o Preditor de Smith (Smith Predictor (SP)) (SMITH, 1957), o algoritmo de compensagao
de atraso de transporte mais conhecido e utilizado na inddstria (NORMEY-RICO; CAMACHO,
2007).

Contudo, tratando-se de compensacao de sistemas estdveis, o SP tem desempenho
na rejeicdo de perturbacdo de entrada limitado pela dindmica de malha aberta do processo. Nesse
contexto, vérios controladores foram desenvolvidos para resolver essa e outras limitacdes, como
a aplicagcdo do SP em processos integradores e instaveis (TORRICO et al., 2024). Uma das
estratégias propostas foi o Preditor de Smith filtrado (Filtered Smith Predictor (FSP)) (NORMEY-
RICO; CAMACHO, 2009) em 2009, constituido de um controlador responsavel pelo seguimento
de referéncia e de um filtro cuja funcdo é garantir rejei¢ao de perturbacdes, além de robustez e
estabilidade.

A partir do FSP, surgiu o Preditor de Smith filtrado simplificado (Simplified Filtered
Smith Predictor (SFSP)) (TORRICO et al., 2013), trazendo, como o nome indica, controladores
de ordem inferior aquele, mas com desempenho no minimo equivalente quando se considera
rejeicdo de perturbacdes e robustez.

O artigo de Torrico et al. (2018), traz um novo conjunto de regras para ajuste de
filtro do SFSP que permitem o uso de filtros de ordem inferior capazes de garantir rejeicdo de
perturbacdes e robustez em malha fechada. Os autores mostram melhor desempenho da solucao
proposta em comparagdo a outros trabalhos da literatura quanto a rejeicao de perturbagdes e
ruidos, além de aplicd-la a um processo real representado por uma camara térmica.

No trabalho de Torrico et al. (2019) € proposta a extensdo do SFSP para sistemas
em espaco de estados visando a rejei¢ao de perturbacdes desconhecidas no cendrio de sistemas
lineares invariantes no tempo (Linear Time Invariant (LTI)) com atraso na entrada. O artigo
mostra que a estratégia proposta € simples, se comparada aquelas presentes na literatura, com a
vantagem de ser aplicdvel tanto a sistemas no tempo continuo quanto no tempo discreto.

O artigo de Torrico et al. (2021) traz o desenvolvimento de uma estrutura de controle
do SFSP para processos de fase ndo minima de ordem elevada. A principal vantagem proposta
€ que o controle primdrio consiste de uma realimentacdo de estados com elemento integrador

implicito, resultando em filtros de ordem inferior, bem como menos paridmetros de ajuste.
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Através de simulagdes, observam-se resultados no minimo equivalentes aos obtidos com outras
estratégias disponiveis na drea de compensac¢ao de atraso de transporte.

Novos métodos de sintonia para o SFSP foram propostos nos ultimos anos. Nos
trabalhos de Rodrigues (2021) e S4 Rodrigues et al. (2021), os autores desenvolvem uma regra
que fornece a sintonia do preditor para a compensagao de sistemas de primeira ordem instaveis
em malha aberta com atraso de transporte a partir do seu valor, da maxima incerteza do mesmo
e da constante de tempo de malha fechada desejada. A lei de sintonia € obtida através da
otimizacdo de simulacdes realizadas dentro da regido desejada para sua validade. Além disso,
esses trabalhos fornecem um método para determinar o maximo tempo de amostragem sem
alterar de forma significativa o desempenho e a robustez do sistema de controle.

Oliveira et al. (2022) propdem a obtencao do preditor diretamente pela sintonia na
forma de filtro tipo Finite Impulse Response (FIR). Tal método apresenta a vantagem de garantir
intrinsecamente a rejei¢ao de perturbacdes tipo degrau, bem como da dinamica de malha aberta
do processo, além da simplicidade para a determinagdo dos parametros do controlador.

O artigo de Freitas et al. (2024) traz uma proposta de sintonia do SFSP para sistemas
integradores com atraso de transporte. O desempenho do compensador assim ajustado é compa-
rado com outros trabalhos recentes da literatura, onde se concluiu que a regra desenvolvida pelos
autores representa uma estratégia segura de ajuste do preditor dentro do cendrio apresentado por

eles.

1.2 Motivacao

Alguns parametros do SFSP sao obtidos a partir de condi¢des como, por exemplo,
o desempenho desejado em malha fechada. Porém, um dos pardmetros, &, tem sintonia livre.
Quanto menor o valor desse pardmetro, mais rapida a rejeicdo de perturbacdes. Por outro lado,
um valor muito baixo de & pode levar o sistema a instabilidade. Apesar de os trabalhos de
Rodrigues (2021) e Sa Rodrigues et al. (2021), bem como de Freitas et al. (2024) apresentarem
contribuicdes de regras para obtengdo desse parametro, ambos se restringem a uma faixa restrita
de desempenho em malha fechada e a um tnico tipo de sistema cada. Diante disso, cabe ao
projetista resolver esse problema de compromisso através de um procedimento de tentativa e

erro nas demais situacdes ndo contempladas naqueles trabalhos.
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1.3 Objetivos

Esse trabalho objetiva determinar férmulas que fornecam o valor do pardmetro o
pequeno o suficiente para rejeitar rapidamente as perturbacdes do tipo degrau, mas que ainda
garanta a robustez da estabilidade do sistema de controle. Serdo desenvolvidas trés férmulas,
uma para cada tipo de sistema de primeira ordem (estavel, instdvel e integrador), que fornecem o
valor do parametro do filtro a partir de valores caracteristicos do processo, tais como: o ganho,
o valor do polo, o atraso e a incerteza no atraso € o ganho de controle. Assim, o problema
de compromisso desempenho-estabilidade na determinacao do filtro serd resolvido de forma a
facilitar o trabalho do projetista.

Objetivos especificos:

* Desenvolver procedimentos analiticos dos quais seja possivel a obtenc¢do do parametro o
do filtro do SFSP para cada tipo de sistema de primeira ordem;

* Determinar a solugdo das equacdes que permitem o célculo de o (de forma aproximada ou
numérica);

* Criar uma funcao para fornecer automaticamente o valor do parametro do filtro a partir
dos valores caracteristicos do sistema (ganho, polo, atraso de transporte e sua maxima
incerteza) e do ganho de controle;

* Validar as regras propostas para cada tipo de sistema comparando com outros trabalhos da

literatura.

1.4 Contribuicao proposta

Obter o parametro o do filtro do SFSP através de procedimento analitico tedrico-
numérico, para cada sistema de primeira ordem com atraso (polo estdvel, instavel e integrador
puro), capaz de garantir ao controle tanto estabilidade robusta na presenca de incertezas no valor

do atraso de transporte quanto rdpida rejeicao de perturbagdes tipo degrau.

1.5 Trabalho publicado

No decorrer do curso de Mestrado Académico em Engenharia Elétrica da Universi-
dade Federal do Ceard, o autor dessa dissertac@o participou como autor do seguinte artigo:
1. Regra de sintonia para o preditor de Smith filtrado simplificado aplicado a processos

integradores com atraso de transporte. XXV Congresso Brasileiro de Automatica (CBA) -
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2024.

1.6 Organizacao do texto

Esse texto estd organizado da seguinte forma: no Capitulo 1 apresenta-se uma
revisdo bibliografica sobre os trabalhos publicados sobre o SFSP nos ultimos anos. O Capitulo
2 apresenta o esquema de controle de alguns compensadores de atraso de transporte, como o
SP, o FSP e, especificamente, o SFSP, com sua estrutura de implementacao estavel, além da
determinagdo dos paradmetros do numerador do filtro. O Capitulo 3 traz uma revisdo sobre
estabilidade robusta aplicada ao SFSP e o desenvolvimento das regras de ajuste do filtro a partir
dessa condi¢do de robustez, bem como a obtengdo pratica do parametro do filtro através de um
programa ou por aproximac¢do. No Capitulo 4 sdo mostrados os resultados de simulagdo do
sistema de controle ajustado pelas regras propostas para cada tipo de sistema em comparagao
com outros trabalhos da literatura, além da discussdo. O Capitulo 5 apresenta as conclusdes do

trabalho e proposta de trabalhos futuros.
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2 COMPENSADORES DE ATRASO DE TRANSPORTE

No contexto de controle de processos com atraso de transporte, faz-se necessario
o uso de estruturas preditoras integradas ao controlador. As subsecdes seguintes trazem uma

descricdo de trés estruturas preditoras na ordem em que foram concebidas.

2.1 O Preditor de Smith (SP)

Uma das estratégias pioneiras de compensacao de atraso foi o Preditor de Smith
(SP), cujo esquema se encontra ilustrado na Figura 1, onde s é o operador de Laplace, G, (s) é o
modelo nominal sem atraso, C(s) é o controlador primdrio, L, é o atraso de transporte nominal,
r é o sinal de referéncia, u € o sinal de controle, y € a saida, g € a perturbacdo de entradae w é o

ruido de medicdo. O processo € dado por:
P(s) = G(s)e ™, 2.1)
onde L € o atraso real.

Figura 1 — Esquema do Preditor de Smith.

OO}

+A

Fonte: Préprio autor.

Considerando o caso nominal, ou seja, 0 modelo B, (s) = G,(s)e 1 representando

fielmente o processo P(s), podemos destacar as seguintes fungdes de transferéncia para o SP:

(5) _ _ C(s)P(s)

h<

H,, = (2.2)

R(s)  1+C(5)Gu(s)’
), [ CWRbs)
=00 =P T w6, | @3
Hy = L) —C(s) (2.4)
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A Eq. (2.3) evidencia o fato do SP apresentar problema ao ser aplicado em sistemas
instaveis em malha aberta, uma vez que tal dindmica estd presente na fungdo de transferéncia que
relaciona a saida com a perturbacao. Além disso, ndo ha liberdade de ajuste para obter dindmica
desejada de seguimento de referéncia sem interferir no desempenho desejado para rejei¢ao de

perturbacdo e vice-versa.

2.2 O Preditor de Smith Filtrado (FSP)

Uma proposta simples de solucdo para o controle de sistemas de primeira ordem
instaveis em malha aberta com tempo morto € o chamado Preditor de Smith Filtrado (FSP)
(NORMEY-RICO; CAMACHO, 2008b). A Figura 2 mostra sua estrutura em diagrama de blocos,
onde C(s) é um controle proporcional e integrativo (PI) e F(s) € o filtro de referéncia.

O filtro F,(s) garante rejei¢do de perturbagdes, bem como robustez do controle frente

a incerteza no atraso de transporte (NORMEY-RICO; CAMACHO, 2009).

Figura 2 — Estrutura do Preditor de Smith Filtrado.

- -

—| F(s) —i_()—» C(s) ~|:‘->O-> P(s) -;FO—,T>

Fonte: Préprio autor.

As funcdes de transferéncia em malha fechada, quando o modelo do processo é

perfeito, sdo:

Y(s) F(s5)C(s)Py(s)
=R T T C0)Gus)” 22
_Y(s) _ C(s)Pu(s)Fr(s)
qu - Q(S) - Pn(S> 1 1+C(S)Gn(S) ) (26)
H, = U(s) B —C(s)F,(s) 2.7

W(s) 1+C(s)Gnu(s)
Analisando as Egs. (2.5) e (2.6), vemos que é possivel ajustar o filtro F;(s) para

alcancar rejeicao de perturbacao e robustez sem alterar o desempenho saida-referéncia. Através
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desse filtro pode-se obter também um sistema internamente estdvel para o controle de processos

instaveis em malha aberta.

2.3 O Preditor de Smith filtrado simplificado (SFSP)

A Figura 3 mostra a estrutura do preditor de Smith filtrado simplificado para modelos
de primeira ordem. Os parametros do sistema de controle sdo: o ganho de referéncia K, o ganho

K e o filtro de robustez V (s).

Figura 3 — Esquema de controle do SFSP no dominio continuo.

Fonte: Oliveira et al. (2021) adaptado.

O filtro V (s) € dado por:

B bis+ by

Vi) =" (2.8)

As funcdes de transferéncia associadas ao SFSP, quando o modelo € fiel ao processo

real, sdo:
Y(s)  K.KPy(s)
H.. — 2.9
TR(s)  1+KGy(s)’ 29)
Y(s) V(s)KP,(s)
H,, = =P, 1— , 2.10
yq Q(S) <S> |: 1+KGn(S) ( )
U —KV
Hp = 28) ) @.11)
W(s) 14+KGy(s)
Considerando o modelo nominal sem atraso como
b
Gn(s) = Gta) (2.12)
em que a > 0, a funcdo de transferéncia em malha fechada, que relaciona y com r é:
K, be Lns
Hy(s) = ——— (2.13)

- sta+bK’
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O ganho K € tal que:

K >0, (2.14)

para os sistemas integrador e estavel, e

K> —, (2.15)

no caso do sistema instavel.
Para o sistema integrador (a = 0), os coeficientes do numerador do filtro sdo obtidos

resolvendo-se as equagoes:

14 G, (s)[K =V (s)er]|s—0 = 0, (2.16)
4 GrK—V(s)=])| =0, 2.17)
ds =0

0 que resulta:

| L)bK
by — +(O‘Z JbK (2.18)

by, =K. (2.19)

Caso o sistema seja instdvel, seu denominador serd (s — a) e os coeficientes b; e b,

do filtro sdo obtidos a partir da Eq. (2.16) e da equagao abaixo:
K —V(s)e!|s—y = 0, (2.20)

das quais obtemos:
_a—Kb+Kb(1+ aa)e
N ab ’

by =K — g (2.22)

by

(2.21)

Para o sistema estdvel, ou seja, com denominador (s + a), os parAmetros b e by do

filtro sdo obtidos resolvendo-se a Eq. (2.16) e também a seguinte equacao:
K —V(s)el|— 4, =0, (2.23)

que fornecem:
_a+Kb—Kb(1— aa)e
a ab ’

by =K + g. (2.25)

b

(2.24)
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2.3.1 Implementacao Estdvel do SFSP

Ha problema de instabilidade interna caso a estrutura de implementacdao mostrada
na Figura 3 seja utilizada para sistemas integradores ou instdveis. O trabalho de Oliveira et al.

(2021) propde, para esses casos, a estrutura de implementacdo estdvel mostrada na Figura 4.

Figura 4 — Estrutura de implementacao estavel do SFSP.
processo

—| F(z) O zoH O~ P(s) P O——

»
>

-

|

I

|

|

|

|

I

|

|

|

|

|

I

|

|

|

|

|

|

|

|

|

|

|

s

-

<

= +
> S(2) >
Fonte: Oliveira et al. (2021) adaptado.
Onde
K,
e S(s) é a realizagio minima de
S(s) = (K—e v(s)C)(s1—A) !B, (2.27)
dada por
S(s) = KS1(s) — Sa(s)e 5, (2.28)
em que
Si(1) = / t AP Bu(1)dr, (2.29)
—L
Sa(s) = M[(V (s) — Ke'") Gy (s)], (2.30)

onde M|] denota a realizagdo minima de um sistema LTI em espaco de estados, A, B e C sdo
matrizes da representacdo do sistema sem atraso na forma candnica observavel.

Procedemos a seguir com a proposta de regra de sintonia para o filtro do SFSP para
diferentes tipos de sistemas com atraso de transporte: integrador puro, sistemas de primeira

ordem estavel e instavel.
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3 REGRAS DE SINTONIA

Nesse capitulo sdo revisados os conceitos para determinar a condi¢do de estabilidade
robusta do sistema de controle, como o indice de robustez, além do desenvolvimento do proce-
dimento analitico-numérico para obten¢do das regras de sintonia para cada tipo de sistema de
primeira ordem com atraso de transporte. Considera-se incerteza apenas no atraso do sistema,
uma vez que gera grande impacto na descri¢do dos erros de modelagem do processo, o que faz
do erro no atraso de transporte o principal fator que leva o sistema a instabilidade em malha

fechada (NORMEY-RICO; CAMACHO, 2007).

3.1 Estabilidade robusta

O sistema real P(s) essencialmente difere do seu modelo P,(s) = G,(s)e 1%, sendo
melhor representado pela familia de processos dada por:
P(s) =P,(s)(1+8P(s)) = P(s) + AP(s), 3.1)

onde AP(s) é a incerteza aditiva e 8 P(s) representa a incerteza multiplicativa.

Figura 5 — Representagdo do sistema real.

; OP(s) —l

Y=<

Fonte: Préprio autor.

Consideremos, por hipotese, que todas as plantas da familia possuem o mesmo
numero de polos no lado direito do plano s e que as normas das incertezas aditivas e multipli-
cativas sao limitadas (NORMEY-RICO; CAMACHO, 2007). Assim, temos para a incerteza

multiplicativa:
6P(jo)| < 8P(®), ® >0, (32)

em que 8P é a norma limitada da incerteza multiplicativa.

A equacdo caracteristica de malha fechada sera:

1+C(s5)P(s) = 1+C(s)(P.(s) +AP(s)) =0, (3.3)
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onde C(s) é o controle em cascata com o processo, conforme a estrutura equivalente do SFSP

representada na Figura 6.

Figura 6 — Estrutura equivalente do SFSP.

r ~u | 3
= 77 O sty —+O— P(s) O+

_T = 1

Fonte: Préprio autor.

E S(s) é dado por:
S(s) = KGy(s) — G (s)V (s)e Lns. (3.4)

Considere que o controle estabiliza o sistema nominal e que o diagrama correspon-
dente de C(jw)P,(jw) ndo envolve o ponto (—1,0), entdo o controle estabiliza o processo real
caso o diagrama de Nyquist da familia de processos C(j®)(P,(j®)+ AP(j®)) também ndo en-
volva esse ponto, o que ocorre se, e somente se, a distincia entre C(j)P,(j®) e o ponto (—1,0)
no diagrama de Nyquist for maior que |C(j®)AP(j)]| (distincia AB na Figura 7) (MORARLI;
ZAFIRIOU, 1989):

[1+C(jo)F,(jo)| > |C(jo)AP(jo)|, Vo (3.5)

Figura 7 — Diagrama de Nyquist para andlise de robustez da estabilidade.
Imag

-1 Real
} =

C(jw)[P,(Gw)+ AP( jw)] C(jw)P,(jw)

Fonte: (NORMEY-RICO; CAMACHO, 2007).
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Dividindo ambos os membros da expressio (3.5) por |C(jw)P,(jw)|, obtemos:

1+ Clo)R(jo)| _ |C(jo)AP(jo)|
[C(jw)F,(jo)] IC(jo)Pa(jo)]

=[0P(jo)|, Vo. (3.6)

Assim, obtemos a condicdo de estabilidade robusta em termos do indice de robustez, I,(®):

1+ C(s)Py(s)

CO)Bs) > 0P(w), Vo. (3.7)

(o) = ’

Na situagdo considerada, temos C(s) =V (s)/(1+ S(s)), entdo a Eq. (3.7) fica:

1+ KGy(s)

Gy > P, Yo (338)

s=jm

(o) = ‘

Esta € a condi¢do de estabilidade robusta do SFSP.

3.2 Obtencao das Regras de Sintonia

Seja a incerteza multiplicativa associada ao atraso, dada por:

= [P(s) — Pu(s)|
OPO)= R

— |€—ALs

S=jw

~M|y—jo, ®>0, (3.9)

em que AL = L — L, € a incerteza no atraso.

Substituindo as Eqgs. (2.8) e (2.12) na Eq. (3.8) e combinando com a Eq. (3.9),

obtemos:
(sta+Kb)(as+1) _ALs
> |e — 1= - (3.10)
b(bys+by) o= jo | =
Rearranjando a expressdo acima, temos:
os+ 1 —ALs 1
‘ o ) ) B 3.11)
b(bi(a)s+b2)|s_jp, [sta+Kb|,_;,
Que pode ser escrita como:
fa(@) > g(0), Vo, (3.12)

onde fy(w) e g(w) sdo as respectivas fungdes médulo na Eq. (3.11).
A Figura 8 mostra o comportamento das fung¢des fy (), para diferentes valores de

o, e g(m).



Figura 8 — Comportamentos de g(®) e fy(®) para diferentes valores de c.

T T T T T T T T T
S g
Iy
1y f(c..v)paraou1
—_
3 [ f(w) para a,
o I
P - f(w)paracn:3
= o - - - gw)
— Jlw
\
1
|
1
1 -~
Vv
W \} -
v 7 -
11 (WA “N -
0 . |" Lo R4 .\.' A AR i W
0

Fonte: Préprio autor.

Para os trés valores de o, apenas ( satisfaz a Eq. (3.12). A seguir, desenvolve-se
uma estratégia de sintonia para o que satisfaca tal desigualdade para um dado sistema dinamico

e, consequentemente, a condi¢do de estabilidade robusta do controle e que seja obtida através de
parametros da planta.

Uma condicao para que a desigualdade da Eq. (3.12) seja satisfeita é:

fﬁnal > gméximm

(3.13)
em que gmiximo ¢ O valor maximo superior de g(w) e
) ajo+1 a

=1 = . 3.14
Jona = 0 @) jo+by) |~ by () (3.14)

A condi¢ao (3.13) fica:

o _

bb] (OC) > 8méximo- (3-15)

A expressdo acima mostra que o valor de @ pode ser obtido explicitamente a partir
do pardmetro da planta, b, do valor de um pardmetro do filtro que depende de «, b;(a), e do

valor maximo superior de g(®). Entretanto, o valor gmsximo N0 pode ser obtido analiticamente,
conforme se justifica a seguir.

Para o cdlculo de g(w), primeiro fagamos:

e | jp = e /AP — 1 = (cos (AL®) — 1) — jsin (AL®). (3.16)

28
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Assim

e — s jo = \/(cos (AL®) — 1)2 + (sin (AL®))2 = \/2(1 — cos (ALw)). (3.17)

E g() podera ser escrita como:

g(w) = \/ 2&;?;;%;;3)- (3.18)

O radicando da expressdo acima possui um numerador periddico, que varia de O a 4,
e um denominador que cresce com o quadrado da frequéncia. Assim, g(®) tem o aspecto de
sucessao de picos com amplitude decrescente, conforme mostra a Figura 8.

A fungdo dada pela Eq. (3.18) possui mdximo superior em uma frequéncia @y que

satisfaz a equagdo:

1
2 2 2@y (3.19)

AL® AL®y  AL(Kb+a)?
tan ( Y ) _ ALy AL .
Ou seja, uma equacao transcendental em @y, cuja solu¢do nao pode ser obtida de
forma analitica. H4 dois modos para a determinacdo da raiz dessa equacao.

Utilizando os dois primeiros termos da expansao em série de tan (AL, /2), obtemos

a aproximacao, vélida para AL < 1:

1
Kbta\?
Dy ~ 4\/12< ZL“) . (3.20)

Substituindo o valor da frequéncia acima na Eq. (3.18), determina-se:

o 2(1—cos( /12+/(Kb+a)AL)) 3.21)
Smiximo = [ (Kb~ a) /AL+ (Kb+a)? '

Caso AL > 1, o valor maximo superior de g(®) é calculado substituindo na Eq. (3.18)
o valor de @y, obtido ao se resolver a Eq. (3.19) através de algum método numérico. Nesse
trabalho, utiliza-se o método de Newton-Raphson com precisio de 1 x 107> e definindo a

seguinte funcdo:

; (3.22)

AL®y\ AL@y AL(Kb=+a)?
2 2 2@y

h(@yr) = tan (
e suas derivadas primeira e segunda:

= 2
H (@m) = %L (sec2 (ALZ(”M> + (Kb(b iz“) —~ 1) , (3.23)
M
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(3.24)

AL> (AL(DM) o (AL(DM> _ AL(Kb+a)?
5 :

W' (@) = —— sec —

2 @y

O método de Newton-Raphson € iniciado com um valor inicial para a raiz. Nesse

caso, utilizou-se o valor @y = 27/(3AL) que estd dentro do primeiro intervalo de frequéncias

em que g(m) sai e retorna a zero, claramente o intervalo onde ocorre o valor maximo superior

procurado, dispensando a andlise gréifica prévia para avaliar o valor do palpite inicial que inicia o
método numérico empregado.

A seguir, serdo mostradas as féormulas para obten¢do do parametro o para cada tipo

de sistema de primeira ordem, uma vez ja tendo em maos o valor de g(®) maximo superior.
3.2.1 Integrador puro

Considerando o caso do integrador puro, temos o sistema dado pela Eq. (2.1) em
que G,(s) tem polo a = 0. O filtro possui pardmetros dados pelas Egs. (2.18) e (2.19). Assim, a
condicao (3.15) assume a forma:

a
1+ (L, +a)

Kb > gméximo- (325)

A partir da qual obtém-se:

> gmaiximo(1 +KbLn)

o = (3.26)
1 - 8 méximoK b

A regra é vélida caso:

1— gméximoKb > 07 (327)
uma vez que o > 0.

Se AL < 1, o valor mdximo superior de g(®) é dado aproximadamente por:
__ |2(1=cos(V12VKDAL)) (3.28)
gmammo /—12Kb/AL+K2b2 . .

3.2.2 Sistema de primeira ordem estdvel

O sistema estdvel de primeira ordem possui modelo dado pela Eq. (2.1) com G, (s)
tendo o denominador (s + a). Os parametros do filtro sdo dados pelas Eqgs. (2.24) e (2.25). A
desigualdade (3.15) fica:

al
—Kb(1 — aa)e=n+a+ Kb

> gméximo- (3-29)
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O que fornece:

gméximo[a+Kb(1 - eiaLn)]
o> - , (3.30)
Cl(l _gméximoKbe_aL")

onde
1 — ZmaximoKbe %" > 0. (3.31)

O valor gmsximo € tal que (se AL < 1):

G~ 2(1—cos( V/12+/(Kb+a)AL)) (3.32)
mame V12(Kb+a)/AL+ (Kb+a)? '

3.2.3 Sistema de primeira ordem instdvel

Para o sistema instdvel, o modelo é dado pela Eq. (2.1) em que G, (s) tem denomina-

dor (s —a). Tém-se os parametros do filtro dados pelas Eqgs. (2.21) e (2.22). A desigualdade (3.15)

sera:
ad
Smiimo: 3.33
Kb(l + OCa)eaLn +a—Kb > 8maximo ( )
Resultando:
— Axi Kb aLn . 1
%= - 1m0[‘_’+ e L ) (3.34)
a(l — Zmaximo K be? ")
tendo a condicao:
1 — ZmaximoKbe™ > 0. s

Caso AL < 1, a expressdo do valor aproximado de g(®) maximo superior é:

S 2(1—cos( /12+/(Kb—a)AL)) (3.36)
8maximo \/E(Kb—a)/AL—i—(Kb—a)z . .

Uma vez determinadas as férmulas das quais obtém-se o parametro & para cada
tipo de sistema de primeira ordem, criou-se uma func¢iao que fornece automaticamente o valor
do parametro a partir do ganho de controle, do ganho do sistema, do polo, do valor nominal
do atraso e sua maxima incerteza. O método de Newton-Raphson para o célculo do valor de
Zmiximo € empregado dentro da referida funcdo, valida para qualquer valor de incerteza no atraso
de transporte, cujo pseudocddigo estd descrito no Algoritmo 1. No Apéndice B € mostrado um

exemplo de implementacio em MATLAB®.
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Caso AL < 1, hd a op¢do de usar as féormulas aproximadas das regras de sintonia

para cada tipo de sistema de primeira ordem com atraso organizadas na Tabela 1.

Tabela 1 — Tabela de férmulas das regras (caso AL < 1).

SISTEMA Parametros
b 1+ (a+Ly)bK
b= b
b,=K
INTEGRADOR

_ 2(1 —cos ( V12v/KbAL))
gmax1mo \/ﬁKb/AL—i—biz

> gméximo(l + KbLn)

o -
1— 8 méximoK b

b a+Kb—Kb(1 — aa)e
1 pu—

ab
b =K+ g
ESTAVEL
__ [2(1=cos(V12y/(Kb+a)AL))
Smiximo V12(Kb+a)/AL+ (Kb+a)?
o> gméximo[a+Kb(1 _efaL,,)]
a(l _gméximoKbe_aL")
a—Kb+Kb(1+ aa)e
by =
ab
a
) b2 - K— E
INSTAVEL

_2(1 —cos(V12+/(Kb—a)AL))

Smiximo A |73 (Kb —a) AL+ (Kb — a)?

gméximo [a + Kb(eaLn B 1)]
a(l —g maiximoKbeaL”)

o>

Fonte: Préprio autor.



Algoritmo 1: Funcio alpha

Entrada: a,b,L,dl,K: real
1 inicio

2

3

N-TE-CEEEN B Y B

10

11
12

13

14

15
16
17
18
19
20
21
22
23
24
25 fim

X

funcao alp(a,b,L,dl,K): real
2
3-dl-L
calcula A(x),H (x),h" (x)
k<0
se h(x) -1 (x) <0 ou h'(x) =0 entdo
escreva (’Corrigir palpite inicial’)
senao
enquanto |A(x)| > 10~° faca
h(x)
K (x)
calcula /(x),H (x)
k< k+1
fim

2(1 —cos (ALx))
&M \/ x2+ (Kb+a)?

se a = 0 entao

alpha < alp(a,b,L,dl,K)
senao se a > 0

alpha < alp(a,b,L,dl,K)
senao

a<+ —a

alpha < alp(a,b,L,dl,K)

X< X—

fim
retorna alpha

fim

> Valor inicial da raiz

> Equagdes (3.22), (3.23) e (3.24)

> Inicio do método de Newton-Raphson

> Equagdes (3.22) e (3.23)

> Equacao (3.26)

> Equagdo (3.30)

> Equacdo (3.34)

33
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4 RESULTADOS E DISCUSSAO

A seguir, serdo mostrados os desempenhos dos controladores ajustados pelas regras
propostas em seus respectivos sistemas. Todos os processos utilizados sdo exemplos numéricos
retirados dos seus artigos de origem. A andlise de desempenho € feita tanto grafica quanto
numericamente a partir de indices de desempenho especificos, considerando os cendrios com e
sem incerteza no valor do atraso de transporte. O percentual de incerteza no atraso considerado
nos exemplos foi o mesmo de Singha et al. (2024). O capitulo encerra com a discussao dos

resultados obtidos.

4.1 Exemplos de Simulaciao

O SFSP sintonizado pelas regras de sintonia proposta € comparado com outros traba-
lhos da literatura recente. Para tanto, utilizam-se os seguintes indices de desempenho (DORF;
BISHOP, 2008; SKOGESTAD; POSTLETHWAITE, 1996): a integral do erro absoluto (/ntegra-
ted Absolute Error (IAE)), a integral do erro ao quadrado (Integrated Squared Error (ISE)), a
integral do erro absoluto ponderado no tempo (Integrated Time-weighted Absolute Error (ITAE)),
a integral do erro ao quadrado ponderado no tempo (Integrated Time-weighted Squared Error
(ITSE)), a variagao total (Total Variation (TV)) e a variancia do sinal de controle (Control
Variance (CV)), que sdo calculados por

t

IAE= [ le(r)|dt, (4.1)
tg+2L
tw
ISE = e (1)dt, (4.2)
t4+2L
ty
ITAE = tle(t)|dt, (4.3)
t4+2L
tw
ITSE = te*(1)dt, (4.4)
tg+2L
Nq
TV = Z|u,~+1 —I/ll'|, (45)
i=1
1 N 5
CV = w; — ), (4.6)
- Z‘i Jui — |

onde ¢ € o tempo, 7, € o instante em que € aplicada a perturbagio de entrada , f,, € o instante
em que ¢ aplicado o ruido, e(r) = r(t) —y(t) é o sinal de erro, i ¢ a amostra, N, € a quantidade

de amostras relacionada a rejei¢do de perturbagdo, u € a média do sinal de controle e N,, é
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a quantidade de amostras relacionada a atenuacdo do ruido. Quanto menor o valor do indice,

melhor o desempenho do controlador.
4.1.1 Sistema Integrador

As Figuras 9 e 10 mostram o desempenho do SFSP, com o pardmetro o sintoni-
zado pela regra proposta, comparado ao controle proporcional integral-proporcional derivativo
(Proportional-Integral Proportional-Derivative (PI-PD)) com preditor de Singha et al. (2024),
ambos aplicados ao sistema utilizado por estes, dado pela Eq. (4.7), em que hd um atraso de 4
segundos. Consideram-se as situacdes com atraso nominal e na presenca de incerteza (20%, cor-
respondendo a 0,8 segundos), aplica¢do de uma perturbac¢do degrau de 0, 1 no instante 7, = 100
segundos e um ruido branco com largura de banda limitada e densidade espectral de poténcia
(Power Spectral Density (PSD)) de 5 x 107 foi adicionado a saida do processo no instante
ty = 180 segundos. Os seguintes valores foram utilizados no projeto do SFSP: K = K, =0,18 ¢

o = 1,5321 (fornecido pela regra).
1
P(s) = —e ™. 4.7)

A fim de fazer uma comparagdo quantitativa, diferentes indices de desempenho
foram calculados. Os valores estdo organizados na Tabela 2, onde os melhores indices estdo em
negrito. Observa-se que o SFSP apresenta os menores indices, que correspondem ao melhor

desempenho.

Figura 9 — Simulacdo processo integrador com atraso nominal.
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'

0.1

-0.2F
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Fonte: Proprio autor.
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Figura 10 — Simulacao processo integrador com incerteza de +20% no atraso.
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Fonte: Préprio autor.

Tabela 2 — Indices de desempenho sistema integrador.

Nominal Com incerteza
Indice Singha et al. (2024) SESP Singha et al. (2024) SESP
IAE 5,5549 4,4863 5,5489 4,9115
ISE 1,7472 1,2680 2,1856 1,6890
ITAE 631,1824 506,1712 630,2479 562,4594
ITSE 195,3343 140,5104 245,4308 188,5703
TV 0,2399 0,1990 0,3225 0,9032
CV 0,0139 2,4817 x 104 0,0140 3,1192x 104

Fonte: Préprio autor.

Avaliou-se o sistema de controle com atraso incerto para @ = 1,5 (um valor pouco

abaixo do fornecido pela regra). O resultado € apresentado na Figura 11.

Simulou-se ainda o sistema com incerteza ¢ o SFSP com parametro o = 1,2, ou

seja, menor que o valor fornecido pela férmula. O resultado mostrado na Figura 12 confirma a

previsdo de que o sistema de controle poderia se tornar instavel para esse valor de «.



Figura 11 — Simulacao processo integrador com incerteza de +20% no atrasoe a = 1,5.
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Figura 12 — Simulagdo processo integrador com incerteza de +20% no atraso e & = 1,2, inferior
ao fornecido pela regra.
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4.1.2 Sistema Estdvel

Considera-se agora o caso do sistema de primeira ordem estdvel. O sistema utilizado
na simulagdo, dado pela Eq. (4.8), € o mesmo de Singha et al. (2024), em que hd um atraso de
0,3715 segundos. O controle utilizado por estes, ou seja, um PI-PD com preditor, € comparado
ao SFSP com parametro o sintonizado pela regra proposta (o« = 0,0756) e os demais parametros:
K =0,2¢eK,=1,9307. Aplica-se uma perturba¢do degrau unitério no instante z, = 10 segundos,
além de um ruido branco com largura de banda limitada e PSD de 1,8 x 10~ adicionado a saida
do processo no instante t,, = 26 segundos. O resultado para o sistema com atraso nominal &

mostrado na Figura 13.

1’ 363 —0,3715s
P(s) = —2200_,~03715s 48
() =17 2.359¢ (4.8)

A Figura 14 mostra o desempenho dos controladores para a situacdo em que hd
incerteza no atraso (20%, equivalente a 0,0743 segundos). Visando realizar uma comparacao
quantitativa entre ambos, calculou-se alguns indices e os resultados estdo disponiveis na Tabela 3.

Os gréficos e os valores dos indices demonstram melhor desempenho do SFSP
quanto a rejeicdo de perturbagdes, tanto na auséncia quanto na presenca de incerteza no atraso

de transporte.

Figura 13 — Simulacdo processo estdvel com atraso nominal.
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Figura 14 — Simulacdo processo estdvel com incerteza de +20% no atraso.
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Tabela 3 — Indices de desempenho sistema estavel.

Nominal Com incerteza
Indice Singha et al. (2024)  SFSP Singha et al. (2024)  SFSP
IAE 0,5179 0,2420 0,5311 0,2547
ISE 0,1458 0,0526 0,1607 0,0656
ITAE 5,8682 2,6584 6,0503 2,8201
ITSE 1,6296 0,5709 1,8083 0,7185
TV 1,0136 1,0554 1,0686 3,8795
CV 1,2734 x 104 0,0178 1,2746 x10~%  0,0216

Fonte: Préprio autor.

Considerando novamente um valor pouco menor que o fornecido pela regra, o0 =
0,06, obtém-se para o sistema com incerteza o resultado ilustrado na Figura 15.

O SFSP também foi avaliado para o caso em que & = 0,03997, ou seja, menor que o
valor fornecido pela férmula proposta. O resultado pode ser visto na Figura 16, onde € possivel

perceber que o sistema de controle se torna instavel, confirmando a previsao da férmula.
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Figura 15 — Simulacao processo estavel com incerteza de +20% no atraso e @ = 0, 06.
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Figura 16 — Simulacdo processo estdvel com incerteza de +20% no atraso e o = 0,03997,
inferior ao fornecido pela regra.
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4.1.3 Sistema Instavel

Para o caso instdvel, considerou-se o exemplo utilizado por Tsai ef al. (2022),
conforme dado pela Eq. (4.9), onde o processo, que apresenta atraso de 0,2 segundos, foi
controlado por um controlador integral proporcional-derivativo (Integral Proportional-Derivative

(I-PD)).
P(s) = ——e 0%, (4.9)

Seu desempenho é mostrado na Figura 17, juntamente com o do SFSP, cujos parametros
sdo K = 4,5, K, = 3,5 e o filtro estd sintonizado pela férmula proposta, onde determinou-
se @ = 0,0973. O desempenho de ambos os controladores também é comparado quando ha
incerteza no atraso do processo (20%, ou 0,04 segundos), conforme mostra a Figura 18. Nas
duas situagoes, € aplicada uma perturbagio degrau de 1,5 no instante 7, = 5 segundos e um ruido
branco com largura de banda limitada e PSD de 1,25 x 10~ foi adicionado & saida do processo
no instante f,, = 13 segundos.

Por diferentes indices, o desempenho dos controladores foi medido de forma quanti-
tativa, sendo os valores fornecidos na Tabela 4.

Novamente, avaliando o desempenho do sistema de controle para o processo com
incerteza e o = 0,095, portanto pouco abaixo do valor obtido pela regra, t€m-se o resultado

mostrado na Figura 19.

Figura 17 — Simulacao processo instavel com atraso nominal.
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Figura 18 — Simulacao processo instdvel com incerteza de +20% no atraso.
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Fonte: Préprio autor.
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Tabela 4 — Indices de desempenho sistema instdvel.

Nominal Com incerteza
Indice Tsai et al. (2022) SFSP Tsai et al. (2022) SFSP
IAE 0,1883 0,2079 1,4244 0,2592
ISE 0,0490 0,0516 0,3869 0,0723
ITAE 1,0719 1,1788 11,4791 1,5616
ITSE 0,2713 0,2869 2,8067 0,4064
TV 7,5854 3,6980 60,3825 36,8030
CV 0,1827 0,0870 0,3900 0,1115

Fonte: Préprio autor.
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Avaliou-se ainda o comportamento do SFSP quando o filtro € ajustado com um valor

de o = 0,0726, menor que o indicado pela férmula proposta. A Figura 20 mostra que o sistema

de controle se torna instdvel, comprovando a previsao da férmula proposta para o caso de sistema

instavel.



Figura 19 — Simulag@o processo instdvel com incerteza de +20% no atraso e o¢ = 0,095.
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Figura 20 — Simulacdo processo instdvel com incerteza de +20% no atraso e o = 0,0726,
inferior ao fornecido pela regra.
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Nos trés exemplos de sistemas vistos anteriormente, € valida a aproximagdo: AL < 1

(incerteza menor que a unidade de tempo considerada). A Tabela 5 mostra os valores de o

aproximado e o obtido numericamente.
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Tabela 5 — Valores de o.
SISTEMA APROXIMADO NUMERICO

INTEGRADOR 1,532126904687234 1,532149175503782
ESTAVEL 0,075607360879191 0,075609724699146
INSTAVEL 0,097255195791358  0,097256616424344

Fonte: Préprio autor.

Todos os sistemas utilizados para comparagdo representam exemplos numéricos nos
respectivos artigos de origem. Contudo, as regras ndo se limitam a sistemas hipotéticos, mas
podem ser aplicadas a sistemas reais, uma vez que todas se originam de um procedimento que
tem por base a condi¢do de estabilidade robusta e fornecem o parametro & a partir de valores
caracteristicos do sistema em questdo e do valor de projeto do ganho de controle, ndo havendo
qualquer restri¢do se a origem desses valores € hipotética ou obtidos de um sistema real.

Os resultados mostram que as trés regras de obten¢ao do parametro o do filtro sdo
eficazes para os respectivos tipos de sistemas aos quais se destinam, tanto nas suas versoes
aproximadas quanto numéricas. Isso se traduz no valor minimo necessério de o fornecido por
cada uma das regras para rapida rejeicdo de perturbacdes sem provocar instabilidade nos sistemas
de controle. Para valores pouco abaixo dos fornecidos pelas regras, o sistema de controle ainda
apresenta estabilidade na presenca de incerteza. Isso se deve ao fato de as regras serem derivadas
da condi¢do de estabilidade robusta, possuindo portanto o conservadorismo presente na mesma.

Cada uma das regras apresentou seguranc¢a na previsao do valor minimo do parametro
a fim de garantir estabilidade, uma vez que apenas valores abaixo dos fornecidos causaram
instabilidade do SFSP. Além disso, as regras permitem ao projetista obter o ajuste do filtro
sem necessidade de andlise dos graficos do indice de robustez e da norma da incerteza versus
frequéncia.

O SFSP sintonizado pela regra proposta apresentou melhor desempenho que os
demais controladores na maior parte dos indices em ambos 0s cendrios, nominal ou com
incerteza, exceto no caso nominal do sistema instavel, mas por uma diferenca pouco significativa.

Os valores do parametro do filtro para os quais cada sistema de controle apresenta
instabilidade foram obtidos de forma arbitraria. As férmulas de sintonia do pardmetro do filtro
foram obtidas através da condi¢@o de estabilidade robusta. Assim, ndo € necessario uma busca
exaustiva para comprovar a estabilidade para valores maiores ou iguais aos fornecidos pelas

mesmas, nem para mostrar que ha instabilidade na faixa de valores abaixo dos fornecidos. Isso
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porque valores maiores ou iguais aos fornecidos pelas regras equivalem ao caso em que a curva
do indice de robustez do sistema de controle estd acima ou interceptando a curva da norma
da incerteza do atraso de transporte e, de forma semelhante, valores abaixo dos fornecidos
pelos métodos de sintonia equivalem ao caso da curva do indice de robustez abaixo daquela
representativa da norma da incerteza do atraso em algum intervalo de frequéncias. Os valores de
« para os quais ocorre instabilidade dos sistemas de controle nos exemplos provavelmente nao
sdo os limites para os quais comeca haver instabilidade nos respectivos controles, pois foram
escolhidos de forma arbitrdria apenas para comprovar a instabilidade na faixa abaixo da fornecida
pelos métodos em cada um dos tipos de sistema de primeira ordem, bastando para isso utilizar
apenas um valor para cada caso.

Através da andlise da Tabela 5, percebe-se que a férmula aproximada fornece o
parametro com uma diferenca pequena daquele fornecido pelo método numérico. Os valores
serdo os mesmos se for adotada apenas quatro casas decimais, ainda que se faca o arredondamento.
Isso mostra que as formulas aproximadas sdo uma boa op¢ao com a vantagem de ndo ser preciso
utilizar um método numérico na determinagdo do parametro. Vale ressaltar que utilizou-se um
valor de o com muitas casas decimais para comprovar a precisdo das férmulas aproximadas, mas

para fins de utilizacdo em controle sdo necessdrias apenas uma ou duas casas decimais nio nulas.
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5 CONCLUSOES E TRABALHOS FUTUROS

Neste trabalho desenvolveu-se regras de sintonia para o filtro do SFSP, mais especifi-
camente do parametro ¢, para cada tipo de sistema de primeira ordem com atraso de transporte:
integrador, estdvel e instdvel. Assim, determinou-se a partir da condi¢do de estabilidade robusta
as referidas regras, tais que fornecem o menor valor de o capaz de garantir rapida rejeicao de
perturbagdes tipo degrau sem perda da robustez da estabilidade do sistema, bastando para isso
fornecer os parametros do processo, o valor da incerteza no atraso e o ganho de controle.

O valor do referido parametro do filtro possui relacdo com a estabilidade do sistema
de controle. Portanto, suas regras de sintonia s6 poderiam ter origem em alguma condi¢do de
estabilidade, sendo preferivel aquela em que se leva em consideracio a robustez da estabilidade.

Os resultados de simulagdo, em que aplicaram-se as regras propostas para a deter-
minacado de o, mostram que as formulas desenvolvidas cumprem de forma segura o objetivo
de resolver automaticamente o problema de compromisso desempenho-estabilidade do filtro
do SFSP, tanto na versdo aproximada quanto numérica, para cada um dos diferentes tipos de
sistemas de primeira ordem com atraso, dispensando a etapa de andlise grafica do indice de
robustez e da norma da incerteza. Para valores pouco abaixo dos fornecidos pela féormula,
ainda € possivel obter sistemas de controle estdveis na presenga de incerteza, uma vez que as
regras possuem o mesmo grau de conservadorismo da condicao de estabilidade robusta que as
originaram. Nesse caso, se preciso, a rejei¢ao de perturbacao pode ser melhorada, mas diferente
de antes da existéncia das leis de sintonia propostas, o projetista tem apenas o trabalho de fazer
um ajuste fino a partir do valor fornecido.

Como proposta de trabalhos futuros, pretende-se implementar um sistema de controle
sintonizado pelas regras em um processo real com atraso de transporte, desenvolver métodos de
obtenc¢do do pardmetro ¢ para sistemas de segunda ordem e/ou de fase ndo-minima com atraso e
para sistemas de primeira ordem em que se consideram incertezas no ganho, na constante de

tempo e no atraso de transporte.
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APENDICE A - DEMONSTRACAO DAS EQUACOES.

Demonstracdo da Eq. (3.19):

Sabendo-se que:
e | jp = e /A? — 1 = (cos (AL®) — 1) — jsin (ALw).

Temos

8 1|, = 1/ (cos (AL®) — 1)2 + (sin (AL®))? = v/2(1 — cos (ALw)).

Dessa forma:

g(w):\/Z(l—cos(ALa)))‘ A1)

®?+ (Kb+a)?

A frequéncia wy, onde g(®) é médxima determina-se fazendo:

d {2(1 —cos (AL®w))

el =0 A2
do a)2+(Kbia)2L_wM (8.2)

_ (2ALsin (ALay)) (03 + (Kb +a)?) —2(1 — cos(Awy)) - 20um _

(0% + (Kb+a)?)? 0 &-3)
= 2ALsin (ALwy ) (03 + (Kb £ a)?) —4(1 — cos(Awy ) ) oy = 0 (A.4)
ou ainda
= ALsin (ALwy) (0} + (Kb +a)?) —2(1 — cos(Amy)) oy = 0 (A.5)
sin (ALawyy) _ 20 (A6)

1 —cos(ALwy)  AL(w3 + (Kb+a)?)

Como sin (AL@y) = 2sin (%) cos <%> e 1 —cos (ALwy) = 2sin? <—AL2(”M>,

a equacdo Eq. (A.6) fica:

. (AL AL
251n< 2‘”’”)005( sz>_ 20y

2 sin’ (M)  AL(0F, + (Kb+a)?)

(A7)
2
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Uma vez que, em @ = @y, Sin (%) = 0, entdo

AL
cos (444) raray 20
= COt = > N (AS)
sin (AL2wM> 2 AL(0j; + (Kb+a)?)

Invertendo-se ambos os membros da Eq. (A.8), vem:

2 2 2
tan (AL‘DM) _ AL(oy +(Kb+a)) ALwy  ALKbEa)” (A.9)

2 20 2 20y
demonstrando a Eq. (3.19), especificamente quando se faz wy; = @y.
Obtencgdo da expressao dada pela Eq. (3.20):

Expandindo tan (%) em série de MacLaurin, temos:

2+3

2

(A.10)

ALwy 1 (ALwM>3 2 (ALa)M>5 B ALa)M+AL(Kb:ta)2
: = .

15 2 20y

Desprezando os termos de ordem maiores que 3, uma vez supondo AL < 1, vem:

ALwy 1 (ALoy\> ALwy AL(Kb+a)?

oM (M) o A1l
2 '3 ( 2 ) 2 T 20m @A.1h)
1 (ALoy\>  AL(Kb+a)?

= = ~ A.12
3 ( 2 ) 2(L)M ( )
1 5 5 ALKb+a)?
— AL}~ 2T A.13

Yl 20 (A13)

12(Kb+a)?
= ) ~ g (A.14)
Kb+a)\?
Oy ~ ‘{/12( AL“) , (A.15)

demonstrando a Eq. (3.20) quando wy; = @y
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APENDICE B - CODIGO DA FUNCAO QUE FORNECE O PARAMETRO a.

%» Funcao que retorna o parametro alpha do SFSP utilizando o

Metodo de Newton - Raphson

% h(x)=tan(dl*L*x/2) -dl*L*xx/2-dl*L*x(K*xb+/-a)~2/(2%x)

% h'(x)=(d1*L/2)*((sec(dl*L*x/2))"2-1+(K*b+/-a)"2/x"2)

% h''(x)=((d1l*L)~2/2)*(sec(dl*L*x/2) ) "2xtan(dl*L*x/2) -d1*L
* (K*xb+/-a)~2/(x"3)

% palpite inicial seria x0=2%pi/(3xdl*L) e dl a incerteza

percentual

function alpha=alp(a,b,L,dl,K)

x=2xpi/(3%xd1*L);

hx=tan(dl*L*x/2) -dl*xL*x/2-d1*L*(K*b+a) "2/ (2*x) ;

dhx=(dl1*L/2)*((sec(dl*L*xx/2))"2-1+(K*xb+a) ~2/x"2) ;

dh2x=((d1*L) ~2/2) *(sec(dl*L*x/2)) "2*tan(dl*L*x/2)-d1*L*(K*b
+a)~2/(x73);

k=0;

if (hx*dh2x)<=0 || dhx==
disp('Corrigir palpite inicial');
else

while abs(hx)>le-5

x=x-hx/dhx;

hx=tan(dl*L*x/2) -dl*xL*x/2-d1*L*(K*b+a) "2/ (2*x) ;
dhx=(dl1*L/2)*((sec(dl*L*x/2))"2-1+(K*b+a) ~2/x"2);
k=k+1;




end

end

end
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g=sqrt (2*(1-cos(x*dlx*L))/(x~2+(K*xb+a)~2));
if a<o0
a=-a;
alpha=g*(a+K*xb*(exp(a*L)-1))/(a*x(1-gxK*bxexp (axL
)));
elseif a==0
alpha=g*(1+L*Kxb) /(1-g*xKx*b) ;
else
alpha=g*(a+K*b*x(1-exp(-a*L)))/(a*x(1-g*K*b*exp(-a
*L)));

end
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