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ABSTRACT Lung cancer is one of the leading causes of death world wide. Several computer-aided diagnosis
systems have been developed to help reduce lung cancermortality rates. This paper presents a novel structural
co-occurrence matrix (SCM)-based approach to classify nodules into malignant or benign nodules and also
into their malignancy levels. The SCM technique was applied to extract features from images of nodules
and classifying them into malignant or benign nodules and also into their malignancy levels. The computed
tomography exams from the lung image database consortium and image database resource initiative datasets
provide information concerning nodule positions and their malignancy levels. The SCM was applied on
both grayscale and Hounsfield unit images with four filters, to wit, mean, Laplace, Gaussian, and Sobel
filters creating eight different configurations. The classification stage used three well-known classifiers:
multilayer perceptron, support vector machine, and k-nearest neighbors algorithm and applied them to
two tasks: (i) to classify the nodule images into malignant or benign nodules and (ii) to classify the lung
nodules into malignancy levels (1 to 5). The results of this approach were compared to four other feature
extraction methods: gray-level co-occurrence matrix, local binary patterns, central moments, and statistical
moments.Moreover, the results herewere also compared to the results reported in the literature. Our approach
outperformed the other methods in both tasks; it achieved 96.7% for both accuracy and F-Score metrics in
the first task, and 74.5% accuracy and 53.2% F-Score in the second. These experimental results reveal that
the SCM successfully extracted features of the nodules from the images and, therefore may be considered as
a promising tool to support medical specialist to make a more precise diagnosis concerning the malignancy
of lung nodules.

INDEX TERMS Computer-aided diagnosis, pulmonary nodules, lung cancer, textural features, structural
co-occurrence matrix, malignancy classification.

I. INTRODUCTION
Themost common cancers that cause death are lung, prostate,
breast and colon cancer. They represent 46% of all deaths
due to cancer and lung cancer is responsible for more than
a quarter (27%) of all cancers [1]. In developed countries,
lung cancer patients have a 10 up to 16% chance of having
a five-year survival rate [2]. Nevertheless, early detection of
lung cancer, through computed tomography (CT), tends to
improve survival in patients [1], insomuch that the five-year
survival rate increases to 70% [3].

The medical specialist first identifies the pulmonary nod-
ules from a CT scan, and then makes a possible progno-
sis based on the nodule morphology assessment including
the clinical context. However, he often has to analyze a
large number of nodules and make a prognosis quickly,
and such tasks become burdensome under these circum-
stances [2], [4], [5]. Thus, computer-aided diagnosis (CAD)
systems have arisen to overcome such situations. CAD sys-
tems are categorized into two groups, to wit, (i) detection
systems (CADe) and, (ii) diagnostic systems (CADx) [2].

18592
2169-3536 
 2018 IEEE. Translations and content mining are permitted for academic research only.

Personal use is also permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

VOLUME 6, 2018

https://orcid.org/0000-0003-3886-4309


M. B. Rodrigues et al.: Health of Things Algorithms for Malignancy Level Classification of Lung Nodules

CADx systems perform an automatic diagnosis based
on features extracted from the system input images.
The automatic classification of the nodules into malig-
nant or benign using CT images supports the medical spe-
cialist when assessing nodules [6] and at the same time
the CADx system provides a second opinion to help in
decision-making [5], [7], [8].

A combination of texture and shape features was used
for the classification of pulmonary nodules into malig-
nant or benign ones using several classifiers in [9]. The author
used 33 cases, of which 14 were malignant and 19 were
benign. The highest accuracy achieved was 90.91%.

A deep learning model of the Multi-Crop Convolu-
tional Neural Network (MCCNN) to classify the lung
nodules was introduced in [10]. The authors used 880
benign nodules and 495 malignant nodules from the Lung
Image Database Consortium and Image Database Resource
Initiative (LIDC/IDRI) dataset and obtained an accuracy
of 87.14%.

A Multi-Scale Convolutional Neural Network (MCNN)
for nodule diagnostic classification was proposed in [6].
This approach is robust against noisy inputs and it achieved
86.84% for nodule classification, also it outperformed the
benchmark textural descriptors. Overall, the authors used
880 benign nodules and 495 malignant nodules from the
LIDC/IDRI dataset.

A lung nodule classification system was proposed in [11].
This system uses texture and morphological features from
regions of interest containing lung nodules. The features
were obtained by the GLCM method and discrete wavelet
transform from 321 instances of lung nodules from the LIDC
dataset. Deep features extracted from an autoencoder were
used to classify lung nodules as either malignant or benign,
using 4303 instances containing 4323 nodules from the LIDC
dataset [5].

This work aims to classify the malignancy of lung nod-
ules using the feature extractor Structural Co-occurrence
Matrix (SCM) [12] and, a well-known classifier, in order
to support the medical specialist when assessing nodules
and also help him in decision-making. The performance
of the multilayer perceptron (MLP), the support vector
machine (SVM) and the k-nearest neighbors (k-NN) algo-
rithms were compared to decide which classifier works better
with the proposed SCM approach. Also, other experiments
were conducted to assess the SCM approach compared
to other extraction techniques, such as, the gray-level
co-occurrence matrix (GLCM), local binary patterns
(LBP), central moments (CM) and statistical moment
(SM) [13]–[15]. Moreover, the results were compared to
the pulmonary nodule classification approaches in [5], [6],
[9]–[11]. All the experiments applied the extraction methods
and classifiers on the same CT images. The results revealed
that the effectiveness of the approach presented here and
showed how it might help the medical specialist make a
more precise diagnosis concerning the malignancy of lung
nodules.

The remaining part of this work is organized as follows.
In Section II we present the feature extractors and classifi-
cation methods, and also detail the proposed approach and
the experiments setup. Then, we present the results and its
discussion in Section III. Finally, some conclusion remarks
are presented in Section IV.

II. METHODOLOGY
An overview of the proposed approach here is depicted
in Fig. 1. The first step consists of extracting ROIs
(pulmonary nodules) from the LIDC/IDRI dataset. In the
next step, different configurations of the SCM extractor are
applied to the aforementioned ROIs in order to build datasets
with the attributes of each node and its malignancy. Finally,
in the classification step, the datasets, which were built in the
previous step, go through a pre-processing; after which the
classifiers are trained and tested. These steps are detailed in
the next section.

FIGURE 1. Flowchart of proposed approach: (1) ROIs Extraction;
(2) Feature Extraction; (3) Malignancy Classification.

A. EXTRACTION OF THE ROIS
The LIDC/IDRI dataset [16] is composed of 1018 cases. Each
case contains CT images of the chest and an associated XML
file containing analytical data from four thoracic radiologists.
In this dataset, 7371 injuries were labeled as ‘‘nodule’’ by at
least one of the radiologists and 2669 of these injuries were
defined as ‘‘a 3mmnodule.’’ Of these, 928weremarked 3mm
by all four radiologists.

All data related to the nodules such as their coordinates
within the exams and their malignancies are specified in the
XML files. In order to obtain the ROI required in the feature
extraction step, the centroid of each nodule is computed based
on its coordinates. The centroid consists of three values x,
y, and z, where the ordered pair (x, y) corresponds to the
central position of the nodule in the slice z of the examination.
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FIGURE 2. ROIs of malignant (first three columns) and benign (last three
ones) nodules.

The ROI obtained from such a centroid consists of an image
sized 49 × 49 centered in the ordered pair (x, y) (nodule
center). Fig. 2 shows some ROIs of malignant and benign
nodules.

B. FEATURE EXTRACTION TECHNIQUES
Feature extraction techniques aim to obtain features from an
image or region of interest (ROI) and fully represent such
images or ROI. In this work, feature extractors were applied
to the ROIs that contain nodules and then the malignancy of
the nodules is defined during the classification step by apply-
ing machine learning techniques. In this section, we briefly
present the four feature extractors that were used to validate
our proposal.

The gray-level co-occurrence matrix (GLCM) proposed
by [17] analyzes the co-occurrence of gray intensities
between related pairs of pixels by means of distance and
direction. The GLCM results allow a set of attributes includ-
ing texture, energy, contrast, correlation, among others to be
computed.

The Local binary pattern (LBP) technique was initially
proposed by [18] based on the work of [19].In LBP, a label
(a binary number) is assigned to each pixel based on its
neighborhood. The proposal in [18] is invariant to grayscale
and variant to rotation. Nevertheless, an LBP version that is
invariant to both grayscale and rotation can be found in [20].

Statistical moments (SM) are scalar magnitudes that
describe the spatial distribution of the pixels of an image or a
ROI. SM is one of the most commonly applied methods
for image feature extraction. Central moments (CM) consist
in moments centered on regions, thus [21] proposed the
so called Hus Moments (HM) that are moments combining
invariant to rotation, translation and scale.

1) STRUTUCTURAL CO-OCCURENCE MATRIX
The Structural Co-occurrence Matrix (SCM) technique is a
method to analyze the relationship among low-level struc-
tures of two discrete signals in a n-dimensional space by
mapping the co-occurrences among input signal structures in
a two-dimensional histogram [12].

In the generic SCM model, consider two discrete signals
f ∈ Df ⊂ Cn and g ∈ Dg ⊂ Cn which have the same

number of samples in each dimension. In addition, consider
a k : Dg → Df that modifies the signal structures g. Such
function intends to increase the structural differences between
f and g. In the case of image applications, both f and g signs
are grayscale images defined in Df ⊂ Z2 with dimensions
m× n where L is the number of levels.

The SCM is a matrix M = {mi,j} that stores the
co-occurrence of the structures of the signals Q(f ) and
Q(k(g)) as shown in Equation 1 [12]

mi,j = #{(i, j)|P(i, j), i = Q(fp), j = Q(k(g))p+d }, (1)

where Q is a clustering algorithm of N classes or a quanti-
zation function of L to N levels. The goal of Qis to define
how the low-level structures of the signals are organized into
scales. The property P indicates whether the f and k(g) signal
intensities will be considered based on the similarity of their
quantized signal intensities from f and k(g). #{·} represents
the cardinality of the subset of pairs (i, j) ∈ I × I , I =
{0, · · · ,N − 1}, that satisfies the property P; fp means the
sample value in the p position and k(g)p+d represents the
sample value k(g) given an offset d .

A set of scalar attributes computed from the SCM represent
the structural information stored inM in a numerical format.
The attributes are categorized into three groups: the statistical
group, the information group and the divergence group [12].
The attributes of the statistical group focus on the structural
level similarity stored in M . The information group compre-
hends an attribute that classifies the order of the data in M
by measuring the randomness of the structural information.
Finally, the divergence group describes the mutual informa-
tion (dissimilarity) among the marginal distributions of M
which take into account that its elements are independent
variables.

FIGURE 3. SCM model applied to extract image features.

C. NODULES FEATURE EXTRACTION
Since we already have the ROIs, the SCM feature extractor
is applied and eight different datasets are generated. The
SCM model used in our approach is depicted in Fig. 3. First,
we have the nodules images represented as the input signal
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and the signals f and g are two equivalent nodule images in
grayscale and in Hounsfield Units (HU) defined in Df ⊂ Z2

with m× n dimensions and L levels.
Then, consider a k : Dg → Df that modifies the signal

structures g. The Gaussian, Laplacian, Mean and Sobel filters
were applied as the k function in order to find which provided
the SCM extractor with the best performance. These low-pass
(Gaussian and Mean) and high-pass (Laplacian and Sobel)
filters were chosen since low pass filters soften the image
details while high pass filters highlight the details. Thus,
the SCMextractor behavior can be evaluate according to filter
type.

D. MACHINE LEARNING TECHNIQUES
The aim of classifiers is to divide the feature space into
regions that represent samples from a category [22]. In this
work, the classifiers analyzed the features extracted from
images of lung nodules and then identified weather a nodule
was malignant or benign as well as its malignancy level.
We conducted various experiments with well-known clas-
sification methods in order to select one to work with our
proposal.

The multilayer perceptron (MLP) is a combination of
single-layer perceptrons towards solving non-linear prob-
lems [22]. MLP is described by having at least one hidden
layer between the input and output layer. The input layer is
responsible for receiving the information to be analyzed, then
the responses of one layer are passed on to the next layer as
impulses that drive among linked neurons which are boosted
by their corresponding weights. To conclude, an activation
function in the output layer returns the results related to the
input layer values [23].

The main goal of support vector machines (SVM) is to
find an optimal separating hyperplane in which all samples
from one class are set apart from the other class samples.
SVM is based on the theory of statistical learning [24] that
provides principles to improve the generalization ability of
models [25].
K -nearest neighbors (k-NN)is a non-parametric classifier

since it makes no assumption about the data distribution [22].
In the classification process, k-NN considers each training
set element as a tuple with the respective label indicating
its class. Each tuple is given as a point in an n-dimensional
space, thus given a new tupleX with no label, k-NN computes
the distances from X to all tuples in the training set and
then assigns to X the most frequent class in the k closest
tuples [22].

E. MALIGNANCY CLASSIFICATION
The LIDC/IDRI dataset [16] contains all the information
concerning the nodules such as their coordinates within the
exams and their malignancies specified in the XML files.
The malignancy information consists of a value from 1 to 5
that indicates an increasing degree of malignancy. In this
work, we conducted two experiments (i) a two-class prob-
lem (malignant and benign) in which the nodules with a

malignancy value of ‘‘3’’ were disregarded and the nod-
ules with a value of ‘‘1’’ or ‘‘2 ’’ were labeled as benign
and nodules valued ‘‘4’’ or ‘‘5’’ were labeled as malignant;
(ii) we considered a 5-class problem in which the nodules
were labeled according to their given malignancy values, that
is, nodules having malignancy values equal to 1 were labeled
as class 1, nodules having malignancy values equal to 2 were
labeled as class 2, and so on.

Before training and testing the classifiers with the datasets
generated by the SCM extractor, the number of samples was
reduced in order to have a balanced dataset. This reduc-
tion was conducted by selecting the 500 samples closest to
the mean value of each class. Thus, the reduced dataset in
the binary classification problem consisted of 1000 samples
divided into 500 samples labeled as malignant and 500 as
benign. The reduced 5-class classification problem totaled
2500 samples in which each class consisted of 500 samples.

The reduced datasets underwent experiments with the
following three classifiers: (i) MLP configured with an
8/20/2 neurons architecture (8 neurons in the input layer,
20 neurons in the single hidden layer and 2 neurons in
the output layer), (ii) SVM with radial base function ker-
nel (RBF) and, (iii) k-NN with k = 5. The MLP and
SVM hyperparameters were chosen through a grid search
technique with 10-folds cross-validation which finds the
best parameters through an analysis of the results obtained
from a combination of parameters. The grid search for
SVM was conducted on C ∈ [2−5, 2−4, 2−3, . . . , 215] and
γ ∈ [2−15, 2−14, . . . , 23] hyperparameters [26]. The grid
search for theMLP classifier architecture was used to find the
number of hidden layers (HL) and neurons in each classifier.
Moreover, we used the back-propagation algorithm as train-
ing with a learning rate of η = 0.01 and the momentum m =
0.01, and we defined the maximum number of iterations =
1000 or accuracy = 0.000001 as the stop criterion.
Each classifier was trained and tested 10 times. The results

were given as the averages (10 iterations) for the following
metrics: accuracy (ACC), sensitivity (True Positive Rate,
TPR), specificity (SPC), positive predictive value (PPV), and
F-Score. The ACC represents the ratio of samples correctly
classified. TPR represents the proportion of positive samples
correctly classified divided by the total number of positive
samples. Similar to TPR, SPC is the proportion of negative
samples correctly classified by the total number of negative
samples. The PPV is the ratio of positive samples correctly
classified and all samples classified as positive. The F-Score
measure is the harmonic mean between PPV and TPR.

All experiments were conducted on an Intel Core
i5 processor, 8GB RAM and MacOS X El Capitan
10.11.2 operating system. The extractors (Section II-B)
and classifiers (Section II-D) were implemented using the
OpenCV 3.0 library.

III. RESULTS AND DISCUSSION
This section presents and analyzes the experimental results
obtained by applying the MLP, SVM and k-NN classifiers on

VOLUME 6, 2018 18595



M. B. Rodrigues et al.: Health of Things Algorithms for Malignancy Level Classification of Lung Nodules

the two datasets generated by the SCM extractor: (i) binary
classification problem with malignant and benign labels, and
(ii) the 5-class classification problem with the 5 levels of
malignancy. The results are analyzed in two stages, the first
one makes a comparison among SCM configured with the
Media, Gaussian, Laplacian and Sobel filters combined with
the three aforementioned classifiers. In addition, the SCM is
applied to the ROIs in grayscale and Hounsfield Units (HU).
The goal in the first stage is to obtain the best combination
of the input image, filter and classifier. In the second stage
we compared SCM results with the extractors presented in
Section II-B. The results of the classifiers and their runtimes
were both taken into account.

A. BINARY CLASSIFICATION - BENIGN AND MALIGNANT
In this section we present the results and validate the SCM
performance for the binary classification problem.

1) OPTIMAL FILTER AND CLASSIFIER TO USE WITH SCM IN
PULMONARY NODULE MALIGNANCY CLASSIFICATION
Several tests with the SCM extractor were performed in order
to find the best combination of input information, filter and
classifier. The tests were performed in grayscale and HU
images using four different filters in the SCM: Mean, Gaus-
sian, Laplacian and Sobel filters.

The average results (10 iterations) of all combinations are
presented in Table 1 on the basis of accuracy, sensitivity,
specificity, positive predictive value, and F-Score.

TABLE 1. Average rate (10 iterations) of Accuracy (ACC), sensitivity (TPR),
specificity (SPC), positive predictive value (PPV) and F-Score of SCM. The
firsts and second higher values are in bold.

Table 1 shows that the SCM with the mean filter and SCM
with Gaussian filter applied on the ROIs in HU were the only
methods with ACC greater than 90%.

When the SCMwas applied on the grayscale images, using
the Sobel filter, it obtained an ACC value of ≈ 80% whereas
when using the other filters the results were not satisfactory
(≤ 71%). In addition, the results obtained using ROIs in HU
were below 65% with the Laplace filter and below 80% with
the Sobel filter.

The best results in Table 1 are for the SCM extractors with
mean filter and Gaussian filter both applied to HU images.
The SVM classifier, with the SCM Mean HU, achieved the
highest TPR, PPV, F-Score and ACC values.

The experiments conducted with the low-pass filters
(Gaussian and Mean) obtained better results when compared
to the high-pass filters (Laplace and Sobel). Thus, the SCM
extractor is able to obtain more relevant characteristics from
nodule images when low-pass filters are applied, since these
filters attenuate the details and remove noise from the original
images. Therefore, an image with less noise and with less
details guarantees a better SCM extractor performance.

The average runtime for training and testing of each classi-
fier for each extractor and also the average extraction runtime
of a sample are given in Table 2.

TABLE 2. Runtime average of training, test and extraction of SCM and
classifiers. The firsts and second higher values are in bold.

The average runtimes of the training and testing steps are
very similar among the extractors. Among the classifiers,
the k-NN achieved the fastest average runtime for training
and the slowest average runtime for testing. The MLP and
SVMclassifiers achieved the shortest training runtime values.
Among the classifiers which obtained the best metrics val-
ues, the SCM Sobel Grayscale extractor with MLP classifier
achieved the slowest training average runtime= 2.55 seconds
whereas the SCM Mean HU extractor with k-NN classifier
achieved the slowest test average runtime = 0.003 seconds.
Related to the extraction runtimes, all the SCM varia-

tions reached similar average runtime values which were less
than 0.05 seconds. seconds. Therefore, when the SCM is
combined with the right filter, it is able to extract relevant
characteristics from the pulmonary nodule images and the
experimental classification results proved that such extracted
features produced high accuracy rates as well as fast runtimes.

2) COMPARISON WITH FEATURE EXTRACTORS
REPORTED IN THE LITERATURE
The analysis performed in Section III-A.1, pointed out that
the SCM Mean HU was the best approach to extract nod-
ule features among the SCM extractor alternatives. In this
section, this approach is compared with the GLCM, LBP,
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Central Moments and Statistical Moments extractors. They
were applied using the same images and their extracted fea-
tures were validated by the same classifiers.

The goals here are to show that the SCMMean HU extrac-
tor outperforms the other extractors commonly used in the
literature. The experimental results are presented in Table 3
and cover the ACC, SPC, PPV and F-Score mean values
of 10 iterations of each combined extractor to each classifier.

TABLE 3. Average rate (10 iterations) of Accuracy (ACC), sensitivity (TPR),
specificity (SPC), positive predictive value (PPV) and F-Score of SCM,
GLCM, LBP, CM and SM. The firsts and second higher values are in bold.

Observing the results presented in Table 3 the LBP was
the only one which obtained the closest ACC value to the
SCM, with ≈ 80%. As one can see, the SCM extractor out-
performed all the other results. These superior results prove
the efficiency of our approach when applied to pulmonary
nodule malignancy classification.

TABLE 4. Time of training, testing and extraction of SCM, GLCM, LBP, CM,
SM and classifiers. The firsts and second higher values are in bold.

The Table 4 presents the average runtimes of extraction,
training and testing. The lowest average training runtimes of
the MLP and SVM classifiers were obtained with the infor-
mation from the SCM Mean HU extractor. The lowest aver-
age test runtime using the SVM classifier was also obtained
by our approach. However, the lowest average runtime with
the k-NN classifier was achieved by the CM extractor, fol-
lowed by SM. CM and SM extractors reached the lowest
average extraction runtime per sample of ≈ 0.0054 seconds,
followed by SCM Mean HU.

Despite the SM and CM extractors having the lowest
extraction runtimes, the SCM Mean HU still represents a
better approach, since the average accuracy rate obtained
reached 96.7%.

Therefore, our approach, the SCM Mean HU extractor,
achieved not only good metrics but it also outperformed the
runtime of the GLCM, LBP, CM and SM extractors, which
are considered standard approaches in literature.

The average confusion matrix obtained from the 10 itera-
tions of the SCM Mean HU, GLCM, LBP, CM and SM with
the classifiers is presented in Table 5. This average confusion
matrix shows the low number of false positives and false
negatives as well as the high number of samples classified
correctly of SCM.

Observing the Table 5, we highlight the low number of
misclassification with the SCM extractor. The low number of
false positives and false negatives is justified by the structural
analysis from SCM that is capable of highlighting relevant
information of the images, so the classification stage turns
more efficient. In addition, it can be highlighted that the SCM
extractor achieved higher true positive and true negative rates
among analyzed approaches.

3) COMPARISON WITH OTHER APPROACHES
FOR PULMONARY NODULE CLASSIFICATION
In Section III-A.1, the SCM with mean filter applied to
images in Hounsfield Units, called SCM Mean HU, was
selected as the best approach among the alternative extractors,
especially when its extracted features were applied as input
to an SVM classifier. In Section III-A.2, the SCM Mean
HU was compared to other extractors commonly used in
the literature (GLCM, LBP, CM and SM). This compari-
son was conducted by applying all extractors to the same
input images, in order to prove the efficiency of the SCM
Mean HU.

In this section, the results of the SCM Mean HU are
compared to the results of the other proposed approaches
for pulmonary nodule malignancy classification. It should
be mentioned that the information concerning the nodules is
from the same dataset LIDC/IDRI, but the images provided
to the extractors are different, since the method of selecting
the ROIs that contain the nodules varies among the authors.

The Table 6 presents the accuracy values of both our
approach and the related works. In some of these studies,
comparisons were also made with other methods.

The accuracy values presented in Table 6 show that the
SCMMean HU combined with the SVM classifier is an effi-
cient approach to classify pulmonary nodules. This approach
obtained an accuracy of 96.7%which is higher than the values
reported in the related works.

In addition to presenting the highest accuracy value,
the proposed approach used a balanced database with a large
number of images in which 500 samples were malignant
nodules and 500 samples were benign nodules.

In the literature, some works used a low number of nodule
images, which may hamper the method generalization ability.
In other studies, which used a considerable number of nodule
images, there are an unbalanced base with a larger number of
benign nodules.
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TABLE 5. Numerical average confusion matrix for SCM Mean HU, GLCM, LBP, CM and SM.

TABLE 6. Related works with the best result in bold.

B. MULTICLASS CLASSIFICATION - LEVEL
OF MALIGNANCY
This section aims to present and validate the results obtained
in applying the SCM Mean HU extractor on malignancy
level classification of nodules, considering the 5 levels of
malignancy according to the LIDC/IDRI dataset.

1) OPTIMAL FILTER AND CLASSIFIER TO USE WITH SCM
IN PULMONARY NODULE MALIGNANCY CLASSIFICATION
In this section, we present the results obtained with the MLP,
SVM and k-NN classifiers trained and tested on the datasets
generated by the SCM extractor. Similarly to Section III-A.1,
the SCM extractor is used with the Mean, Gaussian, Lapla-
cian, and Sobel filters. In addition, it is also applied on the HU
and grayscale images. Table 7 presents the ACC, TPR, SPC,
PPV and F-Score average values of 10 iterations for each
classifier with the SCM combined with a specific filter as
well as the input image type. The best results are highlighted
in bold.

TABLE 7. Average rate (10 iterations) of Accuracy (ACC), sensitivity (TPR),
specificity (SPC), positive predictive value (PPV) and F-Score of SCM. The
firsts and second higher values are in bold.

For the 5-class (levels of malignancy) classification prob-
lem, the settings of filter and input image type that obtained

the best results were the Mean and Gaussian filter applied
on the grayscale images (SCM Mean Grayscale and SCM
Gaussian Grayscale). The SCM Mean Grayscale achieved
the highest accuracy and specificity when its results were
used in the SVM classifier. On the other hand, the SCM
Gaussian Grayscale reached the highest values for TPR, PPV
and F-Score when used with the k-NN classifier.

In the 5-class classification problem, the F-Score values
were all less than 50% in the SCM applications on the HU
images unlike the binary classification results presented in
Section III-A.1. While for the grayscale images, only combi-
nations with the Mean and Gaussian filters obtained F-Score
values greater than 50%, except when used with the MLP
classifier.

The training, test and extraction information (average per
sample) runtimes are presented in Table 8.

TABLE 8. Mean time of training, test and extraction of SCM and
classifiers. The firsts and second higher values are in bold.

The training and testing runtimes as well as the extraction
runtimes are all very similar. In order to validate the SCM
application in the 5-class problem, the results of this later
extractor were compared with those of GLCM, LBP, CM and
SM in Section III-B.2.

2) COMPARISON WITH FEATURES EXTRACTORS
IN THE LITERATURE
In order to make a comparison with the GLCM, LBP, CM
and SM extractors, the best results obtained from the SCM
(SCM Mean Grayscale and SCM Gaussian Grayscale) were
selected.

Table 9 presents the ACC, TPR, SPC, PPV and F-Score
average values of 10 iterations for each extractor and classi-
fier. The best results are in bold. The results show that the
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TABLE 9. Average rate (10 iterations) of Accuracy (ACC), sensitivity (TPR),
specificity (SPC), positive predictive value (PPV) and F-Score of SCM,
GLCM, LBP, CM and SM. The firsts and second higher values are in bold.

SCM, even with values lower than those achieved in binary
classification, still achieved the highest values in all metrics.
The highest F-Score obtained by the GLCM, LBP, CM and
SM methods was 48.59% which was from.
The results of the average training and testing runtimes as

well as the extraction runtime (average for one sample) are
presented in Table 10. The CM and SM extractors obtained
the fastest extraction runtimes, followed by the SCM. The
SCM reached the fastest training and testing runtimes only
when combined with the SVM classifier. The k-NN classifier
runtimes were close to the SCM, CM and SM results. For
MLP, the fastest training runtimes were achieved by the SCM
and CM extractors.

TABLE 10. Time of training, test and extraction of SCM, GLCM, LBP, CM,
SM and classifiers. The firsts and second higher values are in bold.

Table 9 and 10 show that the SCM extractor even though it
does not achieved results as high as in the binary classifica-
tion, is still the best solution among the methods compared
here to handle the classification problem of nodule malig-
nancy levels.

IV. CONCLUSION
This work presented a new approach to classify pulmonary
nodules into malignant and benign nodules. This approach
applied the SCM extractor combined with a classifier.

To find the best SCM design, eight combinations of SCM
and classifier were tested, each one using a filter and a spe-
cific input image type. The filters usedwere:Mean, Gaussian,
Laplacian and Sobel, while the input images used were

grayscale and Hounsfield Units. The best results obtained
with the SCMextractor were comparedwith the GLCM, LBP,
CM and SM extractors. All extractor tests were performed
with the MLP, SVM and k-NN classifiers.

After all the comparisons had been analyzed, the best
results for nodule classification into malignant and benign
were obtained by the SCM extractor configured with the
Mean filter and applied to HU images combined with
the SVM classifier. All experiments were conducted with
the well-known LIDC/IDRI dataset.

In order to prove the efficiency of our proposed approach,
the SCM extractor was also used in the classification of nod-
ule malignancy levels for the 5-class classification problem.
As in the binary classification, eight variations of the extractor
were tested using the same filters and classifiers. The SCM
with the Mean and Gaussian filter both applied in grayscale
images were the ones that achieved the best results in the
comparison among SCM variations as well as in comparison
with the GLCM, LBP, CM and SM extractors.

These results validated our SCMextractor approach in han-
dling the malignant classification of pulmonary nodules, and
therefore can be of assistance for making medical diagnoses
more precise and faster in CAD systems.

Future works should be directed at improving the SCM
extractor for classifyingmalignancy levels of nodules through
experiments with various alternatives.
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