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RESUMO

Neste trabalho propomos o TRAJECTME, um algoritmo para resolver o problema de orientação

com a seleção de hotéis (OPHS, Orienteering Problem with Hotel Selection) a partir das traje-

tórias de turistas extraídas de serviços baseados em localização. Este método é uma extensão

do algoritmo memético proposto por Ali Divsalar em 2014, estado-da-arte do problema em

questão, também escolhido como baseline para comparação frente a solução proposta. Coletamos

dados de serviços como Foursquare e Flickr para reconstruir as trajetórias dos turistas. Em

seguida, construímos um modelo de grafo de hotéis (HGM, Hotel Graph Model) usando um

conjunto de trajetórias e um conjunto de hotéis para inferir sequências típicas de hotéis e pontos

de interesse (PoI). O HGM é aplicado na fase de inicialização e nas operações genéticas do

algoritmo memético para fornecer sequências de hotéis, enquanto a sequência de PoIs evolui

pela aplicação de movimentos de busca local. Avaliamos nossa proposta usando datasets reais

de três cidades italianas que possuem centenas de hotéis e PoIs. Os resultados mostram que o

algoritmo proposto supera o estado-da-arte em até 208% no score. Nosso algoritmo também faz

mais uso do budget disponível, sendo até 54% melhor do que o baseline nessa métrica.

Palavras-chave: planejamento de passeios turísticos; seleção de hotel; trajetórias; algoritmo

genético; planejamento de viagens.



ABSTRACT

In this work, we propose TRAJECTME, an algorithm that solves the orienteering problem with

hotel selection in several cities, taking advantage of the tourists’ trajectories extracted from

location-based services. This method is an extension of the state-of-the-art memetic-based

algorithm proposed by Ali Divsalar in 2014. To this end, we collect data from services such as

Foursquare and Flickr to reconstruct the trajectories of tourists. Next, we build a hotel graph

model (HGM) using a set of trajectories and a set of hotels to infer typical sequences of hotels

and point of interest (PoI). The HGM is applied in the initialization phase and in the genetic

operations of the memetic algorithm to provide sequences of hotels, whereas the associated

sequence of PoIs evolved by applying local search moves. We evaluate our proposal using a

large and real dataset from three Italian cities using up to 1000 hotels. The results show that the

proposed algorithm outperforms the state-of-the-art when using large real datasets. Our approach

is better than the baseline algorithm by up to 208% concerning the solution score and proved to

be more profitable toward PoI visiting time, being 54% better than state-of-the-art.

Keywords: sightseeing tours planning; hotel selection; trajectories; genetic algorithm; trip

planning.
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1 INTRODUCTION

Trip planning is of crucial importance to tourists in achieving a genuine travel

experience. Presume a tourist who is planning to visit several cities within a region with many

points of interests (PoIs) to be visited. This visit will endure several days, and only the hotel

locations of departure and arrival are defined. For each day of this travel, the start and end hotel

must be selected optimally, maximizing the satisfaction and the visiting time to the selected

PoIs and minimizing the travel time among PoIs. The hotels can be selected from all suitable

hotels available in the city. This example can be modeled as a variant of the orienteering problem

known as the orienteering problem with hotel selection (OPHS) (DIVSALAR et al., 2013).

However, current OPHS state-of-the-art solutions (DIVSALAR et al., 2013) (DIVSALAR et al.,

2014) (Van Hoek, 2016) (CASTRO et al., 2015) (DUARTE et al., 2016) do not scale when the

number of hotels can reach the order of thousands hotels, which is the case of real applications.

These solutions carried out experiments for synthetic datasets with up to 15 hotels and 100 PoIs.

However, real-world problems have a higher scale. Let’s suppose a traveler searching for hotels

in Rome at Booking.com. He will find over 1000 hotel options available for her selection. In this

regard, this work is the first attempt in the literature to provide a solution that scales given a large

number of hotels. We have achieved this result using real data from tourist trajectories, which

are collected and reconstructed from location-based services, such as Foursquare and Flickr.

We leverage real tourist trajectories to find an initial solution to the OPHS more

quickly. These trajectories carry the wisdom of the crowds regarding the most popular tourist

routes. Besides, these trajectories help us to pick up to the most visited PoIs and identifying

which regions are better to stay in a hotel closer to the attractions and tours. Figure 1 presents

a scenario that helps us to understand the importance of using real trajectories to select hotels

more efficiently. In Figure 1a the hotels in the city of Fortaleza are plotted whereas in Figure 1b

the common trajectories of the tourists that visit the city are traced. We can see that the spatial

extension of the trajectories match the distribution of the hotels, demonstrating that we can use

the tourist trajectories to improve the selection of the hotels. It is worth noting that in Figure 1b

the PoI that is distant from the hotel agglomeration refers to the airport of Fortaleza.
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Figure 1 – Figure (a) shows the distribution of hotels in the city of Fortaleza while in Figure (b)
the trajectories of tourists captured from location-based services are plotted together
with the hotels.

(a) Hotels in Fortaleza (b) Trajectories over hotels in Fortaleza

1.1 Contributions

The contributions of this work are three-fold: (1) an algorithm named Hotel Graph

Model that models a set of hotels in the form of a graph based on historical trajectories of

tourists in such a way that reduces the search space of solutions; (2) another algorithm named

TRAJECTME that uses the HGM to find solutions to the OPHS problem and that scales to

real-world cases generating solutions with quality comparable to competitors state-of-the-art

solutions; (3) a set of experiments using real data that demonstrates the accuracy and efficiency

of the proposal in scenarios with a large number of hotels.

We carried out experiments to validate our proposal using real datasets provided by

location-based services. We compare our proposal TRAJECTME to the Memetic Algorithm (MA)

presented in (DIVSALAR et al., 2014). The experiment’s results showed that our algorithm

overcomes the competitor achieving higher scores and better usage of time budget available

(travel utility metric), mainly when the number of hotels is large. Our approach is better than the

competitor by up to 208% with respect to the solution score and proved to be more efficient in

the use of visitation time, being 54% better than state-of-the-art.

1.2 Publications

As a result of this dissertation work, we have published the following paper:

• (OLIVEIRA et al., 2018) OLIVEIRA, E.; BRILHANTE, I. R.; MACEDO, J. A. F. de.

Trajectme: Planning sightseeing tours with hotel selection from trajectory data. In:
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ACM. Proceedings of the 2nd ACM SIGSPATIAL Workshop on Recommendations

for Location-based Services and Social Networks. [S.l.], 2018. p. 1..

1.3 Organization

This work is structured as follows. Chapter 2 presents a review over related literature.

This review explains the problems related to TRAJECTME and his main target problem. For each

of these problems, we present the definition, practical applications, and approaches proposed by

literature to solve them. The first kind, Orienteering Problem, is presented in Section 2.1 and its

variations in the next ones: Team Orienteering Problem (Section 2.1.1), Orienteering Problem

with Time Window and Team Orienteering Problem with Time Window (Section 2.1.2). Still,

in this chapter, the Tourist Trip Design Problem (Section 2.2) is presented, since TRAJECTME

is mainly applied to solve problems related to tourism routing planning. Next, in Section 2.3,

the Orienteering Problem with Hotel Selection (OPHS), which is the target problem addressed

by TRAJECTME, is detailed. We conclude the Chapter 2 in the Section 2.4 discussing about

the related works. Chapter 3 presents the proposed approach of this work. Section 3.1 presents

the Hotel Graph Model (HGM), its definition and how it is built. Section 3.2 presents the

TRAJECTME , how it uses the HGM to extends the state-of-art algorithm and how it improves

the results and the performance over big OPHS instances. Section 3.3 describes how to build the

tourism knowledge base used by the proposed solution. Chapter 4 describes how was carried out

the experiments and results obtained. Chapter 5 concludes the work.
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limited to a day (or week). Then the problem is to pick a feasible set of cities, which is

worth to visit in order to maximize the gains and minimize the losses.

• Tourist guide (SOUFFRIAU et al., 2008): For tourists visiting a city or region, it is often

impossible to visit everything they are interested in. Thus, they have to select what they

believe to be the most valuable attractions. Making a feasible plan in order to visit these

attractions in the available time span is often a difficult task. These planning problems are

called Tourist Trip Design Problems (TTDP) and will be discussed in Section 2.2.

• Home fuel delivery(GOLDEN et al., 1987): A fleet of trucks has to deliver to a large number

of customers on a daily basis. The customers’ fuel inventory level should be maintained

at an adequate level at all times. The forecasted inventory level can be considered as a

measure of urgency. A primary goal is to select a subset of customers to be visited each

day who urgently require a delivery and are clustered in such a way that efficient truck

paths can be constructed. This subset selection step is modeled as an OP where the urgency

of delivery at a customer is used as the score. It is the first step of the larger inventory and

routing problem of home fuel delivery. Other steps include the assignment of customers to

vehicles and constructing efficient paths for each truck, between the assigned customers.

• Military application (WANG et al., 2008): When a submarine or an unmanned aircraft is

involved in surveillance activities, the length of the expedition is limited by a fuel or time

constraint and the goal is to visit and photograph the best subset of all possible vertices.

• Another application mentioned in the literature is the single-ring design problem when

building telecommunication networks (THOMADSEN; STIDSEN, 2003).

To solve OP, several researchers proposed algorithms. On the one hand, optimal

approaches, like branch-and-bound (LAPORTE; MARTELLO, 1990)(RAMESH et al., 1992)

and branch-and-cut (GENDREAU et al., 1998a)(FISCHETTI et al., 1998). A branch-and-

bound algorithm consists of a systematic enumeration of candidate solutions thought of as

forming a rooted tree with the full set at the root and then the algorithm explores branches

of this tree, which represent subsets of the solution set. A branch-and-cut involves running

a branch and bound algorithm and using cutting planes, which are optimization methods that

iteratively refine a feasible set, to tighten the linear programming relaxations. However, it only

can handle instances only up to 500 vertices (VANSTEENWEGEN et al., 2011b). In the other

hand, many heuristics approaches was proposed to tackle bigger instance of OP, like stochastic

and deterministic algorithms (TSILIGIRIDES, 1984), centre-of-gravity heuristic (GOLDEN et





21

schools to visit each day and try to maximize the recruiting potential.

• Routing technicians to service customers (TANG; MILLER-HOOKS, 2005): Each TOP

path represents a single technician who can only work a limited number of hours in a

day. Thus, not all customers requiring service can be included in the technicians’ daily

schedules. A subset of customers will have to be selected, taking into account customer

importance and task urgency.

Column generation can be used as an exact algorithm to solve the TOP (BUTT;

RYAN, 1999). Column generation is an efficient algorithm for solving larger linear programs:

the overarching idea is that many linear programs are too large to consider all the variables

explicitly. Since most of the variables will be non-basic and assume a value of zero in the

optimal solution, only a subset of variables needs to be considered in theory when solving the

problem. Column generation leverages this idea to generate only the variables which have the

potential to improve the objective function, i.e., to find variables with negative reduced cost,

assuming without loss of generality that the problem is a minimization problem. They were able

to solve problems with up to 100 vertices when the number of vertices in each path remains small.

Another exact method to deal with TOPs is starting with column generation and couple this with

branch-and-bound to obtain a branch-and-price scheme (BOUSSIER et al., 2007). Branch and

price is a branch-and-bound method in which at each node of the search tree, columns may be

added to the linear programming relaxation.

The first published heuristic for the TOP was developed in 1996 (CHAO et al.,

1996a) and is more or less the same as their five-step heuristic for the OP. The five-step heuristic

only considers vertices that can be reached. In a Euclidean space, these vertices lie within an

ellipse using start and end vertex as foci and the available budget as the length of the major axis.

The initialization step creates many different paths, each starting with a vertex far away from

the start and end vertex, and always assigns all other vertices to one of the paths using cheapest

insertion. The best path is selected as the initial solution. Then more four steps are applied

to improve the solution by swapping or replacing already included and adding non-included

vertices. The difference between the first heuristic TOP and the five-steps heuristic is that, in

the first one, instead of only selecting the best path, a set of best paths are selected and two

reinitialization steps are used instead of one.

More metaheuristcs approaches were proposed to solve TOP, like tabu search heuris-

tic and Variable Neighbourhood Search (VNS) (ARCHETTI et al., 2007), Ant Colony Optimiza-
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tion (ACO) (KE et al., 2008), Guided Local Search (GLS), Skewed Variable Neighbourhood

Search (SVNS) (VANSTEENWEGEN et al., 2009a)(VANSTEENWEGEN et al., 2009c) and

Greedy Randomized Adaptive Search Procedure (GRASP) with Path Relinking (SOUFFRIAU

et al., 2010).

GLS (VANSTEENWEGEN et al., 2009a) and SVNS (VANSTEENWEGEN et

al., 2009c) were the first to focus on obtaining good TOP solutions in only a few seconds of

computational time. Both algorithms apply a combination of intensification and diversification

procedures. Two diversification procedures simply remove a chain of attractions in each path.

Another procedure tries to gather the available budget spread over different paths within the

current solution, into a single path in the new solution. Two types of intensification procedures

are designed. The first type tries to increase the score and the second type tries to decrease the

travel time in a path. The SVNS algorithm outperforms the GLS algorithm. Furthermore, the

computation time of the SVNS algorithm is lower. The success of the SVNS algorithm can be

explained by a combination of factors. First of all, the SVNS framework appears suitable for

this type of problem. Accepting a slightly worse intermediate solution when it is far from the

incumbent, is a good strategy for selecting the vertices that will be part of the optimal solution.

Additionally, the importance of a good diversification strategy is experimentally demonstrated

and certain moves appear to be essential. The most important conclusion, however, is that it

will always be the specific combination and sequence of different moves that determine the final

quality of the algorithm.

2.1.2 Orienteering Problem with Time Window

In the Orienteering Problem with Time Window (OPTW), each vertex is assigned

a time window and only can be visited during the specified time window (KANTOR; RO-

SENWEIN, 1992) (Figure 5). There’s a variation of OPTW which multiple time-windows can

be assigned to the vertices (SOUFFRIAU et al., 2013). When first approached, Orienteering

Problem with Time Window (OPTW) and Team Orienteering Problem with Time Window

(TOPTW), discussed in the last paragraph of this section, received a lot of attention. The main

reason is that instances with time windows should be solved in a very different way than instances

without time windows. For instance, the well-known 2-Opt (LIN, 1965) move is indispensable

to obtain high-quality results for the OP, but due to the time windows, it cannot be applied to

efficiently solve the OPTW.
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states are extended by adding an extra vertex at the end. Forward and backward states are matched

if feasible and dominance tests are applied to record only non-dominated states. Decremental

state space relaxation is used to reduce the number of states to be explored (RIGHINI; SALANI,

2009). A Special case of the OPTW in which the starting and end vertex are the same was

addressed with a simple constructive heuristic and a granular variable neighborhood search

(MANSINI et al., 2006).

Team Orienteering Problem with Time Window (TOPTW), as mentioned earlier, is

same as TOP, but with time window constraint in the vertex. Also as TOP, the goal of TOPTW is

to maximize the sum of the collected scores by a fixed number of routes. The applications of TOP

can be also extended to applications scenarios of TOPTW. For instance, a tourist visiting a city for

some days and the museums only stay open in the afternoon and the nightlife attractions only start

at midnight and end at sunrise. Some of solutions proposed to tackle TOPTW includes ant colony

optimization (MONTEMANNI; GAMBARDELLA, 2009), Variable Neighbourhood Search

(TRICOIRE et al., 2010), Iterated Local Search (ILS) metaheuristic (VANSTEENWEGEN et

al., 2009b).

Many practical applications of the orienteering problem and its extensions are related

to solutions of the touristic routing problem, also known as Tourist Trip Design Problem (TTDP).

This problem is discussed in the next section.

2.2 Tourist Trip Desing Problem

The tourist trip design problem (TTDP) refers to a route-planning problem for

tourists interested in visiting multiple points of interest (PoIs) (GAVALAS et al., 2014). TTDP

solvers derive daily tourist tours, i.e., ordered visits to PoIs, which respect tourist constraints and

PoIs attributes. The main objective of the problem discussed is to select PoIs that match tourist

preferences, thereby maximizing tourist satisfaction, while taking into account a multitude of

parameters and constraints (e.g., distances among PoIs, visiting time required for each PoI, PoIs

visiting days/hours, entrance fees, weather conditions) and respecting the time available for

sightseeing on a daily basis.

Personalized Electronic Tourist guides (PETs) may be used to derive personalized

tourist routes (BRILHANTE et al., 2015)(GARCIA et al., 2009)(KENTERIS et al., 2009).

Based on a list of personal interests and preferences, up-to-date information for the PoIs and

information about the visit (e.g. date of arrival and departure, accommodation address, etc), a
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PET can suggest feasible and near-optimal routes that include visits to a series of most interesting

PoIs (VANSTEENWEGEN; OUDHEUSDEN, 2007).

A number of web and mobile applications have recently incorporated tourist route

recommendations within their core functionality (VANSTEENWEGEN et al., 2011a)(MTRIP,

2018)(GAVALAS et al., 2012). In effect, they incorporate the main functionalities of PETS i.e.,

they generate personalized routes taking into account several user-defined parameters within their

recommendation logic (days of visit, preferences upon POI categories, start/end location, visiting

pace/intensity), while also allowing the user to manually edit the derived routes, e.g. add/remove

PoIs. Recommended tours are visualized on maps (BRILHANTE et al., 2015)(PLANNER,

2018)(MTRIP, 2018)(GAVALAS et al., 2012), allowing users to browse informative content

on selected PoIs. Some tools also offer augmented reality views of recommended attractions

(MTRIP, 2018).

The generic problem of personalized tourist route generation which is mainly associ-

ated with the route generation functionality of mobile tourist guides and PETs has been defined

as the “Tourist Trip Design Problem” (TTDP) (VANSTEENWEGEN; OUDHEUSDEN, 2007).

The modeling of the TTDP is approached considering the following input data:

• A set of candidate PoIs, each associated with a number of attributes (e.g. type, location,

opening days/hours, etc).

• The travel time among PoIs calculated using multi-modal routing information among PoIs,

i.e. tourists are assumed to use all modes of transport available at the tourist destination,

including public transportation, walking and/or bicycle.

• The score of each PoI, calculated as a weighted function of the objective and subjective

importance of each PoI (subjectivity refers to the users’ individual preferences and interests

on specific PoI categories).

• The number of routes that must be generated, based upon the period of stay of the user at

the tourist destination.

• The anticipated visiting duration of a user at a PoI which derives from the average duration

and the user’s potential interest for that particular PoI.

• The daily time budget that a tourist wishes to spend on visiting sights; the overall daily

route duration (i.e. the sum of visiting times plus the overall time spent moving from a

PoI to another which is a function of the topological distance) should be kept below this

budget.
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A basic classification of the TTDP variants may be based on the number of the

derived routes as follows: (i) single tour TTDP variants aiming at finding a single tour that

maximizes the collected profit while respecting certain tourist constraints and PoI attributes, and

(ii) multiple tour TTDP variants aiming at finding multiple tours based upon the number of days

the tourist’s visit will last.

Single tour variants of the TTDP can be modeled using the Orienteering Problem

(OP). Clearly, the OP may be used to model the simplest version of the TTDP wherein the PoIs

are associated with a score and the goal is to find a single tour that maximizes the profit collected

within a given time budget. Multiple tours variants of TTDP can be modeled using the Team

versions of OP. Extensions of the OP have been successfully applied to model more complex

versions both of the single and multiple tours of TTDP. The vast majority of the papers in the

TTDP literature use the OP and its extensions to model different variants of the problem.

Given we describe the two main upper kinds of problems related to our approach,

it’s the time to detail the main kind of Orienteering Problem address by our work, its variation

with hotel selection.

2.3 Orienteering Problem with Hotel Selection

The orienteering problem with hotel selection (OPHS) was defined by (DIVSALAR

et al., 2013) as a variant of the Orienteering Problem (OP). Is similar to Team Orienteering

Problem (TOP), the difference is that in the TOP all trips have to start and end in the same vertex

and no hotels need to be selected. OPHS is the main problem tackle by this work. To understand

it better, we need to present a formal definition below.

In the OPHS, a set of hotels H = {h1, . . .hM}, and a set of points of interest (PoIs)

P = {p1, . . . pN} are given to form the set of vertices V = {h1, . . .hM, p1, . . . pN}. Each PoI pi

is associated with a score Si representing its relevance, while hotels have no score. The time ti j

to travel from vertex i to j is known for all pairs. Therefore, a trip T is defined by a start hotel

hs, an ordered set of PoIs and an end hotel he. Each trip Ti is limited to a given time budget T d
i .

Finally, the solution tour T ∗ is defined as D connected trips, where the end hotel of a trip is also

the start hotel of the next one, and each PoI is visited at most once.

Given an integer D, the departure and arrival hotels, the goal of the orienteering

problem with hotel selection is then to determine a tour T ∗ with D connected trips that maximize

the total collected score of the visited PoIs.
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It requires to save zones (hotels) for provisioning between two missions. There are several

possible points (vertices) to survey, but not all of them can be visited due to the limited available

time. The submarine wants to maximize its benefit by selecting the most interesting combination

of points. Only the initial departure and final arrival location of the whole surveillance activity

are fixed. The departure and arrival save zone of each mission during the activity should be

selected in an optimal way, considering the points that are selected for a visit. It is clear that

when the submarine ends its current mission (trip) in a certain save zone, the next mission has to

start in the same save zone.

Actually, depending on the exact practical circumstances, many of the applications

for the orienteering problem or for the traveling salesperson problem with hotel selection

(VANSTEENWEGEN et al., 2011b) can be modeled more appropriately by the OPHS. For

example, the well-known traveling salesperson problem turns into an OPHS under (realistic)

circumstances: if the traveling salesperson needs to select which of his possible clients he will

actually visit during his multiple day tours and he also needs to select the most appropriate hotels

to stay every night. Other examples are truck drivers with limited driving hours wanting to reach

an appropriate parking space, routing maintenance technicians with several depots to pick up

spare parts, etc.

At this point, we describe all kind of problems related to our work. In the next

section, we describe the works related to the TRAJECTME and the key differences between the

approaches.

2.4 Related Works

Skewed Variable Neighborhood Search (SVNS) (DIVSALAR et al., 2013) and

Memetic Algorithm (MA) (DIVSALAR et al., 2014) were the firsts works on OPHS. Brilhante

et al. (BRILHANTE et al., 2015) uses the trajectory drawn from the wisdom-of-the-crowd to

solve Tourist Trip Design Problem (TTDP). TRAJECTME joins both the state-of-art solution

construction steps and trajectories concept presented in (BRILHANTE et al., 2015) to solve

OPHS. A description of each work is given below, as well as the Table 1 comparing the main

characteristics of each one.

SVNS (DIVSALAR et al., 2013) introduced the hotel selection variant of the orien-

teering problem (OP). That work presents a mathematical formulation and possible applications

of this problem. A modified variable neighborhood search framework (VNS), called Skewed
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VNS (SVNS), was created to deal with OPHS. The SVNS obtains high-quality solutions for a lot

of benchmark instances of varying size with known optimal solutions. However, hotel selection

is a sensitive step of the problem, since choosing a different hotel significantly affects the entire

solution. Thus, it is hard to determine which combination of hotels leads to a selection of high

score vertices.

The structure of the OPHS, and the fact that it is not possible to predict which

selection of hotels will result in a good solution, automatically leads to a two-level solution

strategy. In this way, one level focuses on the hotel selection and the other part concentrates

on the selection of PoIs. Thus, Divsalar et al. (DIVSALAR et al., 2014) created a memetic

algorithm (MA) that corresponds naturally to this two-level solution strategy.

Making use of historical data from tourists, collected from location-based services,

can provide a way to reduce MA’s computational search effort. A frequently visited sequence of

PoIs is an indicator of quality and can be used as a starting point for the construction of better

trips. Such sequence of PoIs is called trajectories in (BRILHANTE et al., 2015).

TRIPBUILDER (BRILHANTE et al., 2015) mines data from location-based services,

like Foursquare and Flickr, to build the tourist route that maximizes the tourist’s interest based

on his preferences. TRIPBUILDER is modeled as an instance of the Generalized Maximum

Coverage (GMC) problem. Internally, (BRILHANTE et al., 2015) extracts trajectories made

by tourists in the past to create solution routes. A trajectory is a sequence of PoIs and must be

fully considered to build a solution. However, TRIPBUILDER does not consider hotels as part of

sightseeing planning.

The Table 1 compares the features of related works to TRAJECTME. SVNS and

MA are computationally fast to solve OPHS with little variation for optimal solutions of their

syntactic instances, but they are limited to handle large instances, like in real scenarios with

hundreds of hotels and PoIs. On the other hand, TripBuilder takes advantage of trajectories that

carries out the wisdom-of-the-crowds information to reduce the computational effort required

to search for solutions in the solution space, but it doesn’t deal with hotel selection. Therefore,

TRAJECTME take advantage of characteristics from MA and TripBuilder to deal with large

instances of OPHS (Figure 7), like real world tourism destinations, and including hotel as part of

tour sightseeing planning. The next chapter presents a more detailed description of TRAJECTME

and how it makes use of the key features of both related works to solve OPHS.
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3 TRAJECTME: TRAJECTORY BASED MEMETIC ALGORITHM

In this chapter, we describe our proposal called TRAJECTME to solve the oriente-

ering problem with hotel selection. TRAJECTME extends the original Memetic Algorithm by

incorporating historical movements of tourists into a hotel graph model that summaries relevant

pairs of hotels to boost the memetic algorithm procedures. We also present the Hotel Graph

Model that is the key feature of the TRAJECTME and sets it apart from the state-of-art. Then, we

detail the main components and the steps of the algorithm. First of all, we need to define some

concepts.

Let us recall some definitions mentioned earlier: H = {h1, . . . ,hM} as the set of

hotels and P = {p1, . . . , pN} as the set of PoIs. Each PoI pi and hotel h j are univocally identified

by its identifier, name and its geographic coordinates (latitude and longitude). The relevance

score of the PoI pi is given by Si.

As mentioned early in the related works section, TRAJECTME takes advantage of

the concepts from such works. Therefore, the following two definitions are strongly based on the

definitions presented by (BRILHANTE et al., 2015).

Definition 3.0.1 (User PoI History). Given a user u and the PoIs P , the PoI history of u is the

temporally ordered sequence of m points of interest visited by u. Each PoI pi of Hu is annotated

with the two timestamps indicating the start time t1i and the end time t2i of the visit:

Hu =< (p1, [t11, t21]), . . . ,(pm, [t1m, t2m])>

Let δ (t) be a function that returns a timestamp with time at the start of the day from

a given timestamp t. For example:

δ (2018-10-20 23:10:00)

2018-10-20 00:00:00

Definition 3.0.2 (Trajectory). Given a PoI history Hu, we define a trajectory Tu any subsequence

of Hu

< (pk, [t1k, t2k]), . . . ,(pk+i, [t1(k+i), t2(k+i)])>
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such that:

i≥ 1 (3.1)

δ (t1k) 6= δ (t2(k−1)) , if k > 1 (3.2)

δ (t1(k+i)+1) 6= δ (t2(k+i)) , if (k+ i)< m (3.3)

δ (t1(k+ j)) = δ (t2(k+ j+−1)) ,∀ j s.t. 1≥ j ≤ i. (3.4)

The constraint 3.1 ensures that such subsequence has at least two PoIs. The constraint

3.2 ensures that the start of the day of the first PoI of such subsequence is different from start of

the day of the last PoI of the previous one (if exists, i.e., if k > 1). The constraint 3.3 ensures

that the start of the day of the last PoI of such subsequence is different from the start of the day

of the first PoI of the next one (if exists, i.e., if (k+ i)< m). Finally, the constraint 3.4 ensures

that the start of the day of all PoIs of such subsequence is the same.

The trajectories are intuitively sequences of PoIs visited consecutively on the same

day by the user, from the first visited PoI to the last one on that day. For sake of simplicity, we

denote Tu. f irst and Tu.last the first and last visited PoI in the trajectory T , respectively. In

addition, we can measure the relevance of trajectory by summing the relevance score of the PoIs

as:

k+i

∑
j=k

S j

Given the definitions, we can now describe precisely the Hotel Graph Model and the

TRAJECTME operation. Let’s start with HGM.

3.1 Hotel Graph Model

Divsalar et al. (DIVSALAR et al., 2014) claim that the first problem to solve in

OPHS is the selection of a good sequences of hotels, i.e., sequences that are feasible and are

able to produce good sequence of PoIs to be visited within the time constraint. In our proposal,

trajectories mined from the previous movement of tourists can highlight the best hotels in the

city to generate the trips for OPHS. In fact, the trajectories represent the daily visited PoIs, where

the users usually start and end their daily visitation. From this perspective, the start and end PoIs

of the trajectories can be seen as important locations for selecting nearby hotels.
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Therefore, our intuition is that the first and last PoIs of the trajectories represent

good location candidates to find relevant hotels and, consequently, generate better sequences of

Pois to visit.

Definition 3.1.1 (Hotel Graph Model). The Hotel Graph Model (HGM) is a graph Gh = (H ,E),

where the set of vertices H = {h1, . . . ,hM} is the set of hotels, and the edges are defined as

tuples (hi,h j,ci j,Tu), where each edge carries a trajectory Tu and the cost ci j of traversing and

visiting PoIs in Tu starting at hi and ending at h j.

As we can see in the Definition 3.1.1, the edges of the HGM are essentially trips for

the orienteering problem with hotel selection: a sequence of PoIs (trajectories) connected by two

hotels.

In order to build the hotel graph model, we need to associate the trajectory set and

the hotel set in such a way the closest hotels are preferable over far hotels. Hence, we look up

the first and last PoIs of each trajectory to spatially match the closest hotels to each of those PoIs.

We resort to R-tree data structures for spatial indexing and k nearest neighbor querying.

Algorithm 1 demonstrate how HGM is built given the set of trajectories T , set

of hotels H and an integer k. The main loop of the algorithm consists of iterating for each

trajectory, applying k-nn over the first and last PoI of each trajectory, which are denoted by

Tu. f irst and Tu.last, to create the edge (H i
p,H

j
q ,ci j,Tu), where H i

p and H j
q are the i-th and j-th

closest hotels to PoIs p and q, respectively. The cost ci j can be obtained from any arbitrary cost

function, like the time to travel between two PoIs or the distance between them. Note that, in

line 14 of the algorithm, we keep only the trajectory Tu with the highest score for each edge,

when more than one trajectory is found for the pair of hotels.

Figure 8 depicts the overall process of building the hotel graph model from 8

trajectories, 12 hotels and k = 1. Given the trajectory and hotel sets (Figure 8a), the 1-nn is

applied to find the closest hotel for the start and end PoIs of each trajectory (Figure 8b). Then,

hotels connected by trajectory generate the edges in the HGM. Edges are then created between

hotels when at least one trajectory connects them (Figure 8c). An example of trajectory is

presented to help the understanding (Figure 8d). The connected trajectories are the User PoI

History defined in the Definition 3.0.1.

In the next section, we present our proposal TRAJECTME that boosts the Memetic

Algorithm by incorporating the hotel graph model built from trajectories of tourists.
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Input :Set of trajectories T , the set of hotels H , an integer k
Output :Gk = (H ′,Eh)

1 u← 1;
2 while u≤ |T | do
3 p←Tu. f irst;
4 q←Tu.last;
5 Hp← ηk(p) ; /* apply k-nn given p over H */
6 Hq← ηk(q) ; /* apply k-nn given q over H */
7 i← 1;
8 while i≤ |Hp| do
9 H ′←H ′∪{H i

p};
10 j← 1;
11 while j ≤ |Hq| do
12 H ′←H ′∪{H j

q};
13 compute ci j;
14 update Eh with (H i

p,H
j

q ,ci j,Tu), keeping Tu with the highest score;
15 j← j+1;
16 end
17 i← i+1;
18 end
19 u← u+1;
20 end
21 return Gk = (H ′,Eh)

ALGORITHM 1: Hotel Graph Model Construction.

3.2 TRAJECTME

TRAJECTME is a genetic algorithm hybridized with local search techniques and

boosted by a hotel graph model. The genetic algorithm focuses on the (re)combination of

different sequences of hotels, where the local search technique is a Variable Neighborhood

Descent (VND) (DUARTE et al., 2016) which focuses on finding good sequences of PoIs

between each pair of hotels in the tour for the OPHS. TRAJECTME takes advantage of HGM

both for quickly generate of initial population and simplify the maintenance of data structure

that keeps the trips between pairs of hotels.

Again, as mentioned early in the related works section, TRAJECTME takes advantage

of the concepts from such works. Therefore, the general structure and the steps of this algorithm

are strongly based on the Memetic Algorithm (MA) presented by (DIVSALAR et al., 2014).

The main difference between them it’s the underlying presence of HGM during the initialization

phase as a preprocessor and as a data structure that keeps the best trips between the hotels. By

extends the MA, we need to describe it in all steps and details.

The general structure of TRAJECTME (Algorithm 2) consists of three main procedu-
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Input :Hotel Graph Model Gk = (H ′,Eh), an integer D, an departure hotel hd and an arrival hotel ha

Result: Best_Found_Solution
1 Initialization:
2 Generate initial population;
3 MainLoop:
4 IterN← 1;
5 while IterN < MaxIterations do
6 Populate the Pool;
7 Sort the Pool according to quality;
8 Save the Best_Found_Solution;
9 Population management;

10 IterN← IterN +1;
11 end

ALGORITHM 2: TRAJECTME general structure.

generate sequences until the number of solutions (sequences) reaches the population size. The

size of the population is a parameter and will be discussed in Section 3.2.4. (b) A sequence of

hotels is created starting from the hotel of departure and selecting the next hotels one by one. The

HGM contains all possible next hotels from each start hotel through its edges. This process is

carried out until the arrival hotel is reached. (c) The choice of the next hotel is made through the

well-known selection method roulette wheel (GOLDBERG, 1989) (more about below). When

selecting a hotel makes it impossible to arrive at the hotel of arrival, the last selected hotel is

discarded and another is selected using the same probabilistic procedure. If there is no path of

size D in the graph between the hotel of departure and the hotel of arrival, this sequence is given

as infeasible.

As mentioned above, roulette wheel is the method used to select a next hotel. To

explain it, let Hi be a start hotel and Ei ⊂ Eh the set of edges of Hi in which are its possible

end hotels and fi it fitness value, which is the unit of measure of this method. In the roulette

wheel version used by TRAJECTME, the score of the edge between Hi and an end hotel H j is

used as the fitness value. The selection process starts by randomly choose value p such that

0≤ p≤ ∑ j∈Ei
f j. Then, a loop iterates over Ei through j until the accumulation of fitness values

f j reach p. Then, the j-est hotel whereupon the sum reach p is the selected one. Thus, the edge

with the highest score is most likely to be selected. Figure 9c illustrates how the roulette wheel

looks like: each instance (Ei) has its perimeter directly proportional to the fitness f j and p is

picked randomly within the roulette perimeter.
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Input :X ← The incumbent solution of the Local Search
1 N←{ Insert, Move-Best, Two-Opt, Swap-Best, Extract-Insert, Extract2-Insert } ;
2 k← 0 ;
3 while k < 6 do
4 X ′← Apply neighborhood structure Nk on X;
5 if X ′ is better than X then
6 X ← X ′;
7 k← 0;
8 else
9 k← k+1;

10 end
11 end

ALGORITHM 4: Memetic Algorithm Local Search.

it made the whole solution cheaper. Only the movement that leads to the highest cost decrease is

applied.

Two-Opt: This move checks if the swap the order of two PoIs in the same trip leads to decrease

trip cost.Only the movement that leads to the highest trip cost decrease is applied.

Swap-Best: This move tries to exchange two PoIs between two different trips. Such an exchange

would execute only if one of the affected trips decreases its cost. To evaluate the exchange, this

move needs to consider the amount of time saved in affected trips and the best positions to put

on the PoIs. Only the movement that leads to the highest cost decrease is applied.

Extract-Insert: This move checks if by removing PoIs in each trip and then inserting available

ones, the score of the trip can be increased. This process is sequentially applied. The excluded

PoI is not considered again for insertion. Inserting the PoIs is done by Insert move, described

above.

Extract2-Insert: This move is identical to the Extract-Insert move, except for the fact that it

always considers two consecutive visited PoIs for exclusion.

In the main loop, at this point, due to the parameters CRI_R and CRII_R which

controls how many offspring solutions must be created, the Pool reaches twice PopSize, the

parameter which control the size of the population. Given that, a new generation should be

elected to be the next population. That means which some solutions will be selected and others

ones will be forgotten. This management will be explained next.





45

new population; and TabuSize used in the mutation operator to handle the number of times a

hotel is not selected for the same trip.

According to previous parameter sensitivity experiments (DIVSALAR et al., 2014),

the only changes in parameter values that have a significant impact on the performance of the

algorithm are MaxIteration and PopSize. By using higher values for them the quality of the

results are increased but at the cost of higher computation time.

In addition to the MA parameters, there is the TRAJECTME’s k parameter, used in

the hotel graph model. This parameter indicates how many hotels should be linked to trajectories’

end. The intuition behind k’s value is that higher values can increase the number of possible

hotels and lower values decrease instead. A higher number of hotels indicates that more solutions

can be found, which means that more arrangement of edges should be tested to find the better

ones. However, it also means more iterations and CPU time. An analysis of about k’s variation

will be given in Chapter 4.

We detailed all concepts, operations, and parameters of TRAJECTME so far. However,

to work appropriately, it relies on the available data about PoIs, hotels, and trajectories from

regions and cities. The next section will present the procedures carried out to extract and process

this data.

3.3 Building the Tourism Knowledge Base

To provide solutions to OPHS, TRAJECTME needs of a tourism knowledge base,

which consists of the sets of PoIs, hotels, and trajectories, and the hotel graph model. The overall

process to build this knowledge base is based on TripBuilder (BRILHANTE et al., 2015). Figure

17 depicts an overview for building the hotel graph model. We organize the architecture into

three components: (i) data collection, where the Flick photos, PoIs and hotel data are collected

from location-based services: Flickr and Foursquare; (ii) data processing to generate PoI History

for users to devise a trajectory set; and (iii) the construction of the hotel graph model given the

trajectory set.

PoI and Hotel Sets. We collected points of interest for a given city by querying the

Foursquare API1 using the bounding box of the targeted city. Moreover, we filtered out PoIs by

using their categories in order to keep only PoIs that are more relevant for tourism: architecture,

arts, churches, food & drink, history, monuments, museums, nature, nightlife, shopping, sports,
1 https://developer.foursquare.com/
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Table 2 – Data collected from Italian cities.

City PoIs Hotels Trajectories
Pisa, Italy 61 402 59

Florence, Italy 146 1000 593
Rome, Italy 302 1000 1685
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4 EXPERIMENTS AND RESULTS

We conduct a number of experiments to validate our proposal TRAJECTME using

real datasets provided by location-based services. For the best of our knowledge, this work is the

first one to investigate the OPHS using real datasets. The algorithms have been implemented in

Scala 2.11 and the experiments were conducted on a personal computer Intel© Core™ i5-5200U

2.20GHz CPU and 6GB of RAM.

We compare our proposal TRAJECTME to the memetic algorithm (MA) presented

in (DIVSALAR et al., 2014). To assess the effectiveness of both approaches, we consider two

evaluation metrics described as follows.

4.1 Evaluation Metrics

Tour Score Stour(T ∗). This metric aims at evaluating the total score of the PoIs in the solutions.

In fact, this metric is the objective function of the OPHS. It is the ratio of the total score of the

PoIs in the solution tour T ∗ over the sum of the scores of all the PoIs in P (Equation 4.1). We

recall that the PoI score in our experiments is represented by the number of check-ins of the PoI

collected from Foursquare.

Stour(T ∗) =
∑p∈T ∗ Sp

∑p′∈P Sp′
(4.1)

Tour Utility U tour(T ∗). It evaluates how good is the solution in terms of visiting time. It is

computed as the sum of the visiting time of the PoIs in the solution tour T ∗ over the sum of time

budget of each day (Equation 4.2). Higher scored tours are preferable since they favor the time

to enjoy attractions with respect to the traveling time.

U tour(T ∗) =
∑p∈T ∗ vt(p)

∑Ti∈T ∗ T d
i

(4.2)

In addition to the computed scores for the evaluation metrics, we present the impro-

vements of TRAJECTME over MA w.r.t each metric by calculating the improvement percentage

as

(
TM-kresult−MAresult

MAresult
)×100.
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4.2 Experiments

We conduct a number of experiments by varying the number of trips D (days) and

the parameter k used in the k-nn query during the construction of HGM. Since the parameters

of TRAJECTME are the same as MA proposed by Divsalar et al. (DIVSALAR et al., 2014),

apart from k, we use the same configuration for these parameters as proposed by the authors in

order to provide a balance between runtime and quality of the solutions. Further experiments

with different parameter settings would be necessary to test the behavior of the baseline and our

proposal. However, as we’ll see in the performance results, the baseline takes a lot of processing

time making it impossible to test various parameter settings for it. The departure and arrival

hotels are randomly selected for each city but remain the same for all experiments in that city.

Tables 3 - 5 show the results of the experiments for each metric in different settings.

We studied algorithms by varying the number of days and the parameter k for each

city, except for Pisa where only considered D = 2 days because it is a small city where tourists

can visit almost all the PoIs in one or two days. We also studied the parameter k TRAJECTME ,

named of TM-k for each k in {1,3,5,10,15}.

All results are the averages of the three executions for each set of input parameters.

The best result is highlighted with bold, where we present the score and the improvement of

TRAJECTME with respect to the MA result.

Table 3 – Average effectiveness of TRAJECTME compared to MA in Pisa.

Days Algorithm Tour Score Tour Utility
1 MA 0.067 0.844

TM-1 0.067 (0%) 0.844 (0%)
TM-3 0.067 (0%) 0.844 (0%)
TM-5 0.067 (0%) 0.844 (0%)
TM-10 0.067 (0%) 0.844 (0%)
TM-15 0.067 (0%) 0.844 (0%)

2 MA 0.967 0.802
TM-1 0.960 (-0.698%) 0.812 (1.299%)
TM-3 0.965 (-0.177%) 0.812 (1.299%)
TM-5 0.966 (-0.025%) 0.802 (0%)
TM-10 0.965 (-0.134%) 0.812 (1.299%)
TM-15 0.964 (-0.235%) 0.812 (1.299%)
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Table 4 – Average effectiveness of TRAJECTME compared to MA in Florence.

Days Algorithm Tour Score Tour Utility
2 MA 0.242 0.873

TM-1 0.413 (70.934%) 0.866 (-0.795%)
TM-3 0.455 (88.465%) 0.861 (-1.392%)
TM-5 0.465 (92.363%) 0.891 (1.988%)
TM-10 0.455 (88.429%) 0.870 (-0.398%)
TM-15 0.481 (98.952%) 0.878 (0.596%)

4 MA 0.790 0.871
TM-1 0.813 (2.912%) 0.868 (-0.299%)
TM-3 0.806 (2.049%) 0.892 (2.493%)
TM-5 0.804 (1.803%) 0.867 (-0.399%)
TM-10 0.827 (4.694%) 0.888 (1.994%)
TM-15 0.874 (10.597%) 0.863 (-0.897%)

7 MA 0.974 0.872
TM-1 0.982 (0.783%) 0.885 (1.536%)
TM-3 0.983 (0.907%) 0.892 (2.275%)
TM-5 0.984 (1.032%) 0.889 (1.991%)
TM-10 0.983 (0.914%) 0.892 (2.332%)
TM-15 0.981 (0.727%) 0.890 (2.105%)

Table 5 – Average effectiveness of TRAJECTME compared to MA in Rome.

Days Algorithm Tour Score Tour Utility
2 MA 0.125 0.446

TM-1 0.266 (113.313%) 0.583 (30.739%)
TM-3 0.261 (109.099%) 0.623 (39.689%)
TM-5 0.270 (116.421%) 0.559 (25.292%)
TM-10 0.264 (111.071%) 0.611 (36.965%)
TM-15 0.385 (208.099%) 0.691 (54.864%)

4 MA 0.331 0.602
TM-1 0.637 (92.364%) 0.619 (2.886%)
TM-3 0.574 (73.473%) 0.707 (17.460%)
TM-5 0.567 (71.078%) 0.627 (4.185%)
TM-10 0.578 (74.664%) 0.620 (3.030%)
TM-15 0.568 (71.452%) 0.610 (1.443%)

7 MA 0.601 0.685
TM-1 0.743 (23.712%) 0.682 (-0.434%)
TM-3 0.782 (30.223%) 0.682 (-0.434%)
TM-5 0.766 (27.585%) 0.720 (5.141%)
TM-10 0.790 (31.510%) 0.703 (2.679%)
TM-15 0.744 (23.838%) 0.676 (-1.376%)
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4.3 Result analysis

We divided this analysis over four bias: (i) tour score, (ii) tour utility, (iii) k parameter

sensitivity and (iv) CPU time.

4.3.1 Tour Score

We first study the tour score results in the three cities. Results for Pisa show that

both algorithms achieved good results, where MA was slightly better than TRAJECTME (TM).

This result highlights that for cities with a small set of PoIs, both algorithms tend to perform

well since the tasks of selecting hotels and PoIs is simpler in this scenario. The high score 0.96

shows that the 2-days tours in Pisa the tourists visit almost all feasible PoIs.

In Florence and Rome, on the other hand, we can see a different behavior. TM

presented the highest scores, in special for 2-days tours, for both cities. As illustrated in Table

2, the number of PoIs and hotels are much larger than in Pisa. Consequently, finding good

tours become a harder task to achieve. We notice that as the number of days D increases, the

improvements of TM w.r.t MA decreases. However, the improvements are still significant,

especially in Rome, where we got the largest number of PoIs and hotels.

The results for Florence and Rome highlight another important behavior to explain

the reason why TM has shown important improvements over MA. The memetic algorithm

combined with local search moves seem to be very affected for the initial population and the

number of iterations in the main loop. Figure 18 compares the score convergence progress of

algorithms through the iterations. The y-axis represents the maximum score from the current

population for each iteration (x-axis). The red line represents the MA algorithm and the grey ones

represent variations of TRAJECTME for different values of k. Due to the boosted initialization,

TRAJECTME needs fewer iterations to reach high scores. The initialization with HGM provides

high score solutions then a few iterations are needed to refine the final one. On the other hand,

normal initialization generates delayed initial population leading MA to require more iterations

compared to TRAJECTME to improve their results.

Therefore, these findings highlight the importance of HGM and trajectories of real

tourists representing their daily sequence of visited PoIs. The inclusion of HGM into the memetic

algorithm proves that the initial population created from the initialization step brings an enormous

benefit when there a lot of PoIs and hotels to select. Thus more pleasurable and relevant tours
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Figure 18 – Convergence score progress through the iterations. The y-axis represents the ma-
ximum score from the current population for each iteration (x-axis). The red line
represents the MA algorithm and the grey ones represent variations of TRAJECTME

for different k values. Due to the boosted initialization, TRAJECTME needs lesser
iterations to archive high scores.

(a) Florence in 7 days (b) Rome in 4 days

can be generated for tourists in a city.

4.3.2 Tour Utility

For Pisa and Florence, the algorithms present similar results. The generated tours

indeed favor for visiting/enjoying PoIs instead of traveling between them. Despite the similarity,

TM shows a slightly better result in terms of tour utility. However, TRAJECTME outperforms

MA in Rome, in particular for D = 2 days. The reason why this superiority for that case were

trajectories. The trajectories carry the knowledge of the crowd, i.e., of the tourists who made it.

Assuming that tourists enjoy the maximum amount of time available to visit, we can say that the

trajectories are excellent initial solutions for time planning. In MA, the initial solutions generated

by a greedy algorithm. Such algorithm focuses on having results that will be used only to get

a preview about the possible score between the hotel pairs (DIVSALAR et al., 2013), and can

lead to solutions with PoIs distant from each other. Hence, the generated tours do not privilege

the visit of PoIs and are penalized by a higher total traveling time. In summary, TRAJECTME

significantly overcomes MA in terms of tour utility, reflecting the quality of the generated tours.

We also empirically observed the impact of the territorial extension of the city on

Tour Utility. Figure 19 shows the top 50 most scored PoIs in Florence and Rome. We noticed

that PoIs in Rome is more distant to each other than in Florence. For instance, there are PoIs 19.8

km away from each other in Rome, while in Florence, the longest distance found was 2.73 km.

Thus, selecting relevant PoIs for the tour become harder, especially when the initial population

does not contain good solutions. Distant PoIs means that the solutions can include costly paths
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quantity of possible combinations of PoIs-hotels-days, MA’s performance slows down. Thanks

to Hotel Graph Model (HGM), which is the main feature of TRAJECTME , we can handle big

instance in less CPU time.

MA spends a lot of time in the initialization phase. It solves an Orienteering Problem

between each pair of hotels through a greedy sub-op heuristic (DIVSALAR et al., 2013). For

example, in Rome instance, MA must compute one million OP solutions in the initialization

phase (1000×1000 pairs of hotels). On the other hand, HGM allows TRAJECTME start quickly:

it founds the k nearest hotels to each trajectory’s end a use trajectory itself as the initial solution.

This search is boosted by an R-Tree index. After that, the amount of hotels considered to next

steps tends to be proportional according to k. High k values mean that more hotels will be

considered to find solutions.

When k is high enough, and the amount of hotels grows, TRAJECTME approaches of

MA, which considers all the hotels. Low k values instead mean that fewer hotels will be selected

from the hotel set. Which in turn means fewer initial solutions will be found.

TRAJECTME makes the trajectory itself as the initial solution between each pair of

hotels selected, i.e., it doesn’t need any additional computation to find initial solutions between

pairs of hotels. Moreover, the search space becomes smaller and more accurate: by using

trajectories as the basis for selecting hotels, TRAJECTME prioritizes the hotels closest to the

PoIs. This means that the resulting search space is formed mostly by well-located hotels close to

the main tourist attractions, allowing good solutions to be found more quickly.

Figure 20 shows that TRAJECTME clearly outperforms MA in order of scale. While

MA spend hours to initialize, computing its initial solutions, TRAJECTME initialize almost

instantly. TRAJECTME’s initialization is a tiny portion of its execution.
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5 CONCLUSION

In this work, we presented our proposal TRAJECTME, a memetic algorithm boosted

by a hotel graph model (HGM) to solve the orienteering problem with hotel selection (OPHS)

in a scenario with real datasets provided by location-based services and thousands of hotels.

TRAJECTME extends the work proposed in (DIVSALAR et al., 2014) by incorporating a hotel

graph model that carries historical trajectories of tourists in the city to support the generation

of tours for the OPHS in a more effective fashion. Trajectories of tourists were reconstructed

combining photos collected from Flickr and PoIs from Foursquare.

In Chapter 2, we presented an extensive literature review of TRAJECTME’s related

problems and works. For each type of problem, we present the definition, the practical applica-

tions and the approaches proposed in the literature to solve it. We also presented the Tourism

Trip Design Problem, which is a class of problems that mainly encompasses the task of touristic

routing and, therefore, has been studied in this work. At the end of that review, we presented

the related works and highlight two of them for their importance on the basic operation of the

TRAJECTME. We related the key features of each work and how they influenced the design of

the proposed algorithm.

We detailed our proposal in the next chapter (Chapter 3). We divided our approach

presentation into three sections. In the first one, we presented the HGM and what its role in the

proposed algorithm. In the following one, we presented the necessary definitions and detailed all

the steps of the TRAJECTME’s workflow and how it uses the HGM to optimize initialization and

other phases. In the last one, we presented how and from where the data for the proper operation

of TRAJECTME are obtained and processed.

To validate our work, we experimented it with real data collected for three cities

of different sizes in terms of territorial extension, number of PoIs and hotels. We compared

TRAJECTME to the Memetic Algorithm (DIVSALAR et al., 2014) under two evaluation metrics

to demonstrate the effectiveness of our proposal in solving OPHS with real datasets and thousands

of hotels. The results showed that both proposal generate good solutions for a small city, such as

Pisa. However, we significantly overcome the baseline achieving better efficiency, mainly when

the number of hotels and PoIs are large. We also analyzed the time performance of both the

algorithms over the same instances. As a result, we clearly see that TRAJECTME outperforms

the MA in CPU time since MA spent a lot of time at initialization phase.

We envision several future works. First, we need to evaluate the applicability of this
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work for real users, such as extend our proposal towards a personalized tour generation with

hotel selection based on the preferences of the users and categories of the PoIs. We also need

to understand the behavior of changing hotels, since it’s uncommon to stay in more than one

hotel in the same city. An interesting direction is to exploit our HGM to deal with regions, such

as states and countries, thus a complete tour with hotel selection can be efficiently generated

crossing many cities. Besides, we aim to figure out the significance of k and the other parameters

used in our experiments to better understand the impact of the results in terms of performance

and effectiveness for finding tours. Our proposal rely on the connectivity present in the HGM

to be able to generate the tours. We intend to investigate the scenario when there’s not enough

trajectory available. New connections can be incrementally created to mitigate the sparse data

problem using heuristics and link prediction approaches.
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