
FEDERAL UNIVERSITY OF CEARÁ

COLLEGE OF SCIENCES

DEPARTMENT OF MATHEMATICS

GRADUATE PROGRAM IN MATHEMATICS

RAFAEL ROCHA DE FARIAS

HYPERSURFACES WITH PRESCRIBED SCALAR CURVATURE IN GEOMETRIC

FLOWS

FORTALEZA

2023



RAFAEL ROCHA DE FARIAS

HYPERSURFACES WITH PRESCRIBED SCALAR CURVATURE IN GEOMETRIC FLOWS

Thesis submitted to the Graduate Program in 
Mathematics of the Department of Mathematics 
of Federal University of Ceará in partial 
fulfillment o f t he n ecessary r equirements for 
the degree of Doctor in Mathematics. Area of 
expertise: Geometry.

Advisor: Prof. Dr. Jorge Herbert Soares 
de Lira.

FORTALEZA

2023



Dados Internacionais de Catalogação na Publicação 
Universidade Federal do Ceará

Sistema de Bibliotecas
Gerada automaticamente pelo módulo Catalog, mediante os dados fornecidos pelo(a) autor(a)

F238h Farias, Rafael Rocha de.
    Hypersurfaces with prescribed scalar curvature in geometric flows / Rafael Rocha de Farias. – 2023.
    75 f. 

     Tese (doutorado) – Universidade Federal do Ceará, Centro de Ciências, Programa de Pós-Graduação em
Matemática , Fortaleza, 2023.
     Orientação: Prof. Dr. Jorge Herbert Soares de Lira.

    1. Fluxo pela curvatura escalar. 2. Translator. 3. Princípios do máximo (Matemática). I. Título.
                                                                                                                                         CDD 510



RAFAEL ROCHA DE FARIAS

HYPERSURFACES WITH PRESCRIBED SCALAR CURVATURE IN GEOMETRIC FLOWS

Thesis submitted to the Graduate Program in
Mathematics of the Department of Mathema-
tics of Federal University of Ceará in partial
fulfillment of the necessary requirements for
the degree of Doctor in Mathematics. Area
of expertise: Geometry.

Approved in: 23/02/2023.

EXAMINATION BOARD

Prof. Dr. Jorge Herbert Soares de
Lira (Orientador)

Universidade Federal do Ceará (UFC)

Prof. Dr. Gregório Pacelli Feitosa Bessa
Universidade Federal do Ceará (UFC)

Profa. Dra. Fernanda Roing
Universidade Federal do Ceará (UFC)

Prof. Dr. Flávio França Cruz
Universidade Regional do Cariri (URCA)

Prof. Dr. Francisco Martín Serrano
Universidad de Granada

Prof. Dr. Eddygledson Souza Gama
Universidade Federal de Pernambuco (UFPE)



I dedicate the thesis to my beloved wife, my

parents and my friends for the support along this

journey. Without their advises and motivational

words I would give up this project.



ACKNOWLEDGEMENTS

I dearly thank my wife, Vitória Farias, for her love and support, understanding all 

the long ours spent along the doctorate program and encouraging me to continue the process. I 

also thank my parents Rosier and Maria Jose Farias for the support along my life.

I thank my advisor Jorge Lira for accept me as his student and for his support along 

the doctorate program. This thesis would not be possible without his efforts. God blessed me 

with him as my adviser.

I thank Davi Maximo for the amazing support during my PDSE program in Phila-

delphia Pennsylvania.

I thank the professors of PGMAT for the teaching along these years, specially Afonso 

de Oliveira, Lev Birbrair, Marcelo Melo, Diego Moreira, Fernanda Camargo, Cleon Barroso, 

Edson Sampaio, Daniel Cibotaru, Frederico Girão, Pacelli Bessa.

I thank my colleagues in this journey for the support. They helped me to adapt to the 

new environment, since I had a poor background in pure mathematics. I thank Danuso Rocha, 

José Edilson, Emanoel de Sousa, Antonio Aguiar, Davi Ribeiro, Elisafã dos Santos, Erivamberto 

Oliveira, Sergio Correia, Diego Silva, Diego Sousa, Tiago Gadelha, Vauricélio Xavier, Weslay 

de Araújo, Claudia Fernandes, Junior Bessa, Felipe Fernandes, Pedro Medeiros, Icaro Chaves, 

Patrícia Regis.

I thank my old and new friend from UFC Physics Department Nathanael Bandeira, 

Adaías Alves, Raul Peixoto, Pedro Henrique Moreira, João Pedro Nascimento, Emanuel Fon-

telles, Jonathan Sales, Wagner Sena, Nicholas Carvalho, Sofia Cunha, Michel Frost, Michel 

Andrade, Levi Felix, Augusto Plácido, Rondinelly Oliveira.

I thank Andrea Dantas for all patience and support along the program.

This study was financed in part by the Coordenação de Aperfeiçoamento de Pessoal 

de Nível Superior - Brasil (CAPES) - Finance Code 001.



“There is a time for everything, and a season for

every activity under the heavens.” (BIBLE,

1978, p. 366)



ABSTRACT

We consider translators to the extrinsic flow defined by Sα in R×h Pn or in Pn ×χ R, where S

is the extrinsic scalar curvature, α ∈ {1/2,1}, and n ≥ 3. We show that there exist rotational

bowl-type and translating catenoid-type translators in P×χ R. In our main existence results

we exhibit a one-parameter family of explicit solutions when α = 1/2 in P×χ R when P is

Hadamard complete manifold with a rotationally symmetric metric. We discuss the variational

nature of solitons, we find a one-parameter family of null scalar curvature hypersurfaces when

P×χ R is Einstein, we use maximum principle to show that if a translating soliton is contained

in a slab in I ×h P and it is parabolic with respect to the L map then it is contained in a leaf

Ps = {s}×P and that if P×χ R has constant sectional curvature and a translating soliton is

parabolic with respect to Lζ map then it is not bounded from above.

Keywords: scalar curvature flow; translator; maximum principle.



RESUMO

Consideramos translators ao fluxo extrínseco definido por Sα em R×h Pn ou em Pn ×χ R, onde

S é a curvatura escalar extrínseca, α ∈ {1/2,1} e n ≥ 3. Mostramos que existem bowl-solitons

rotacionais e translators tipo catenoide em P×χ R. Em nosso principal resultado de existência

exibimos uma família a um parâmetro de soluções explícitas quando α = 1/2 em P×χ R quando

P é uma variedade de Hadamard com uma métrica rotacionalmente simétrica. Discutimos a

natureza variacional dos solitons, encontramos uma família a um parâmetro de hipersuperfícies

de curvatura escalar nula quando P×χ R é Einstein, usamos o princípio do máximo para mostrar

que se um soliton da curvatura escalar está contido em um slab em I ×h P e é parabólico com

respeito ao operador L então ele está contido em uma folha Ps = {s}×P e que se P×χ R possui

curvatura seccional constante e um soliton pela curvatura escalar é parabólico com respeito ao

operador Lζ então ele não é limitado por cima.

Palavras-chave: fluxo pela curvatura escalar; translator; princípio do máximo.
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1 INTRODUCTION

We consider product manifolds M̄n+1 = I ×P where I is an open interval in R and

(P,σ) is a n-dimensional complete Riemannian manifold. In most cases, I = R or I = (0,+∞).

We suppose that the Riemannian metric ḡ in M̄ is a warped metric with one of the following

forms: either

ḡ = ds2 +h2(s)σ (1.1)

or

ḡ = χ
2ds2 +σ , (1.2)

for some smooth positive functions h : I → R and χ : P→ R. Here, s is the natural coordinate in

the factor I of the product M̄. The vector field X = h(s)∂s is a (closed) conformal vector field

in the case of the warped metric (1.1) with |X | = h. In the particular case when h is constant,

X is a parallel vector field. In the case of the warped structure defined in (1.2) the vector field

X = ∂s is a Killing vector field with norm given by |X | = χ . If χ is constant, X is a parallel

vector field. We indicate the cases (1.1) and (1.2) by M̄ = I ×h P and M̄ = P×χ I, respectively.

This geometric setting encompasses space forms as Rn+1 and Hn+1(κ) as well as Riemannian

products as Hn(κ)×R among other examples.

The main results in this paper concern existence and uniqueness of hypersurfaces

M immersed into M̄ which are initial conditions to self-similar solutions of the extrinsic scalar

curvature flow. This geometric flow is defined as a one-parameter family of hypersurfaces

Ψ : [0, t∗)×M → M̄, for some t∗ > 0, satisfying

(∂tΨ)⊥ = SαN. (1.3)

The speed of this flow is a power (α = 1 or α = 1/2) of the second elementary symmetric

function of the Weingarten map A of Ψt(M)
.
= {Ψ(t,x) : x ∈ M}, that is, the function

S = ∑
i< j

λi(A)λ j(A). (1.4)

The Weingarten map A is computed with respect to the unit normal vector field N = N|Ψt(M) in

(1.3) which defines an orientation for Ψt(M), for each t ∈ [0, t∗). The principal curvatures λi(A)

in (1.4) are, by definition, the eigenvalues of A. Note that the left-hand side in (1.3) involves only

the orthogonal projection of the variational vector field ∂tΨ onto the normal bundle. This means
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that the flow is defined up to local tangential diffeomorphisms in M. Fixed local coordinates in

M, the flow (1.3) is described in terms of a fully nonlinear parabolic equation as described in

Section 2.3. In Section 2.4, one proves that the condition of self-similarity has the following

infinitesimal expression:

II−Sα N +
c
2

£XT g = cϕg. (1.5)

The coefficient ϕ in the right-hand side is given by the divergence of the conformal vector field

X = h(s)∂s; more precisely, (n+1)ϕ = divḡ X . In the Killing case, ϕ = 0. Taking traces in (1.5)

one obtains the scalar curvature soliton equation

Sα = c⟨X ,N⟩, (1.6)

where c is a constant related to the ratio between the parameters s of the flow of X and the

time parameter in (1.3). We take (1.6) as the scalar curvature soliton equation in both warped

structures, that is, either if X is a closed conformal vector field or a Killing vector field. If

α = 1/2 this soliton equation is invariant by a re-scale of the metric. In Section 2.2, we establish

the variational nature of the equation (1.6) when M̄ has a warped metric of the form (1.1).

Our main existence results are obtained under the assumption that P is a Hadamard

manifold with a rotationally invariant metric

σ = dr2 +ξ
2(r)gSn−1 (1.7)

and that χ = χ(r), where r is the Riemannian distance in P from some pole o ∈ P. Some

structural assumptions concerning the behavior of the warping functions χ and ξ are required to

establish the existence of complete examples, namely

– Main assumption 1. either χ is a positive constant (that could be fixed as 1 up to some

rescaling in I) or χ(r)→+∞ as r → ∞;

– Main assumption 2. The scalar curvature r 7→ S(r) of geodesic cylinders with radii

r ∈ (0,+∞) is a decreasing function that converges to some finite value S∞ as r → ∞.

Besides this, by assuming that the metrics in P and M̄ we are supposing tacitly that the warping

functions satisfy

ξ (0) = 0, ξ
′(0) = 1 and ξ

(2k)(0) = 0

and

χ(0) = 1, χ
′(0) = 0 and ξ

(2k+1)(0) = 0.
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In this setting, we have proved the existence of one-parameter families of scalar curvature flow

solitons as described in the following statement.

Theorem 1. Let Pn, n ≥ 3, be a Hadamard manifold with a rotationally invariant metric σ and

suppose that χ depends only on the distance in P from a fixed pole o ∈ P. We also suppose that

the main assumptions on χ and ξ are in force.

Fixed c and α ∈ {1/2,1}, there exists a one-parameter family of rotationally invari-

ant scalar curvature flow solitons Cn,α,C0 in M̄ = P×χ I described as follows:

– if C0 = 0 the soliton Cn,α,C0 is a rotationally invariant graph over P. We refer to it a bowl

soliton;

– if C0 < 0 the soliton Cn,α,C0 is defined for r ≥ r(C0) where the radius r(C0) depends on C0.

This soliton contains a geodesic sphere of P along which its normal is perpendicular to X.

We refer to them as translating catenoids;

– if C0 > 0 the soliton Cn,α,C0 is defined for r ≥ r(C0) where the radius r(C0) depends on C0.

This soliton contains a geodesic sphere of P along which is singular in the sense that its

normal is parallel to X along this sphere.

The proof of these results is presented in sections 3 and 4. In Section 2 we establish

the notion of self-similar solution for the scalar curvature flow. This motivates the definition

of the scalar curvature flow solitons whose precise definition and fundamental equations are

discussed in sections 2.3 and 2.4. Some basic geometric and analytical facts on extrinsic scalar

curvature are established in Section 2.1 as well as some comments about the variational nature of

solitons as critical points of a second-order geometric functional. In order to obtain the existence

results above we model scalar curvature flow solitons as graphs of rotationally invariant functions

that satisfy a set of differential equations which are deduced and discussed in Section 3. Finally,

in Section 5 we apply suitable variants of the maximum principle to the linearized equations of

solitons obtaining some uniqueness as well as non-existence results.

Mean curvature flow solitons have being a major topic of research with a massive

body of papers devoted to it. We refer the reder to the encyclopedic approach to the subject in (AN-

DREWS et al., 2022). The study of solitons for extrinsic non-linear geometric flows is relatively

more recent and some references which were fundamental for our contributions here are (SANTA-

ELLA, 2022), (RENGASWAMI, 2021. Diponível em https://arxiv.org/abs/2109.10456. Acesso

em 12 dez. 2022), (LIMA; PIPOLI, 2022. Disponível em https://arxiv.org/abs/2211.03918.

Acesso em 12 dez. 2022). The main analytical tools in this paper are based on the foundational
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works (REILLY, 1973), (ROSENBERG, 1993), (HOUNIE; LEITE, 1999b), (HOUNIE; LEITE,

1995), (HOUNIE; LEITE, 1999a), (PIGOLA et al., 2005) and (ALÍAS et al., 2016).
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2 PRELIMINARIES

2.1 Variational formulae

Let M be a n-dimensional Riemannian manifold whose Riemannian metric we denote

by g. In what follows we consider an isometric immersion ψ : M → M̄ of M into a Riemannian

manifold M̄ with metric ḡ. Given ε > 0, let Ψ : (−ε,ε)×M → M̄ be a variation of ψ with

Ψ(0, ·) = ψ and variational vector field

∂Ψ

∂ t

∣∣∣
t=0

= f N +T,

for some function f ∈C∞(M) and a tangent vector field T along ψ . From now on, · indicates Lie

derivatives with respect to the parameter t. Hence, denoting the local components of the metric

induced by Ψt
.
= Ψ(t, ·) in M by gi j one computes

ġi j = £∂t gi j =−2 f hi j +∇iTj +∇ jTi︸ ︷︷ ︸
=£T gi j

,

where ∇ and hi j are the Riemannian connection and the local components of the second funda-

mental form II in Ψt(M), respectively. We also have

ġi j = 2 f hi j−gikg jℓ(∇kTℓ+∇ℓTk)︸ ︷︷ ︸
=£T gi j

The expressions above are consistent with the parallelism of ∇. Indeed,

∇∂t g(∂i,∂ j) = £∂t gi j −⟨∇̄∂t ∂i,∂ j⟩−⟨∂i, ∇̄∂t ∂ j⟩

=−2 f hi j + ⟨∇∂iT,∂ j⟩+ ⟨∂i,∇∂ jT ⟩−⟨∇̄∂i f N,∂ j⟩−⟨∂i, ∇̄∂i f N⟩−⟨∇∂iT,∂ j⟩−⟨∂i,∇∂ jT ⟩

= 0,

where ⟨·, ·⟩ denotes the action of ḡ on a pair of tangent vectors and ∇̄ is the Riemannian connection

in (M̄, ḡ). Note that our convention to the second fundamental form is that

hi j =−⟨∇̄∂iN,∂ j⟩.

Now, the variation of the unit normal vector N along Ψt(M) is given at time t = 0 by

⟨∇̄∂t N,∂i⟩=−⟨∇̄∂t ∂i,N⟩=−⟨∇̄∂i∂t ,N⟩=−⟨∇̄∂i( f N +T ),N⟩=− fi −⟨∇̄∂iT,N⟩.

Hence,

∇̄∂sN =−∇ f −AT.
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We also compute

d
dt

hi j =− ∂

∂ t
⟨∇̄∂iN,∂ j⟩=−⟨∇̄∂t ∇̄∂iN,∂ j⟩−⟨∇̄∂iN, ∇̄∂t ∂ j⟩

=−⟨∇̄∂i∇̄∂t N,∂ j⟩−⟨R̄(∂t ,∂i)N,∂ j⟩−⟨∇̄∂iN, ∇̄∂ j∂t⟩

= ⟨∇̄∂i(∇ f +AT ),∂ j⟩+ ⟨R̄(∂i,∂t)N,∂ j⟩−⟨∇̄∂iN, ∇̄∂ j( f N +T )⟩

= ⟨∇∂i∇ f ,∂i⟩+ ⟨∇∂iAT,∂ j⟩+ ⟨R̄(∂i,∂t)N,∂ j⟩− f ⟨∇̄∂iN, ∇̄∂ jN⟩−⟨∇̄∂iN,∇∂ jT ⟩

= fi; j − f ⟨A∂i,A∂ j⟩+ ⟨R̄(∂i,∂t)N,∂ j⟩+ ⟨∇∂iAT,∂ j⟩+ ⟨A∂i,∇∂ jT ⟩,

where fi; j are the local components of the Hessian of f in M. Therefore the covariant derivative

of the second fundamental form of Ψt(M) with respect to the variational vector field ∂t is given

by

(∇∂t h)i j =
d
dt

hi j −⟨A(∇∂t ∂i),∂ j⟩−⟨A∂i,∇∂t ∂ j⟩

=
d
dt

hi j −⟨A(∇∂i∂t),∂ j⟩−⟨A∂i,∇∂ j∂t⟩

=
d
dt

hi j −⟨∇̄∂i( f N),A∂ j⟩−⟨A∂i, ∇̄∂ j( f N)⟩−⟨A(∇∂iT ),∂ j⟩−⟨A∂i,∇∂ jT ⟩

=
d
dt

hi j + f ⟨A(A∂i),∂ j⟩+ f ⟨A∂i,A∂ j⟩−⟨A(∇∂iT ),∂ j⟩−⟨A∂i,∇∂ jT ⟩

=
d
dt

hi j +2 f ⟨A∂i,A∂ j⟩−⟨A(∇∂iT ),∂ j⟩−⟨A∂i,∇∂ jT ⟩.

We conclude that

ḣi j = fi; j − f ⟨A∂i,A∂ j⟩+ ⟨R̄(∂i,∂t)N,∂ j⟩+ ⟨∇∂iAT,∂ j⟩+ ⟨A∂i,∇∂ jT ⟩

+2 f ⟨A∂i,A∂ j⟩−⟨A(∇∂iT ),∂ j⟩−⟨A∂i,∇∂ jT ⟩

= fi; j + f ⟨A∂i,A∂ j⟩+ f ⟨R̄(∂i,N)N,∂ j⟩+ ⟨(∇∂iA)T,∂ j⟩+ ⟨R̄(∂i,T )N,∂ j⟩.

Therefore

ḣi j = fi; j + f ⟨A∂i,A∂ j⟩+ f ⟨R̄(∂i,N)N,∂ j⟩+ ⟨(∇∂iA)T,∂ j⟩+ ⟨R̄(∂i,T )N,∂ j⟩ (2.1)

Since covariant derivative and contractions commute, we conclude that

nḢ = trace(ḣ) = ∆ f + |A|2 f +RicM̄(N,N) f + ⟨divA,T ⟩+RicM̄(T,N).

At this point, we use Codazzi equation

(∇∂iA)∂ j − (∇∂ jA)∂i = R̄(∂ j,∂i)N
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in its contracted version

−nH j +divA j = (R̄(∂ j,∂i)N)i =−RicM̄(∂ j,N),

to conclude that

nḢ = ∆ f + |A|2 f +RicM̄(N,N) f + ⟨∇(nH),T ⟩. (2.2)

Moreover, denoting detg as the determinant of the metric, one has

d
dt

√
detg =−1

2

√
detgġi jgi j =−1

2

√
detg

(
2 f gi jhi j −gikgi jg jℓ(∇kTℓ+∇ℓTk)

)
=−1

2
(
2nH f −2gi j

∇iTj
)√

detg =
(
divMT −nH f

)√
detg.

The extrinsic scalar curvature S of Ψt(M) is the second elementary symmetric function of the

principal curvatures λi = λi(II) of Ψt , that is,

S = ∑
i< j

λiλ j. (2.3)

Note that

2S = n2H2 −|A|2, (2.4)

where A is the Weingarten map of Ψt(M) whose components are defined by

hi
j = gikhk j.

We use (2.4) in order to compute the first variation of the extrinsic scalar curvature. It is

convenient to rewrite this expression in terms of the tensor

Pi j = nHgi j −hi j, (2.5)

whose (1,1) metrically equivalent form is

P = nHI −A, (2.6)

as

2S = (nHgi j −hi j)hi j = Pi jhi j = trace(PA). (2.7)

In order to obtain the first variation of S we start computing the first derivative of the squared

norm of the Weingarten map as follows:

1
2

d
dt
|A|2 = 1

2
∇∂t |A|

2 =
1
2

∇∂t trace(A2) = hi jḣi j

= hi j( fi; j + f ⟨A∂i,A∂ j⟩+ f ⟨R̄(∂i,N)N,∂ j⟩+ ⟨(∇∂iA)T,∂ j⟩+ ⟨R̄(∂i,T )N,∂ j⟩
)
.
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On the other hand,

1
2

d
dt

n2H2 = nH
(
∆ f + |A|2 f +RicM̄(N,N) f +n£T H

)
= nHgi j( fi; j +gkℓhikh jℓ f + ⟨R̄(∂i,N)N,∂ j⟩ f +nHiTj

)
.

Therefore

1
2

d
dt

S = (nHgi j −hi j) fi; j +(nHgi j −hi j)gkℓhikh jℓ f +(nHgi j −hi j)⟨R̄(∂i,N)N,∂ j⟩ f

+
1
2
⟨∇(n2H2 −|A|2),T ⟩−hi j⟨R̄(∂i,T )N,∂ j⟩.

In terms of the tensor P, one has

1
2

d
dt

S = Pi j fi; j +Pi jgkℓhikh jℓ f +Pi j⟨R̄(∂i,N)N,∂ j⟩ f

+
1
2

£T (n2H2 −|A|2)−hi j⟨R̄(∂i,T )N,∂ j⟩.

Note that

gkℓhikPi jh jℓ = hℓi P
i
jh

j
ℓ = trace(APA) = trace(nHA2 −A3) = nH|A|2 − traceA3. (2.8)

We have

nH|A|2 = nH(k2
1 + . . .+ k2

n) = k2
1(k1 + . . .+ kn)+ . . .+ k2

n(k1 + . . .+ kn)

= k3
1 + . . .+ k3

n + k2
1k2 + . . .+ k2

1kn + . . .+ k2
nk1 + . . .+ k2

nkn−1

= traceA3 + k1(k1k2 + . . .+ k1kn)+ . . .+ kn(knk1 + . . .+ knkn−1)

= traceA3 + k1k2(k1 + k2)+ . . .+ knkn−1(kn−1 + kn)

= traceA3 + k1k2(nH − ∑
ℓ̸=1,2

kℓ)+ . . .+ kn−1kn(nH − ∑
ℓ̸=n−1,n

kℓ)

= traceA3 +nHS−3 ∑
i< j<ℓ

kik jkℓ

Therefore

gkℓhikPi jh jℓ = trace(APA) = traceA2P = nHS−3S3.

Now we compute

Pi j fi; j = trace(P∇∇ f ) = (Pi j fi); j −Pi j
; j fi = div(P∇ f )−⟨divP,∇ f ⟩. (2.9)
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The divergence of the operator P is computed as follows:

divPj = Pk
j;k = nHkδ

k
j +nHδ

k
j;k −hk

j;k = nH j − (hk
k; j +(R̄(∂ j,∂k)N)k)

= nH j −nH j +(R̄(∂k,∂ j)N)k = RicM̄(∂ j,N),

where we used again Codazzi equation

hk
j;k −hk

k; j =
(
(∇∂k

A)∂ j − (∇∂ jA)∂k
)k

=
(
R̄(∂ j,∂k)N

)k
.

Replacing these expressions above one obtains

d
dt

S = div(P∇ f )+(nHS−3S3) f + ⟨P,RicM̄⟩ f

−RicM̄(∇ f ,N)+
1
2

£T (n2H2 −|A|2)−hi j⟨R̄(∂i,T )N,∂ j⟩.

If M̄ is a space form with sectional curvatures κ one has

⟨R̄(∂i,N)N,∂ j⟩= κ
(
⟨∂i,∂ j⟩⟨N,N⟩−⟨∂i,N⟩⟨∂ j,N⟩) = κgi j

and

Pi j⟨R̄(∂i,N)N,∂ j⟩= κ trP = κ(n2 −n)H.

Moreover

RicM̄(∇ f ,N) = 0.

If M̄ = I ×Pκ is a Riemannian product (here, κ indicates the constant sectional curvature of P

then

⟨R̄(∂i,N)N,∂ j⟩= κ
(
⟨∂ h

i ,∂
h
j ⟩⟨Nh,Nh⟩−⟨∂ h

i ,N
h⟩⟨∂ h

j ,N
h⟩)

= κ
(
(gi j −⟨∂i,X⟩⟨∂ j,X⟩)(1−⟨N,X⟩2)−⟨∂i,X⟩⟨∂ j,X⟩⟨N,X⟩2)

= κ(1−⟨N,X⟩2)gi j −κ⟨∂i,X⟩⟨∂ j,X⟩,

where h indicates the orthogonal projection onto the tangent space of P. Therefore

Pi j⟨R̄(∂i,N)N,∂ j⟩= κ(1−⟨N,X⟩2) traceP−κP(X⊤,X⊤)

= (n2 −n)Hκ(1−⟨N,X⟩2)−κ
(
nH|X⊤|2 −A(X⊤,X⊤)

)
,
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where the superscript ⊤ means the tangent component of the vector in Ψt(M). Moreover, if U is

a tangent vector field,

⟨R̄(∂i,U)N,∂ j⟩= κ
(
⟨∂ h

i ,∂
h
j ⟩⟨Uh,Nh⟩−⟨∂ h

i ,N
h⟩⟨∂ h

j ,U
h⟩)

= κ
(
− (gi j −⟨∂i,X⟩⟨∂ j,X⟩)⟨U,X⟩⟨N,X⟩−⟨∂i,X⟩⟨∂ j,X⟩⟨X ,N⟩⟨U,X⟩

+ ⟨∂i,X⟩⟨∂ j,U⟩⟨X ,N⟩
)

=−κgi j⟨U,X⟩⟨X ,N⟩+κ⟨∂i,X⟩⟨∂ j,U⟩⟨X ,N⟩,

what implies that

RicM̄(U,N) =−(n−1)κ⟨X ,U⟩⟨X ,N⟩.

2.2 Variational formulation in the case of conformal vector fields

Throughout this section, we restrict ourselves to warped products of the form M̄ =

I ×h P, that is, to the geometric setting for which X = h(s)∂s is a closed conformal vector field.

In this case, one defines the function

η̂(s) =
∫ s

s0

h(τ)dτ (2.10)

for some s0 ∈ I and denote its restriction to ψ(M) by

η = η̂ ◦ψ. (2.11)

Now we define geometric functionals whose critical points are scalar curvature flow solitons for

α = 1 accordingly to Definition (1.6).

Proposition 1. Let dM be the Riemannian element volume in M induced by the isometric

immersion ψ : M → M̄. Given the mean curvature H of ψ we define the functionals

A [ψ] =
∫

M
nH dM

and

Aη [ψ] =
∫

M
nHeĉη dM,

for some arbitrarily chosen constant ĉ. Given a variation Ψ of ψ with variational vector field

∂tΨ|t=0 = f N,
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for some smooth function f with f |∂M = 0, one has the following expressions for the first

variations of A and Aη :

δA [ψ] · f =
∫

M
(−2S+RicM̄(N,N)) f dM (2.12)

and

δAη [ψ] · f =
∫

M
(−2S+ ĉ⟨X ,N⟩+RicM̄(N,N)) f eĉηdM (2.13)

respectively.

Proof. We have

1√
detg

d
dt

(
nH
√

detg
)
=
(
∆ f + |A|2 f +RicM̄(N,N) f +n£T H

)
+nH

(
divMT −nH f

)
=
(
∆ f +divM(nHT )

)
+
(
|A|2 −n2H2 +RicM̄(N,N)) f

=
(
∆ f +divM(nHT )

)
+
(
−2S+RicM̄(N,N)) f

Therefore

d
dt

∫
M

nH dM =
∫

M
(−2S+RicM̄(N,N)) f dM+

∫
∂M

⟨∇ f +nHT,ν⟩

and similarly (for normal variations, for simplicity)

d
dt

∫
M

nHeĉη dM =
∫

M
(−2S+ ĉ⟨∇̄η ,N⟩+RicM̄(N,N)) f eĉηdM+

∫
∂M

⟨∇ f ,ν⟩eĉη

Since ∇̄η = X , this finishes the proof. □

Now we compute the second variation formula for normal variations (i.e, with T = 0

on M) with f |∂M = 0. Given a critical immersion of Aη at t = 0 we have

d2

dt2

∣∣∣
t=0

Aη [Ψt ] =
∫

M

d
dt

∣∣∣
t=0

(
−2S+ ĉ⟨∇̄η ,N⟩+RicM̄(N,N))

)
⟨∂t ,N⟩eĉηdM

+
∫

M

(
−2S+ ĉ⟨∇̄η ,N⟩+RicM̄(N,N)

)︸ ︷︷ ︸
=0

d
dt

∣∣∣
t=0

⟨∂t ,N⟩eĉη dM.

However, the expressions deduced above yield (for T = 0)

d
dt

∣∣∣
t=0

S = div(P∇ f )+(nHS−3S3) f + ⟨P,RicM̄⟩ f −RicM̄(∇ f ,N).

Therefore, bearing in mind that ∇̄η = X , one gets

d
dt

∣∣∣
t=0

⟨∇̄η ,N⟩= d
dt

∣∣∣
t=0

⟨X ,N⟩= ⟨∇̄∂t X ,N⟩+ ⟨X , ∇̄∂t N⟩= ϕ⟨X ,N⟩−⟨X ,∇ f ⟩
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where ϕ = divM̄ X . In the particular case of space forms we have

RicM̄(N,N) = nκ

and

RicM̄(∇ f ,N) = 0.

Moreover,

⟨P,RicM̄⟩= κ(n2 −n)H.

In this case we conclude that

d2

dt2

∣∣∣
t=0

A [Ψt ] =−2
∫

M
f
(

div(P∇ f )+(nHS−3S3) f +κ(n2 −n)H f
)

dM (2.14)

and

d2

dt2

∣∣∣
t=0

Aψ [Ψt ] =
∫

M

(
−2
(

div(P∇ f )− ĉ⟨X ,∇ f ⟩+(nHS−3S3) f +κ(n2 −n)H f
)

+ ĉφ⟨X ,N⟩
)

f eĉη dM.

In Section (5.1) we deduce a flux formula that can be regarded as a conservation law

due to the invariance of the functional A with respect to the flow of X in the case when it is a

parallel vector field.

2.3 Scalar curvature flow solitons

Now we consider the variation of a given isometric immersion ψ : Mn → M̄n+1

defined by the geometric flow whose speed is a function F of the Weingarten map (more

precisely, of its principal values) given by

F(hi j) = F(κκκ)
.
= Sα , (2.15)

for α ∈ {1/2,1} and κκκ the principal curvatures of the Weingarten map whose components are

hi j. This means that

∂Ψ

∂ t
= SαN. (2.16)

Fixed a closed conformal or Killing vector field X on M̄, let Φ : (Ω∗,Ω
∗)× M̄ → M̄ denotes the

flow generated by X defined in the maximal interval (Ω∗,Ω
∗). Let s be the flow parameter in Φ

and define

Ψ̃t(x) = Ψ̃(t,x) = Φ
−1(σ(t),Ψτ(x)), x ∈ M, (2.17)
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where σ : (ω∗,ω
∗)→ (Ω∗,Ω

∗) is a reparametrization of the flow lines of X of the form

s = σ(t).

Equivalently we can write

Ψ(t,x) = Φ(σ(t),Ψ̃(t,x)), (t,x) ∈ (ω∗,ω
∗)×M. (2.18)

Definition 1. Let M̄n+1 be a Riemannian manifold endowed with a closed conformal or Killing

vector field X ∈ Γ(T M̄). Given an m-dimensional Riemannian manifold Mm, we say that a

scalar curvature flow Ψ : (ω∗,ω
∗)×M → M̄ is self-similar if there exists an isometric immersion

ψ : M → M̄ and a reparametrization σ : (ω∗,ω
∗)→ (Ω∗,Ω

∗) of the flow lines of X such that

Ψt(M) = Φσ(t)(ψ(M)), (2.19)

for all t ∈ (ω∗,ω
∗), where Φ : (Ω∗,Ω

∗)× M̄ → M̄ is the flow generated by X. In other terms,

Ψ̃t(M) = ψ(M), for all t ∈ (ω∗,ω
∗).

Remark 1. Although Definition 1 does not require in principle any special properties of X, we

will restrict ourselves to closed conformal vector and Killing fields.

Recall that X is said to be conformal if the conformal Killing equation

£X ḡ = 2ϕ ḡ (2.20)

holds, where

ϕ =
1

n+1
divM̄ X . (2.21)

It turns out that each map Φs = Φ(s, ·) : M̄ → M̄, s ∈ (Ω∗,Ω
∗), is conformal in the sense that

there exists a smooth positive function λ : (Ω∗,Ω
∗)× M̄ → R such that

Φ
∗
s ḡ|x = λ

2(s,x) ḡ|x (2.22)

for all x ∈ M̄. It follows from (2.20) that

ϕ̄(Φ(s,x)) = λ (s,x)∂sλ (s,x), (2.23)

for all (s,x)∈ (Ω∗,Ω
∗)×M̄. We suppose that there are no singular points of X in M̄ by replacing

M̄ with a proper open subset of it, if necessary. Let P be a fixed integral leaf of the distribution
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orthogonal to X . It is convenient to parameterize the flow Φ by fixing initial conditions on P,

that is, we consider Φ : (Ω∗,Ω
∗)×P→ M̄ as a global chart of M̄. Having fixed this map, the

integral leaves Ps := Φs(P) are identified with the slices {s}×P, s ∈ (Ω∗,Ω
∗).

We then consider the particular case when the conformal factor depends only on the

flow parameter, that is, λ = λ (s). In this case, each leaf Ps is homothetic to P. This particular

case corresponds to warped product spaces. More precisely, given the change of variables

ς =
∫

|X(s)|ds,

we can describe M̄ as a warped product I ×h P with warped Riemannian metric given by

dς
2 +h2(ς)σ ,

where σ is the metric in P and h(ς) = |X |(s(ς)). In this case we have

X = h(ς)∂ς (2.24)

and

∇̄U X = ϕ̄ U, for all U ∈ Γ(T M̄), (2.25)

with ϕ = h′ in this case. This means that X is closed in the sense that the 1-form metrically

equivalent to X is closed.

For further reference, we mention that the principal curvatures of an integral leaf Ps

with respect to −X/|X | are given by ϕ/|X | and its mean curvature is

H (Φ(s,x)) =−n
ϕ

|X |
X
|X |

∣∣∣
Φ(s,x)

. (2.26)

Proposition 2. Let Ψ : (ω∗,ω
∗)×M → M̄ be a self-similar scalar curvature flow with respect

to some vector field X ∈ Γ(T M̄). Then for all t ∈ (ω∗,ω
∗) there exists a constant ct such that

ctX = ctΨt∗T +SαN, (2.27)

where S is the extrinsic scalar curvature of Ψt = Ψ(t, ·) and T ∈ Γ(T M) is the pull-back by Ψt

of the tangential component of X. Moreover, if X is closed conformal or Killing then

II−Sα N +
ct

2
£T g = ctϕg, (2.28)

where g is the metric induced in M by Ψt , II−Sα N is its second fundamental form in the direction

of −SαN and ϕ is the divergence of X.



23

Proof. Differentiating both sides in (2.18) with respect to t we obtain

dΨ

dt

∣∣∣
(t,x)

=
∂Φ

∂ s

∣∣∣
(σ(t),Ψ̃(t,x))

dσ

dt

∣∣∣
t
+Φσ(t)∗(Ψ̃(t,x))

dΨ̃

dt

∣∣∣
(t,x)

= X(Ψ(t,x))
dσ

dt

∣∣∣
t
+Φσ(t)∗(Ψ̃(t,x))

dΨ̃

dt

∣∣∣
(t,x)

, (2.29)

where Φσ = Φ(σ , ·). Since Ψ is a self-similar scalar curvature flow with respect to X , there

exists an isometric immersion ψ : M → M̄ such that Ψ(0, ·) = ψ and Ψ̃t(M) = ψ(M) for all

t ∈ (ω∗,ω
∗). This implies that

Φσ(t)∗(Ψ̃(t,x))
dΨ̃

dt

∣∣∣
(t,x)

∈ TΨ(t,x)Ψt(M).

We conclude that for all t ∈ (ω∗,ω
∗) the tangential component of dσ

dt X onto Ψt(M) is given by

X⊤(Ψ(t,x))
dσ

dt

∣∣∣
t
=−Φσ(t)∗(Ψ̃(t,x))

dΨ̃

dt

∣∣∣
(t,x)

where the superscript ⊤ denotes tangential projection. We note that the expression

ctΨt∗T (t,x) =−Φσ(t)∗(Ψ̃(t,x))
dΨ̃

dt

∣∣∣
(t,x)

. (2.30)

defines a vector field T (t, ·)∈ Γ(T M), for each t ∈ (ω∗,ω
∗), where ct =

dσ

dt

∣∣
t . We conclude from

(2.29) that

SαN|Ψ(t,x) = ctX(Ψ(t,x))− ctΨt∗T (t,x). (2.31)

Then, we rewrite (2.31) in the form

ctX |Ψt = ctΨt∗Tt +SαN|Ψτ
(2.32)

where Tt(x) = T (t,x). Note that (2.32) holds in both cases, namely of conformal and Killing

vector fields.

Next, for a fixed t, one denotes by gt and ∇, respectively, the induced metric and

connection of the immersion Ψt . Hence, it follows from (2.32) that

ct∇̄Ψ∗U X = ctΨ∗∇U T + ct(∇̄Ψ∗U Ψ∗T )⊥+ ∇̄Ψ∗U SαN. (2.33)

Taking the normal projection in both sides one has

ct(∇̄Ψ∗U X)⊥ = ct(∇̄Ψ∗U Ψ∗T )⊥+ ∇̄
⊥
Ψ∗U SαN.
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If X is closed and conformal we have from (2.25) that

∇̄Ψ∗U X = ϕ Ψ∗U, for all U ∈ Γ(T M), (2.34)

which yields

ct(∇̄Ψ∗U Ψ∗T )⊥+ ∇̄
⊥
Ψ∗U SαN = 0,

that is,

ct II(T,U)+ ∇̄
⊥
Ψ∗U SαN = 0. (2.35)

Next, denoting by II−Sα N the second fundamental form of Ψt in the opposite direction of the

vector field SαN, one deduces from (2.20), that is, from the fact that X is conformal,

2ctϕ⟨Ψ∗U,Ψ∗V ⟩= ct⟨∇̄Ψ∗U X ,Ψ∗V ⟩+ ct⟨Ψ∗U, ∇̄Ψ∗V X⟩

= ct⟨∇U T,V ⟩+ ct⟨U,∇V T ⟩+ ⟨∇̄Ψ∗U SαN,Ψ∗V ⟩+ ⟨Ψ∗U, ∇̄Ψ∗V SαN⟩

= ct £T g(U,V )+2II−Sα N(U,V ),

where we have omitted the subscript t for the sake of brevity. We then have proved that in the

case when X is closed conformal Ψt satisfies the soliton equation

II−Sα N +
ct

2
£T g = ctϕ g. (2.36)

In the case when X is a Killing vector field expression (2.34) is replaced by

∇̄Ψ∗U X =−⟨Ψ∗U,X⟩∇̄ log χ + ⟨∇̄ log χ,Ψ∗U⟩X , (2.37)

where χ = |X |. Hence, it follows from (2.33) that

ct(∇̄Ψ∗U Ψ∗T )⊥+ ∇̄
⊥
Ψ∗U SαN =−ct⟨Ψ∗U,X⟩∇̄⊥ log χ + ct⟨∇̄ log χ,Ψ∗U⟩X⊥

=−ct⟨Ψ∗U,X⟩∇̄⊥ log χ + ⟨∇̄ log χ,Ψ∗U⟩SαN.

Moreover, combining (2.33) and (2.37) one has

2II−Sα N(U,V )+ ct£T g(U,V ) = ct⟨∇̄Ψ∗U X ,Ψ∗V ⟩+ ct⟨∇̄Ψ∗V X ,Ψ∗U⟩

=−⟨Ψ∗U,X⟩⟨∇̄ log χ,Ψ∗V ⟩+ ⟨∇̄ log χ,Ψ∗U⟩⟨X ,Ψ∗V ⟩

−⟨Ψ∗V,X⟩⟨∇̄ log χ,Ψ∗U⟩+ ⟨∇̄ log χ,Ψ∗V ⟩⟨X ,Ψ∗U⟩= 0.

Since the Killing equation implies that X is divergence-free when it is a Killing vector field, this

completes the proof of Proposition 2. □
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2.4 Scalar curvature flow solitons in warped products

Motivated by the above geometric setting, we define a general notion of scalar

curvature flow soliton with respect to a given vector field X ∈ Γ(T M̄) as follows.

Definition 2. An isometric immersion ψ : Mn → M̄n+1 is a scalar curvature flow soliton with

respect to X ∈ Γ(T M̄) if

c⟨X ,N⟩= Sα (2.38)

along ψ for α = 1 or α = 1/2 and some constant c ∈ R.

With a slight abuse of notation, we also say that the hypersurface ψ(M) itself is the

scalar curvature flow soliton (with respect to the vector field X).

We observe that in case X is a either a closed conformal or a Killing vector field

on M̄, equation (2.38) is enough to deduce the following important consequences that we have

considered in Proposition 2 in the context of extrinsic geometric flows.

Proposition 3. Let ψ : Mn → M̄n+1 be a scalar curvature flow soliton with respect to a closed

conformal or Killing vector field X ∈ Γ(T M̄). Then along ψ we have

II−Sα N +
c
2

£T g = cϕg, (2.39)

where g is the metric induced in M by ψ and II−Sα N is its second fundamental form of ψ in the

direction of −SαN. Here the vector field T is defined by ψ∗T = X⊤ and

ϕ =
1

n+1
divM̄ X ◦ψ. (2.40)

Furthermore, if X is a closed conformal vector field then

⟨∇Sα , ·⟩N + cII(T, ·) = 0, (2.41)

where II is the second fundamental tensor of ψ and ∇ is the Riemannian connection in M

induced by ψ . If X is a Killing vector field then

⟨∇Sα , ·⟩N + cII(T, ·) =−c⟨T, ·⟩∇̄⊥ log χ + ⟨∇ log χ, ·⟩SαN. (2.42)

Proof. Using (2.38) by a direct computation we have for any tangent vector fields U,V ∈ Γ(T M)

c⟨∇̄ψ∗U X ,ψ∗V ⟩+ c⟨∇̄ψ∗V X ,ψ∗U⟩

= c⟨∇̄ψ∗U ψ∗T,ψ∗V ⟩+ c⟨∇̄ψ∗V ψ∗T,ψ∗U⟩+ ⟨∇̄ψ∗U SαN,ψ∗V ⟩+ ⟨∇̄ψ∗V SαN,ψ∗U⟩

= c⟨∇U T,V ⟩+ c⟨∇V T,U⟩+2II−Sα N(U,V ).
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On the other hand, if X is a closed conformal vector field it holds that

c⟨∇̄ψ∗U X ,ψ∗V ⟩+ c⟨∇̄ψ∗V X ,ψ∗U⟩= 2cϕ g(U,V ).

If X is a Killing field it follows from (2.37) that

c⟨∇̄ψ∗U X ,ψ∗V ⟩+ c⟨∇̄ψ∗V X ,ψ∗U⟩= 0.

In any case one concludes that

II−Sα N +
c
2

£T g = cϕg,

where ϕ is (up to some multiplicative constant) the divergence of X . Now, if X is closed

conformal, using (2.25) one has

0 = c(ϕ ψ∗U)⊥ = c(∇̄ψ∗U X)⊥ = c(∇̄ψ∗U ψ∗T )⊥+ c(∇̄ψ∗U X⊥)⊥

= cII(T,U)+(∇̄ψ∗U(S
αN)⊥ = cII(T,U)+ ⟨∇Sα ,U⟩N.

If X is a Killing vector field, one gets

−c⟨Ψ∗U,X⟩∇̄⊥ log χ + ⟨∇̄ log χ,Ψ∗U⟩SαN = c(∇̄ψ∗U X)⊥ = c(∇̄ψ∗U ψ∗T )⊥+ c(∇̄ψ∗U X⊥)⊥

= cII(T,U)+(∇̄ψ∗U(S
αN)⊥ = cII(T,U)+ ⟨∇Sα ,U⟩N.

what concludes the proof of Proposition 3. □

Example 1. In warped products of the form M̄ = I ×h P a leaf Ps = {s}×P is an example of

scalar curvature flow soliton. Indeed its extrinsic scalar curvature is given by

S =
n(n−1)

2
h′2(s)
h2(s)

On the other hand N = ∂s and

⟨X ,N⟩= h(s).

Therefore Ps satisfies (1.6) for α ∈ {1/2,1} if and only if s = sc, where sc is implicitly given by

h′2(sc)

h2+ 1
α (sc)

=
2c1/α

n(n−1)
.
= βn,c,α ·

For some particular but relevant examples of warped products M̄ = I ×h P we have totally

umbilical leaves which are scalar curvature flow solitons as follows:
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– if Hn+1 =R×hRn for h(t) = es, then the leaves Ps are horospheres and Psc is a curvature

flow soliton if sc =−α logβn,c,α ;

– if Hn+1 = (0,+∞)×h Sn for h(t) = sinhs, then the leaves Ps are geodesic spheres and Psc

is a curvature flow soliton for α = 1 if sc =
1
2 +
√

1
4 +βn,c,1/2;

– if Rn+1 = (0,+∞)×h Sn for h(t) = s, then the leaves Ps are geodesic spheres and Psc is a

curvature flow soliton if sc = (1/βn,c,α)
1/(2+1/α).

For further use, we define the soliton function by

π(s) .
=

n(n−1)
2

h′2(s)− c
1
α h2+ 1

α .
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3 SCALAR CURVATURE EQUATION IN WARPED PRODUCTS

In this section, we only consider the warped metric structure of the form (1.2), that is,

a product manifold M̄ = P×χ I, where (P,σ) is a n-dimensional complete Riemannian manifold,

endowed with a Riemannian metric of the form

ḡ = χ
2ds2 +σ , (3.1)

where χ : P→ R is a smooth positive function and s is the natural coordinate in the factor R in

the product M̄. If χ is constant, (M̄, ḡ) is the Riemannian product of P and R and X = ∂s is a

parallel vector field. In general, X is a Killing vector field whose flow is given by a one-parameter

family of translations along its flow lines. In any case, the norm of X is given by the function χ

in the expression of the metric (3.1). The leaves Ps = {s}×P, for s ∈ R, are totally geodesic

hypersurfaces in M̄ as a consequence of the Killing equation

£X ḡi j = ⟨∇̄∂iX ,∂ j⟩+ ⟨∂i, ∇̄∂ jX⟩= 0,

where ∇̄ is the Riemannian connection in (M̄, ḡ). Here, we are adopting local coordinates

x1, . . . ,xn in P. Hence, ∂i are the coordinate vector fields and

ḡi j = ḡ(∂i,∂ j)
.
= ⟨∂i,∂ j⟩

denotes the local components of ḡ in terms of those coordinates. Hence

∇̄∂i∂ j = ∇∂i∂ j, (3.2)

where ∇ is the Riemannian connection induced in Pt . We also have

⟨∇̄X X ,∂i⟩=−⟨X , ∇̄∂iX⟩=−1
2

∂iχ
2. (3.3)

Therefore

∇̄X X =−1
2

∇̄χ
2 =−1

2
∇χ

2. (3.4)

This also implies that

∇̄∂iX =
1

2χ2 ∂iχ
2X . (3.5)
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3.1 Scalar curvature flow of graphs

Now, we resume our discussion about the extrinsic scalar curvature flow

(∂tΨ)⊥ = SαN. (3.6)

In what follows, we rule out the effect to local diffeomorphisms in (3.6) by defining a non-

parametric formulation of the flow Ψ, namely

Ψ(t,x) = (x,u(t,x)), (3.7)

where u : [0, t∗)×P→ R is a one-parameter family of smooth functions u(t, ·) defined in P. In

this formulation, the hypersurface Ψt(M) is the graph Σt of the function u(t, ·). Since

∂iΨ = ∂i +∂iuX ,

the induced metric in Σt has local components given by

gi j = σi j +χ
2
∂iu∂ ju, (3.8)

and its contravariant version has components

gi j = σ
i j − χ2

W 2 uiu j,

where ui = σ i j∂ ju are the components of the gradient ∇u (for a fixed t) and

W =
√

1+χ2|∇u|2. (3.9)

An orientation of Σt could be fixed by the unit normal vector field

N =
1

χW

(
X −χ

2
∇u
)
. (3.10)

In order to determine the second fundamental form of Σt , we compute

∇̄∂iΨ∂ jΨ = ∇̄∂i∂ j +ui, jX +u j∇̄∂iX +ui∇̄X ∂ j +uiu j∇̄X X ,

from what follows that

⟨∇̄∂iΨ∂ jΨ,X⟩= χ
2ui, j +

1
2

u j∂iχ
2 +

1
2

ui∂ jχ
2

and

⟨∇̄∂iΨ∂ jΨ,χ2
∇u⟩= χ

2⟨∇∂i∂ j,∇u⟩+uiu j⟨∇̄X X ,χ2
∇u⟩

= χ
2⟨∇∂i∂ j,∇u⟩− 1

2
uiu j⟨∇χ

2,χ2
∇u⟩,
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where we used the expressions above for the covariant derivatives of the coordinate vector fields

in M̄. Therefore the components of the second fundamental form of Σt are given by

hi j = ⟨∇̄∂iΨ∂ jΨ,N⟩= 1
χW

⟨∇̄∂iΨ∂ jΨ,X −χ
2
∇u⟩

=
χ2

χW

(
ui, j −⟨∇∂i∂ j,∇u⟩

)
+

1
2χW

(
u j∂iχ

2 +ui∂ jχ
2)+ χ2

2χW
uiu j⟨∇χ

2,∇u⟩

=
χ

W
ui; j +

1
2χW

(
u j∂iχ

2 +ui∂ jχ
2)+ χ

2W
uiu j⟨∇χ

2,∇u⟩,

where ui; j are the local components of the Hessian of u (for a fixed t) in P. We conclude that the

components of the Weingarten map are given by

ai
j = gikhk j =

χ

W
gikuk; j +

1
2χW

(
u jgik

∂kχ
2 +gikuk∂ jχ

2)+ χ2

2χW
gikuku j⟨∇χ

2,∇u⟩.

Note that

gikuk = σ
ikuk −

χ2

W 2 uiukuk = ui
(

1− χ2

W 2 |∇u|2
)
=

1
W 2 ui

and

gik
∂kχ

2 = (χ2)i − χ2

W 2 ui⟨∇χ
2,∇u⟩.

Therefore

ai
j =

χ

W
gikuk; j +

1
2χW

(
u j(χ

2)i −uiu j
χ2

W 2 ⟨∇χ
2,∇u⟩

)
+

1
2χW

1
W 2 ui

∂ jχ
2 +

χ2

2χW
1

W 2 uiu j⟨∇χ
2,∇u⟩.

Eliminating some terms one obtains the following expression for the components of the Weingar-

ten map in local coordinates

ai
j =

χ

W
gikuk; j +

1
2χW

u j(χ
2)i +

1
2χW 3 ui.(χ2) j, (3.11)

where the sacalar curvature is given by

S = ∑
i< j

ε
i j
kℓa

k
i aℓj = ∑

i< j

∣∣∣∣∣∣ ai
i ai

j

a j
i a j

j

∣∣∣∣∣∣ .
3.1.1 Scalar curvature equation in terms of intrinsic operators

From the intrinsic point of view, the function u is the restriction of the coordinate s

to the graph Σ. Since

∇̄s = χ
−2

∂s = χ
−2X ,
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the (intrinsic) gradient of u : Σ → R is given by

∇
Σu = χ

−2X⊤, (3.12)

where ∇Σ denotes the Riemannian connection in (Σ,g) and ⊤ denotes the orthogonal projection

onto the tangent space of Σ at a given point. Hence,

∇
Σu =

1
χ2 X − 1

χW
N. (3.13)

The local components of ∇Σu are given by

(∇Σu)i = gi ju j = σ
i ju j −

χ2

W 2 uiu ju j = ui
(

1− χ2

W 2 |∇u|2
)
=

1
W 2 ui.

Therefore

∇
Σu = gi jui∂ jΨ =

ui

W 2 ∂iΨ.

On the other hand

⟨X ,∂iΨ⟩= χ
2ui,

what implies that

X⊤ = χ
2gi jui∂ jΨ,

that is,

X⊤ = χ
2
∇

Σu,

verifying the expression 3.12 above. Now, we compute the intrinsic Hessian of u : Σ →R. Using

3.12 one has

⟨∇Σ

∂iΨ
∇

Σu,∂ jΨ⟩= χ
−2⟨∇Σ

∂iΨ
X⊤,∂ jΨ⟩+∂iχ

−2⟨X ,∂ jΨ⟩

= χ
−2⟨∇̄∂iΨX ,∂ jΨ⟩−⟨X ,N⟩⟨∇̄∂iΨN,∂ jΨ⟩+∂iχ

−2⟨X ,∂ jΨ⟩

= χ
−2(ui⟨∇̄X X ,∂ j⟩+u j⟨∇̄∂iX ,X⟩

)
+ ⟨X ,N⟩hi j +u jχ

2
∂iχ

−2.

Hence, one obtains

⟨∇Σ

∂iΨ
∇

Σu,∂ jΨ⟩= 1
2

χ
−2(−ui∂ jχ

2 +u j∂iχ
2)+ ⟨X ,N⟩hi j +u jχ

2
∂iχ

−2

=−1
2

χ
−2(ui∂ jχ

2 +u j∂iχ
2)+ ⟨X ,N⟩hi j.
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In sum, the Hessian of u = t|Σ in (Σ,g) has components given by

⟨∇Σ

∂iΨ
∇

Σu,∂ jΨ⟩= χ

W
hi j −

1
2

χ
−2(ui∂ jχ

2 +u j∂iχ
2) (3.14)

=
χ

W
hi j −

(
ui∂ j log χ +u j∂i log χ

)
. (3.15)

Therefore

∆Σu = gi j⟨∇Σ

∂iΨ
∇

Σu,∂ jΨ⟩= nH
χ

W
−2⟨∇Σu,∇Σ log χ⟩.

Moreover

|A|2 = χ2

W 2 gikg jℓhi jhkℓ

= gikg jℓ
(

∇
Σ

∂i
∇

Σ

∂ j
u+ui∂ j log χ +u j∂i log χ

)(
∇

Σ

∂k
∇

Σ

∂ℓ
u+uk∂ℓ log χ +uℓ∂k log χ

)
= |∇Σ

∇
Σu|2 +2⟨∇Σ

∇Σu∇
Σu,∇Σ log χ⟩+2|∇Σu|2|∇Σ log χ|2 +2⟨∇Σu,∇Σ log χ⟩2.

We conclude that

2S = n2H2 −|A|2 = W 2

χ2

(
∆Σu+2⟨∇Σu,∇Σ log χ⟩

)2

−|∇Σ
∇

Σu|2 −2⟨∇Σ

∇Σu∇
Σu,∇Σ log χ⟩−2|∇Σu|2|∇Σ log χ|2 −2⟨∇Σu,∇Σ log χ⟩2. (3.16)

This expression shows that the scalar curvature flow soliton is a solution of a fully nonlinear

PDE of the form

F(u,∇Σu,∇Σ
∇

Σu) = ψ(∇Σu),

where ψ encodes the expression involving ⟨X ,N⟩.

3.2 Scalar curvature of rotationally invariant hypersurfaces

In this section, we consider the particular case when P is a Hadamard manifold and

its Riemannian metric σ is rotationally invariant in the sense that there exists a pole o ∈ P and

Gaussian global coordinates (r,θ)∈R+×Sn−1 centered at o in terms of which σ may be written

as

σ = dr2 +ξ
2(r)dθ

2, (3.17)

where dθ 2 is the standard metric in Sn−1 and ξ is a smooth positive function that extends

smoothly as r → 0+ with

ξ (0) = 0, ξ
′(0) = 1, ξ

(2k)(0) = 0
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for k ∈ N. We also suppose that χ = |X | depends (smoothly) only on r = distP(0,x), that is,

χ(x) = χ(r(x)) with

χ(0) = 1, χ
′(0) = 0, χ

(2k+1)(0) = 0

for k ∈ N. Recall that we are assuming the validity of the main sctructural assumptions about χ

and ξ as stated above.

In sum, the metric ḡ in M̄ = R×P has a doubly warped structure described in terms

of the “cylindrical” coordinates (r,θ ,τ) as

ḡ = dr2 +ξ
2(r)dθ

2 +χ
2(r)ds2.

Recall that X = ∂s is Killing vector field (in fact, a parallel vector field if χ is constant) with

∇̄∂rX =
∂rχ

χ
X =

χ ′(r)
χ(r)

X

and

∇̄X X =−χ(r)χ ′(r)∂r.

Moreover we have

⟨∇̄∂
θ i X ,X⟩= ⟨∇̄∂

θ i X ,∂r⟩= ⟨∇̄∂
θ i X ,∂θ j⟩= 0,

∇̄∂r∂r = 0 and ∇̄∂
θ i ∂r =

ξ ′(r)
ξ (r)

∂θ i.

A rotationally invariant hypersurface Σ ⊂ M̄ may be parameterized in clylindrical coordinates as

Ψ(τ,ϑ) = (r(τ),ϑ ,s(τ)).

Hence the tangent space at a given point at Σ is spanned by the coordinate vector field

∂τΨ = ṙ∂r + ṡ∂s

and

∂θ iΨ = ∂θ i|Ψ,

where the superscript ··· denotes derivatives with respect to the parameter τ . The induced metric

in Σ has local components in terms of the coordinates (τ,θ 1, . . . ,θ n−1) given by

gττ = ṙ2 +χ
2(r)ṡ2,

gτi = 0,

gi j = ξ
2(r)θi j.
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An orientation for Σ is given by

N =
1

χW

(
−χ

2(r)ṡ∂r + ṙ∂s
)
,

where

W =
√

ṙ2 +χ2(r)ṡ2.

Now we compute

∇̄∂τ Ψ(χWN) =− d
dτ

(χ2ṡ)∂r +
d

dτ
ṙ∂s −χ

2ṡ∇̄∂τ Ψ∂r + ṙ∇̄∂τ Ψ∂τ

=− d
dτ

(χ2ṡ)∂r +
d

dτ
ṙ∂s +

(
−χ

2ṡ2
∇̄∂ s∂r + ṙ2

∇̄∂r∂s + ṙṡ∇̄∂s∂s
)

=− d
dτ

(χ2ṡ)∂r +
d

dτ
ṙ∂s +

((
−χ

2ṡ2 + ṙ2)χ ′(r)
χ(r)

∂s − ṙṡχ(r)χ ′(r)∂r

)
,

from what follows that

∇̄∂τ Ψ(χWN) =− d
dτ

(χ2ṡ)∂r +
d

dτ
ṙ∂s +

(
ṙ2 −χ

2ṡ2)χ ′(r)
χ(r)

∂s − ṙṡχ(r)χ ′(r)∂r.

Therefore the component of the second fundamental form of Σ in the direction of ∂τΨ is given

by

hττ =−⟨∇̄∂τ ΨN,∂τΨ⟩= 1
χW

(
ṙ

d
dτ

(χ2ṡ)−χ
2ṡ

d
dτ

ṙ+ ṙ2ṡχ(r)χ ′(r)− ṡ
(
ṙ2 −χ

2ṡ2)
χ(r)χ ′(r)

)
.

Hence, we have

hττ =
1

χW

(
ṙ

d
ds

(χ2ṡ)−χ
2ṡ

d
ds

ṙ+χ
′
χ

3ṡ3
)
. (3.18)

Now we compute

∇̄∂
θ i Ψ(χWN) = ∇̄∂

θ i

(
−χ

2ṡ∂r + ṙ∂s
)
=−χ

2ṡ∇̄∂
θ i ∂r =−χ

2ṡ
ξ ′(r)
ξ (r)

∂θ i.

Therefore

hτi
.
=−⟨∇̄∂

θ i ΨN,∂τ⟩= 0 (3.19)

and

hi j
.
=−⟨∇̄∂

θ i ΨN,∂θ j⟩=
1

χW
χ

2ṡ
ξ ′(r)
ξ (r)

gi j. (3.20)

Therefore the principal values of the Weingarten map

ha
b = gachcb
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of Σ ⊂ M̄ are given by

κr
.
= hτ

τ =
1

χW 3

(
ṙ

d
dτ

(χ2ṡ)−χ
2ṡ

d
dτ

ṙ+χ
′
χ

3ṡ3
)
, (3.21)

in ∂r direction, and

κθ

.
=

1
W

χ ṡ
ξ ′(r)
ξ (r)

, (3.22)

in any direction of Sn−1. Therefore the extrinsic scalar curvature of Σ is given by

S = (n−1)κrκθ +
(n−1)(n−2)

2
κ

2
θ ,

that is,

S = (n−1)
1

W 4
ξ ′(r)
ξ (r)

ṡ
(

ṙ
d

dτ
(χ2ṡ)−χ

2ṡ
d

dτ
ṙ+χ

′
χ

3ṡ3
)
+

(n−1)(n−2)
2

1
W 2 χ

2ṡ2 ξ ′2(r)
ξ 2(r)

. (3.23)

Now, since

⟨X ,N⟩= χ

W
ṙ,

the soliton equation for α = 1/2, that is,

S = c2⟨X ,N⟩2,

may be written as

(n−1)
1

W 4
ξ ′(r)
ξ (r)

ṡ
(

ṙ
d
ds

(χ2ṡ)−χ
2ṡ

d
ds

ṙ+χ
′
χ

3ṡ3
)
+

(n−1)(n−2)
2

1
W 2 χ

2ṡ2 ξ ′2(r)
ξ 2(r)

= c2 χ2

W 2 ṙ2

or

(n−1)
1

χ2W 2
ξ ′(r)
ξ (r)

ṡ
(

ṙ
d
ds

(χ2ṡ)−χ
2ṡ

d
ds

ṙ+χ
′
χ

3ṡ3
)
+

(n−1)(n−2)
2

ṡ2 ξ ′2(r)
ξ 2(r)

= c2ṙ2 (3.24)

For α = 1 the scalar curvature flow soliton is given by

(n−1)
1

W 4
ξ ′(r)
ξ (r)

ṡ
(

ṙ
d
ds

(χ2ṡ)−χ
2ṡ

d
ds

ṙ+χ
′
χ

3ṡ3
)
+

(n−1)(n−2)
2

1
W 2 χ

2ṡ2 ξ ′2(r)
ξ 2(r)

= c
χ

W
ṙ.

(3.25)

3.2.1 First-order ODEs of rotationally invariant solitons

If we assume in the previous calculations that τ is the arc-length parameter of the

profile curve

α(τ) = (r(τ),s(τ))
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of Σ, then

ṙ2 +χ
2(r)ṡ2 = 1,

that is, W ≡ 1. Moreover, we can define a smooth determination of the angle φ between the

tangent to the curve α at a given point and the coordinate direction ∂r. One has

cosφ = ⟨ṙ∂r + ṡ∂s,∂r⟩= ṙ.

In fact, one defines φ such that

ṙ = cosφ , (3.26)

χ(r)ṡ = sinφ . (3.27)

Hence one has

ṙ
d

dτ
(χ ṡ)−χ ṡ

d
dτ

ṙ = cos2
φφ̇ + sin2

φφ̇ = φ̇ .

Therefore

ṙ
d

dτ
(χ2ṡ)−χ

2ṡ
d

dτ
ṙ+χ

′
χ

3ṡ3 = χ(r)φ̇ +χ(r)χ ′(r)ṙ2ṡ+χ
′(r)χ3(r)ṡ3

= χ(r)φ̇ +χ(r)χ ′(r)ṡ(ṙ2 +χ
2ṡ2) = χ(r)φ̇ +χ(r)χ ′(r)ṡ

= χ(r)φ̇ +χ
′(r)sinφ .

Therefore

S = (n−1)
ξ ′(r)
ξ (r)

sinφφ̇ +

(
(n−1)

ξ ′(r)
ξ (r)

χ ′(r)
χ(r)

+
(n−1)(n−2)

2
ξ ′2(r)
ξ 2(r)

)
sin2

φ .

If it is the cylinder, φ ≡ π/2, and by the above expression, the scalar curvature of the cylinder is

the term between brackets. We refer

S(r) .
= (n−1)

ξ ′(r)
ξ (r)

χ ′(r)
χ(r)

+
(n−1)(n−2)

2
ξ ′2(r)
ξ 2(r)

(3.28)

as the scalar curvature of the cylinder and S alone as the scalar curvature of M. Rewriting the

scalar curvature of M,

S = (n−1)
ξ ′(r)
ξ (r)

sinφφ̇ +S(r)sin2
φ . (3.29)

In general, the scalar curvature flow soliton for α ∈ {1/2,1} is equivalent to the following

first-order systems of ODEs:
ṙ = cosφ

χ(r)ṡ = sinφ

(n−1)ξ ′(r)
ξ (r) sinφφ̇ = c1/α χ1/α(r)cos1/α φ −S(r)sin2

φ

(3.30)
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Theorem 2. For each r0 > 0 and s0 ∈ I there exists a rotationally invariant scalar curvature

soliton Σα,n,r0 for α ∈ {1/2,1} in M×χ I given by a graph of a function defined in M\Bo(r0)

that meets M orthogonally along its boundary ∂Bo(r0)⊂ Ps0 .

For α = 1/2, the rotationally invariant hypersurface Cα,n,r0
.
= Σα,n,r0 ∪Rs0(Σα,n,r0)

where R : M̄ → M̄ is the reflection through Ps0 is a scalar curvature flow soliton

Proof. We denote by φ the solution of the system (3.30) for initial conditions

r(0) = r0 > 0, s(0) = 0 and φ(0) =
π

2
,

with φ(τ) ∈ [−π/2,π/2] for τ in some interval of the form [0,τ∞) or [0,+∞). It follows from

the third equation in the system that

φ̇(0)< 0

and therefore φ decreases for τ > 0 close to 0. Note that φ does not attain the value 0 since

otherwise we would have χ(r) = 0 for some r > 0. Indeed, if φ(τ)→ 0 as τ → τ∗ for some

τ∗ > 0 one has ṙ → 1 as τ → τ∗. Therefore, we can write s as a function of r for r close to

limτ→τ∗ r. Since

d2s
dr2 =

s̈ṙ− ṡr̈
ṙ3 =

1
cos3 φ

(
1
χ

(
φ̇ − χ ′

χ
sinφ

)
cos2

φ +
1
χ

sin2
φφ̇

)
=

1
χ(r)cos3 φ

(
φ̇ − χ ′(r)

χ(r)
sinφ cos2

φ

)
,

one concludes that

d2s
dr2 → 1

χ(r∗)
lim
r→r∗

φ̇(r).

On the other hand the third equation in (3.30) implies that limτ→τ∗ φ̇ is not finite. Hence, the

graph is not C2 at r∗ = limτ→τ∗ r. Hence, φ stays positive wherever it is defined. In particular,

it follows that there does not exists τ∗ > 0 such that φ(τ)→−π

2 as τ → τ∗. Similarly, we also

observe that if

φ(τ)→ π

2
and r(τ)→ r∗

as τ → τ∗ for some τ∗ > 0 and r∗ > 0 finite, then it follows from the third equation in (3.30) that

(n−1)
ξ ′(r∗)
ξ (r∗)

lim
τ→τ∗

φ̇ =−S(r∗)< 0, lim
τ→τ∗

ṙ = 0
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and

lim
τ→τ∗

r̈ =− lim
τ→τ∗

φ̇ > 0.

Therefore r = r∗ is either a strict local minimum of the map τ 7→ r(τ) or a vertical asymptote of

τ 7→ (r(τ),s(τ)) curve. In sum, if τ∗ is finite, r∗ is attained and the curve is in upward direction,

that is, φ(τ)↘ π/2 since φ̇ < 0 as τ → τ∗. By continuity of φ , it can happen only for τ = τ∗: in

fact, given two distinct minimum points it would exists a local maximum point with ṙ = cosφ = 0

and r̈ =−sinφφ̇ ≤ 0 which contradicts the third equation in (3.30). Therefore, the tangent of

the curve can be vertical at most once and r∗ > r0 is a global minimum, contradicting the choice

of the initial condition. Now, suppose that τ∗ = ∞. It follows that ṡ > 0, that is, s is a function of

r for r ∈ [r0,r∗) with

ds
dr

=
ṡ
ṙ
= χ(r)

sinφ

cosφ
→+∞

and

φ̇(τ)→−S(r∗)< 0

as τ → +∞ and r → r∗. Hence φ(τ) > π

2 for τ large enough which contradicts the fact that
ds
dr > 0 for large values of τ .

From this point on we also follow the ideas in the proofs of propositions 1 to 3 in

(LIMA; PIPOLI, 2022. Disponível em https://arxiv.org/abs/2211.03918. Acesso em 12 dez.

2022). We denote

m(τ) = sin2
φ(τ).

Using this function we rewrite the third equation in (3.30) as

(n−1)
ξ ′(r)
ξ (r)

1
2cosφ

ṁ = c1/α
χ

1/α(r)
(
1−m

)1/2α −S(r)m.

Since

dτ

dr
=

1
cosφ

,

we conclude that the derivative of m with respect to r is given by

dm
dr

=
2

n−1
c1/α

χ
1/α(r)

ξ (r)
ξ ′(r)

(
1−m

) 1
2α − 2

n−1
ξ (r)
ξ ′(r)

S(r)m (3.31)
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Given r0 > 0, let mr0 be the solution of (3.31) with initial condition mr0(r0) = 1. This corresponds

to the solution of (3.30) with that φ(0) = π/2 as we are considering above. Therefore, (3.31)

implies that m′
r0
(r0) < 0 what implies that mr0 is decreasing for r > r0 near r0. Suppose that

mr0 vanishes for some r1 > r0. If this is the case, (3.31) implies that m′
r0
(r1) > 0 which is a

contradiction since mr0(r) would be negative for r < r1 near r1. Hence mr0(r) > 0 for r > 0.

Suppose that there exists a critical point r∗ > r0 of mr0 . Hence,

d2m
dr2

∣∣∣
r=r∗

=
2

n−1
c1/α

(
χ

1/α(r)
ξ (r)
ξ ′(r)

)′(
1−m

) 1
2α − 2

n−1

(
ξ (r)
ξ ′(r)

S(r)
)′

m

=
2

n−1

ξ (r)
ξ ′(r)S(r)m

χ1/α(r) ξ (r)
ξ ′(r)

(
χ

1/α(r)
ξ (r)
ξ ′(r)

)′
− 2

n−1

(
ξ (r)
ξ ′(r)

S(r)
)′

m

=
2

n−1
ξ (r)
ξ ′(r)

S(r)m

((
χ1/α(r) ξ (r)

ξ ′(r)

)′
χ1/α(r) ξ (r)

ξ ′(r)

−

(
ξ (r)
ξ ′(r)S(r)

)′
ξ (r)
ξ ′(r)S(r)

)

=
2

n−1
ξ (r∗)
ξ ′(r∗)

S(r∗)m(r∗)
d
dr

∣∣∣
r=r∗

log
(

χ1/α(r)
S(r)

)
> 0

where we used the fact that χ is an increasing function and S(r) decreases with increasing r.

Hence, a critical point is also a strict minimum point. Therefore m′
r0

does not vanish at other

points besides r = r∗. It follows that mr0 is increasing for r > r∗ wherever it is defined. Now,

suppose that there exists r2 > r∗ such that mr0(r2) = 1. This implies that m′
r0
(r2) < 0 what is

a contradiction since m′
r0
(r∗∗)> 0 for r∗∗ > r∗ and close to r∗: indeed, as we have seen, there

are no points in r ∈ (r∗∗,r2) with m′
r0
(r) = 0. Therefore, mr0(r) is always strictly less than 1

for r > r∗ wherever it is defined. Hence, mr0 can be defined for r ∈ (r∗,+∞) and therefore in

the interval (r0,+∞). On the other hand, if there are no critical points of mr0 in its interval of

definition, then mr0 decreases with increasing r and does not attain the value 1. We conclude that

in this case mr0 is defined for any r ∈ (r0,+∞).

We conclude that the solution of (3.30) with initial conditions r(0) = r0,s(0) = 0

and φ(0) = π/2 is given by a graph defined for r ∈ [r0,+∞) whose slope φ does not attain the

values 0 and ±π/2 elsewhere. Moreover, φ decreases in [r0,+∞) if there are no critical points

for mr0 . In the case when there is (a unique) critical point r∗ > r0 of mr0 , the angle φ decreases

in [r0,r∗) and is an increasing function in the interval (r∗,+∞).

Moreover, the graph has a non zero asymptotic angle φ∞ implicitly given by φ̇ → 0

as τ →+∞, that is, by

lim
τ→+∞

(
c1/α

χ
1/α(r)(1−m)1/2α −S(r)m

)
= 0.
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In the case of Riemannian products (where χ = 1) we have

c1/α lim
τ→+∞

(1−m)1/2α = S∞ lim
τ→+∞

m

where S∞ = limr→+∞ S(r). For instance, in Rn+1 one has S∞ = 0 and φ∞ = π

2 whereas in Hn ×R

one has S∞ = 1
2(n−1)(n−2) and

cos1/α φ∞

sin2
φ∞

=
S∞

c1/α
·

In the case of non-trivial warped products with χ(r)→+∞ as r →+∞ and finite S∞ one has

c1/α lim
τ→+∞

(1−m)1/2α

m
= lim

r→+∞

S∞

χ1/α(r)
= 0.

Hence, m → 1 as τ →+∞ in this case, that is, φ∞ = π

2 .

It remains to prove that mr0 is bounded away from 0. In order to get a lower bound

to mr0 we observe from (3.31) that

− 2
n−1

ξ (r)
ξ ′(r)

S(r)mr0(r)≤
dmr0

dr
≤ 2

n−1
c1/α

χ
1/α ξ (r)

ξ ′(r)
(1−m)1/2α

for r ≥ r0. In particular one deduces that

logmr0(r)≥− 2
n−1

∫ r

r0

ξ (ς)

ξ ′(ς)
S(ς)dς = log

(
χ
−2(r)ξ 2−n(r)

)
− log

(
χ
−2(r0)ξ

2−n(r0)
)

where we used the fact that

− 2
n−1

ξ (r)
ξ ′(r)

S(r) =−2
χ ′(r)
χ(r)

− (n−2)
ξ ′(r)
ξ (r)

·

Therefore

mr0(r)≥
χ−2(r)ξ 2−n(r)

χ−2(r0)ξ 2−n(r0)

We also have

mr0(r)≤
2

n−1
c1/α

∫ r

r0

χ
1/α(ς)

ξ (ς)

ξ ′(ς)
dς

for r ≥ r0. By first and second equations in 3.30,

χ =
sinφ

ṡ
=

sinφ

cosφ

ṙ
ṡ
⇒ χ cosφ =

sinφ

s′
.

By the third equation in (3.30) and knowing that φ̇ → 0 and φ → π/2 as r → ∞,

lim
r→∞

[
c1/α

(
sinφ

s′

)1/α

−S(r)sin2
φ

]
= 0 ⇒

(
c

s′∞

)1/α

= S∞ ⇒ s′∞ =
c

Sα
∞

,
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where s′ → s′∞ as r → ∞.

For α = 1/2, let R be the reflection over a horizontal hyperplane M×{t0} in M×R.

Suppose that Σ is a translator in M×R with unit normal ν . Define Σ = R(Σ) with unit normal

ν =−R∗ν . Then Σ is a translator as well. In fact, S is invariant by change of orientation. This

and the fact that R is an isometry give that S of Σ at p coincides with S of Σ at R(p). Therefore,√
S◦R =

√
S = c⟨ν ,∂t⟩= c⟨R∗ν ,R∗∂t⟩= c⟨ν ,∂t⟩,

which give us that Σ is a translator as well. This finishes the proof. □

Theorem 3. For each so ∈ I, there exists a rotationally invariant scalar curvature soliton Cα,n,0

for α ∈ {1/2,1} in M×χ I given by a graph of a function defined in Ps0 . We refer to this entire

graph as a bowl soliton.

Moreover, for each r0 > 0 there exists a rotationally invariant scalar curvature

soliton Σα,n,r0 for α ∈ {1/2,1} in M× I given by a graph of a function defined in M \Bo(r0) that

meets M tangencially along its boundary ∂Bo(r0)⊂ P. The rotationally invariant hypersurface

Cα,n,r0
.
= Σα,n,r0 ∪Rs0(Σα,n,r0), where Rs0 : M̄ → M̄ is the reflection throwgh Ps0 , is a scalar

curvature flow soliton.

Proof. It is convenient to consider the angle ψ = π

2 −φ . Hence,

χ ṡ = cosψ, ṙ = sinψ (3.32)

Hence one has

ṙ
d

dτ
(χ ṡ)−χ ṡ

d
dτ

ṙ =−ψ̇.

Therefore

ṙ
d

dτ
(χ2ṡ)−χ

2ṡ
d

dτ
ṙ+χ

′
χ

3ṡ3 =−χ(r)ψ̇ +χ(r)χ ′(r)ṙ2ṡ+χ
′(r)χ3(r)ṡ3

=−χ(r)ψ̇ +χ(r)χ ′(r)ṡ(ṙ2 +χ
2ṡ2) =−χ(r)ψ̇ +χ(r)χ ′(r)ṡ

=−χ(r)ψ̇ +χ
′(r)cosψ.

We conclude that

S =−(n−1)
ξ ′(r)
ξ (r)

cosψψ̇ +

(
(n−1)

ξ ′(r)
ξ (r)

χ ′(r)
χ(r)

+
(n−1)(n−2)

2
ξ ′2(r)
ξ 2(r)

)
cos2

ψ.
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and

S =−(n−1)
ξ ′(r)
ξ (r)

cosψψ̇ +S(r)cos2
ψ. (3.33)

In general, the scalar curvature flow soliton for α ∈ {1/2,1} is equivalent to the following

first-order systems of ODEs:
χ(r)ṡ = cosψ

ṙ = sinψ

−(n−1)ξ ′(r)
ξ (r) cosψψ̇ = c1/α χ1/α(r)sin1/α

ψ −S(r)cos2 ψ

(3.34)

Denoting

m(τ) = cos2
ψ(τ)

one has from the third equation above that

dm
dr

=
2

n−1
ξ (r)
ξ ′(r)

c1/α
χ

1/α(r)(1−m)1/2α − 2
n−1

ξ (r)
ξ ′(r)

S(r)m (3.35)

Consider the initial condition m(0) = 0 for (3.35). This corresponds to the solution of (3.34)

with that ψ(0) = π/2. Therefore, (3.35) implies that m′(0)> 0 what implies that m is increasing

for r > 0 near 0. Suppose that m(r1) = 1 for some r1 > 0. If this is the case, (3.35) implies that

m′(r1)< 0 which is a contradiction since in this case we would have m(r)> 1 for r < r1 near r1.

Hence m(r)< 1 for r > 0. Suppose that there exists a critical point r∗ > 0 of m. Hence,

d2m
dr2

∣∣∣
r=r∗

=
2

n−1
c1/α

(
χ

1/α(r)
ξ (r)
ξ ′(r)

)′(
1−m

) 1
2α − 2

n−1

(
ξ (r)
ξ ′(r)

S(r)
)′

m

=
2

n−1

ξ (r)
ξ ′(r)S(r)m

χ1/α(r) ξ (r)
ξ ′(r)

(
χ

1/α(r)
ξ (r)
ξ ′(r)

)′
− 2

n−1

(
ξ (r)
ξ ′(r)

S(r)
)′

m

=
2

n−1
ξ (r)
ξ ′(r)

S(r)m

((
χ1/α(r) ξ (r)

ξ ′(r)

)′
χ1/α(r) ξ (r)

ξ ′(r)

−

(
ξ (r)
ξ ′(r)S(r)

)′
ξ (r)
ξ ′(r)S(r)

)

=
2

n−1
ξ (r∗)
ξ ′(r∗)

S(r∗)m(r∗)
d
dr

∣∣∣
r=r∗

log
(

χ1/α(r)
S(r)

)
> 0,

where we used the fact that χ is an increasing function and S(r) decreases with increasing r.

Hence, a critical point is also a strict minimum point. This contradicts the fact that there should

exists a local maximum point before r∗, since m is increasing near r = 0. It follows that m is

increasing for r > 0 wherever it is defined. Now, suppose that there exists r2 > 0 such that
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m(r2) = 0. This implies that m′(r2)> 0 what is a contradiction since we would have m(r)< 0 for

r < r2 near r2. Therefore, m(r) is always strictly greater than 0 for r > 0 wherever it is defined.

We conclude that m can be defined for r ∈ (0,+∞) and that m0 increases with increasing r and

does not attain the values 0 and 1 for r > 0.

In sum, the solution of (3.34) with initial conditions r(0) = 0,s(0) = s0 and ψ(0) =

π/2 is given by a graph defined for r ∈ [0,+∞) whose slope ψ does not attain the value π/2

elsewhere. Moreover, ψ is a increasing function in the interval (0,+∞).

One can also deduce that this graph has the asymptotic limit determined in the case

of initial conditions φ(0) = π

2 . □

Now, we prove the existence of rotationally invariant hypersurfaces with zero scalar

curvature (this means to fix c = 0 in the soliton equation) in warped M̄ = P×χ I which is an

Einstein manifold.

Theorem 4. There exists a one-parameter family of rotationally invariant hypersurfaces with

zero scalar curvature in M̄ = P×χ I when this warped space is an Einstein manifold.

Proof. We use the flux formula (5.9) to deduce a first integral to the zero curvature scalar equation.

Indeed, let Ms−,s+ be the open subset of M between the leaves Ps− and Ps+ with s− < s+. It

follows that∫
∂Ds−

⟨P∇η ,ν⟩e−ζ d∂Ds− =
∫

∂Ds+

⟨P∇η ,ν⟩e−ζ d∂Ds+ =C

for some constant C. Here, ∂Ds± = M∩Ps± and ∂Ms−,s+ = ∂Ds− ∪∂Ds+ . Note that

ν = ∂τΨ = ṙ∂r + ṡ∂s

and, since

∇η = X⊤ = ∂
⊤
s = X −⟨X ,N⟩N = X −χ(r)ṙ,

one gets

⟨P∇η ,ν⟩= ⟨X⊤,(nHI −A)∂τΨ⟩= nH⟨X , ṡ∂s + ṙ∂r⟩−⟨X ,A∂τΨ⟩

= nHṡ⟨X ,X⟩−κr⟨X ,∂τΨ⟩= nHχ
2(r)ṡ−κrχ

2(r)ṡ

= (n−1)κθ χ
2(r)ṡ.
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But the zero scalar curvature hypersurface is rotacionally symmetric by hypothesis and Ds ⊂ Ps,

therefore

d∂D = ξ
n−1(r)dθ ,

where dθ is the standard volume element in Sn−1. We conclude that

(n−1)κθ χ
2(r)ṡe−χ−2

ξ
n−1(r)vol(Sn−1) =C, (3.36)

where

κθ =
ξ ′(r)
ξ (r)

χ(r)ṡ.

Hence we obtain the following first integral for the zero scalar curvature equation:

e−χ−2(r)
χ

3(r)ξ n−2(r)ξ ′(r)ṡ =
C

(n−1)vol(Sn−1)
. (3.37)

We conclude from this expression that the solution is defined for r = 0 if and only if C = 0,

what corresponds to the trivial solution s = constant. Now consider C ̸= 0. On the hand,

e−χ−2(r)χ2(r)ξ n−2(r)ξ ′(r) is an increasing function of r and it is zero when r = 0. On the other

hand, χ(r)ṡ = sinφ ≤ 1. Therefore, by continuity, a smooth solution is defined for each C in

r ≥ r∗ > 0, where r∗ is defined implictly by

e−χ−2(r∗)χ2(r∗)ξ n−2(r∗)ξ ′(r∗) =
C

(n−1)vol(Sn−1)
,

and at r = r∗ one has χ(r∗)ṡ = 1. This means that φ =±π/2 at r = r∗. □
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4 ROTATIONALLY INVARIANT SOLITONS FOR α = 1/2 AS GRAPHS

In this section, we consider n ≥ 3 and a non-parallel Killing vector field X . We fix

τ = r, that is, we suppose that the rotationally invariant scalar curvature flow soliton Σ can be

described as a graph of a function s = u(r) defined over some region in P. In this case one has

ṙ = 1 and ṡ = u′(r).

Hence, 3.24 can be rewritten in terms of these parameters as

(n−1)
1

χ2W 2
ξ ′(r)
ξ (r)

u′(r)
(
(χ2(r)u′(r))′+χ

′(r)χ3(r)u′3(r)
)
+

(n−1)(n−2)
2

u′2(r)
ξ ′2(r)
ξ 2(r)

= c2.

Therefore

(n−1)
1

W 2
ξ ′(r)
ξ (r)

u′(r)
(

χ(r)
(
χ(r)u′(r)

)′
+χ

′(r)χ(r)u′(r)
(
1+χ

2(r)u′2(r)
))

+
(n−1)(n−2)

2
χ

2(r)u′2(r)
ξ ′2(r)
ξ 2(r)

= c2
χ

2(r).

Hence, one has

(n−1)
1

W 2
ξ ′(r)
ξ (r)

χ(r)u′(r)
((

χ(r)u′(r)
)′
+

χ ′(r)
χ(r)

χ(r)u′(r)
(
1+χ

2(r)u′2(r)
))

+
(n−1)(n−2)

2
χ

2(r)u′2(r)
ξ ′2(r)
ξ 2(r)

= c2
χ

2(r).

Denoting

v(r) =
(
χ(r)u′(r)

)2
, (4.1)

one obtains

(n−1)
1

W 2
ξ ′(r)
ξ (r)

(1
2

v′(r)+
χ ′(r)
χ(r)

v(r)
(
1+ v(r)

))
+

(n−1)(n−2)
2

v(r)
ξ ′2(r)
ξ 2(r)

= c2
χ

2(r).

Note that v =W 2 −1. Therefore, expressing the equation above in terms of W yields

(n−1)
ξ ′(r)
ξ (r)

(W ′(r)
W (r)

+
χ ′(r)
χ(r)

(
W 2(r)−1

))
+

(n−1)(n−2)
2

(
W 2(r)−1

)ξ ′2(r)
ξ 2(r)

= c2
χ

2(r).

Rearranging terms and multiplying both sides by 1/W 2 one gets

(n−1)
ξ ′(r)
ξ (r)

W ′(r)
W 3(r)

−
(
(n−1)

ξ ′(r)
ξ (r)

χ ′(r)
χ(r)

+
(n−1)(n−2)

2
ξ ′2(r)
ξ 2(r)

+ c2
χ

2(r)
)

1
W 2

+

(
(n−1)

ξ ′(r)
ξ (r)

χ ′(r)
χ(r)

+
(n−1)(n−2)

2
ξ ′2(r)
ξ 2(r)

)
= 0. (4.2)
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In terms of the scalar curvature S(r) of geodesic cylinders this equations can be rewritten as

(n−1)
ξ ′(r)
ξ (r)

W ′(r)
W 3(r)

−
(
S(r)+ c2

χ
2(r)

) 1
W 2 +S(r) = 0. (4.3)

Define

g(r) .
=

1
W 2 . (4.4)

Multiplying both sides equation (4.2) by ξ (r)/ξ ′(r), it becomes

(n−1)g′(r)+2
(
S(r)+ c2

χ
2(r)

) ξ (r)
ξ ′(r)

g(r) = 2S(r)
ξ (r)
ξ ′(r)

. (4.5)

An integrating factor µ(r) for this first-order ODE equation satisfies

(n−1)µ ′(r) = 2
(
S(r)+ c2

χ
2(r)

) ξ (r)
ξ ′(r)

µ.

Hence, we have

µ ′(r)
µ(r)

−2
χ ′(r)
χ(r)

− (n−2)
ξ ′(r)
ξ (r)

=
2c2

n−1
χ

2(r)
ξ (r)
ξ ′(r)

.

Therefore, we may choose the integrating factor

µ(r) = χ
2(r)ξ n−2(r)exp

(
2c2

n−1

∫ r

0
χ

2(ρ)
ξ (ρ)

ξ ′(ρ)
dρ

)
.

Denote

G(r) = exp
(

2c2

n−1

∫ r

0
χ

2(ρ)
ξ (ρ)

ξ ′(ρ)
dρ

)
. (4.6)

Hence,

(n−1)µ(r)g(r) =C0 +
∫ r

0
2S(ρ)

ξ (ρ)

ξ ′(ρ)
µ(ρ)dρ. (4.7)

Therefore

g(r) =
1

n−1

(
C0

µ(r)
+

1
µ(r)

∫ r

0
2S(ρ)

ξ (ρ)

ξ ′(ρ)
µ(ρ)dρ

)
. (4.8)

We conclude that

u′2(r) =
n−1
χ2(r)

(
C0

µ(r)
+

1
µ(r)

∫ r

0
2S(ρ)

ξ (ρ)

ξ ′(ρ)
µ(ρ)dρ

)−1

− 1
χ2(r)

· (4.9)

Since

2S(ρ)
ξ (ρ)

ξ ′(ρ)
µ(ρ) = (n−1)

(
2

χ ′(r)
χ(r)

+(n−2)
ξ ′(r)
ξ (r)

)
χ

2(r)ξ n−2(r)G(r)

= (n−1)
(
χ

2
ξ

n−2)′G(r),
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we can rewrite (4.9) as

u′2(r) = ξ
n−2(r)G(r)

(
C0

n−1
+
∫ r

0
(χ2(ρ)ξ n−2(ρ))′G(ρ)dρ

)−1

−χ
−2(r). (4.10)

It follows that

u′(r) =±

√
ξ n−2(r)G(r)

Ĉ0 +
∫ r

0 (χ
2(ρ)ξ n−2(ρ))′G(ρ)dρ

− 1
χ2(r)

, (4.11)

where Ĉ0 =C0/(n−1) is a constant of integration. Integrating (4.11),

u(r) =±
∫ r

r∗

√
ξ n−2Gn(λ )

Ĉ0 +
∫

λ

0 (χ2(ρ)ξ n−2(ρ))′Gn(ρ)dρ
− 1

χ2(λ )
dλ , (4.12)

where r ≥ r∗ and r∗ ≥ 0 depends on C0.

In what follows, we consider the positive square root in the expression of u′ and u.

We could take negative sign in (4.11) and (4.12) as well. However, this is equivalent to reflect

ψ(M) with respect to P0 = P×{0}. We will see below that for C0 < 0 the solution is defined

for r ≥ r∗ for given r∗ > 0 depending on C0. In this case we have

lim
r→r∗

u′(r) = +∞

and the reflection with respect to P0 produces (at least C1) complete solitons to which we refer

to as translating catenoids. For C0 > 0, we will prove that the solution is defined for r ≥ r∗ for

some r∗ > 0 that depends on C0 and

lim
r→r∗

u′(r) = 0.

In this case, the rotationally invariant hypersurface in singular along its intersection with P0, that

is, along the geodesic sphere of P0 centered at o with radius r∗.

Observe that if we take C0 = 0 in (4.12) we have (4.14). These hypersurfaces are

referred as bowl solitons.

Now we summarize the discussion above and state some existence results for scalar

curvature flow soliton given by rotationally invariant graphs in M̄ = P×χ I for n = dimP≥ 3

under the assumptions that P is a Hadamard manifold with rotationally invariant metric and

that χ = χ(r) is a non-constant radial function under the structural assumptions stated in the

Introduction.

Theorem 5. The one-parameter family of rotationally invariant scalar curvature flow solitons

Cn,α,C0 in M̄ = P×χ I are described as follows: given

G(r) = exp
(

2c2

n−1

∫ r
χ

2(ρ)
ξ (ρ)

ξ ′(ρ)
dρ

)
, (4.13)
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the soliton Cn,α,C0 is the graph of the rotationally invariant function

u(r) =
∫ r

r∗

√
ξ n−2G(λ )

C0 +
∫

λ

0 (χ2(ρ)ξ n−2(ρ))′G(ρ)dρ
− 1

χ2(λ )
dλ , (4.14)

for n ≥ 3. The integration limit r∗ depends on C0. For instance r∗ = 0 if C0 = 0.

In the subsequent sections, we provide further information on the behavior of these

solitons near r = r∗ as well as on their asymptotic regimen.

4.1 General behavior near the origin

We expect that the behavior of the solitons near r = 0 are similar for different metrics,

since they are locally Euclidean, but the behavior at infinity may be different, as we have seen in

the proof of the existence results. Note that

r → χ
2(r)

ξ (r)
ξ ′(r)

is integrable near r = 0 since χ(0) = 1 and ξ (r)
ξ ′(r) ∼ r → 0 as r → 0+. Hence, G(r) → 0 and

µ(r)→ 0 as r → 0+. In the same way one has

G′(r) =
2c2

n−1
G(r)χ2(r)

ξ (r)
ξ ′(r)

→ 0

as r → 0+ and

µ
′(r) = (χ2(r)ξ n−2(r))′G(r)+χ

2(r)ξ n−2(r)G′(r)→ 0

as r → 0+. On the other hand we have

2S(r)
ξ (r)
ξ ′(r)

µ(r) =
(

2(n−1)
χ ′(r)
χ(r)

+(n−1)(n−2)
ξ ′(r)
ξ (r)

)
χ

2(r)ξ n−2(r)G(r)

= (n−1)
(
χ

2′(r)ξ n−2(r)+χ
2(r)ξ n−2′(r)

)
G(r) = (n−1)

(
χ

2(r)ξ n−2(r)
)′G(r)→ 0

as r → 0+. Hence, taking r∗ = 0 in the integral term in (4.8), one has by L’Hôpital’s rule

lim
r→0+

1
µ(r)

∫ r

0
2S(ρ)

ξ (ρ)

ξ ′(ρ)
µ(ρ)dρ

= lim
r→0+

(
2(n−1)χ ′(r)

χ(r) +(n−1)(n−2)ξ ′(r)
ξ (r)

)
χ2(r)ξ n−2(r)G(r)

χ2(r)ξ n−2(r)G′(r)+(χ2(r)ξ n−2(r))′G(r)

= lim
r→0+

(n−1)(χ2(r)ξ n−2(r))′G(r)
2c2

n−1 χ2(r) ξ (r)
ξ ′(r)χ2(r)ξ n−2(r)G(r)+(χ2(r)ξ n−2(r))′G(r)

= lim
r→0+

n−1
2c2

n−1 χ2(r) ξ (r)
ξ ′(r)

χ2(r)ξ n−2(r)
(χ2(r)ξ n−2(r))′ +1

= n−1,
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since χ ′(r)/χ(r)→ 0 and ξ ′(r)/ξ (r)→+∞ and therefore

χ2(r)ξ n−2(r)
(χ2(r)ξ n−2(r))′

=
1

2 χ ′(r)
χ(r) +(n−2)ξ ′(r)

ξ (r)

→ 0

as r → 0+. From these computations we conclude that g(r) is well-defined near r = 0 if we fix

C0 = 0. Hence, for this particular case one has

1
1+(χ2(r)u′2(r))

=
1

W 2 =
1

(n−1)µ(r)

∫ r

0
2S(ρ)

ξ (ρ)

ξ ′(ρ)
µ(ρ)dρ (4.15)

Note that W → 1 as r → 0+, that is, u′(r) → 0 as r → 0+, what implies that the rotationally

invariant hypersurface described by the graph of u hits the rotation axis r = 0 orthogonally.

Therefore, this hypersurface is smooth.

We now consider the case C0 < 0. It follows from the previous analysis that the

solution u could not be smoothly extended to r = 0 in this case. Hence, we fix r∗ = r−∗ > 0,

where r−∗ is defined implicitly by

C0 =−
∫ r−∗

0
2S(ρ)

ξ (ρ)

ξ ′(ρ)
µ(ρ)dρ < 0.

Note that with this choice

lim
r→r∗

g(r) = 0,

what implies that u′(r)→±∞ as r → r∗. Hence, in this case the rotationally invariant hypersur-

face hits the leaf Ps0 = P×{s0}, with s0 = u(r∗), orthogonally. Later on, we will discuss how to

obtain a complete (only C1 in principle) hypersurface reflecting the graph of u with respect to

Ps0 .

Now, we discuss the case when C0 > 0. In this case, we fix r∗ = r+∗ > 0, defined

implicitly by

C0 +
∫ r+∗

0
2S(ρ)

ξ (ρ)

ξ ′(ρ)
µ(ρ)dρ = (n−1)µ(r+∗ )

or

C0 = (n−1)χ2(r+∗ )ξ
n−2(r+∗ )G(r+∗ )− (n−1)

∫ r+∗

0

(
χ

2(ρ)ξ n−2(ρ)
)′G(ρ)dρ

= (n−1)χ2(r+∗ )ξ
n−2(r+∗ )G(r+∗ )− (n−1)χ2(r+∗ )ξ

n−2(r)G(r)
∣∣r+∗
0

+2c2
χ

2(r+∗ )ξ
n−2(r+∗ )χ

2(r)
ξ (r+∗ )
ξ ′(r+∗ )

G(r+∗ )

= 2c2
χ

2(r+∗ )ξ
n−2(r+∗ )χ

2(r+∗ )
ξ (r+∗ )
ξ ′(r+∗ )

G(r+∗ )> 0.
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For this choice of C0 we have

g(r) =
1

(n−1)µ(r)

(
(n−1)µ(r∗)+

∫ r

r∗
2S(ρ)

ξ (ρ)

ξ ′(ρ)
µ(ρ)dρ

)
. (4.16)

Note that in this case u′(r)→ 0 as r → r∗. Then it meets Ps0 tangencially. Hence, the reflection

with respect to Ps0 produces a singular solution along the geodesic sphere in Ps0 with radius r∗.

In sum, we have obtained two examples of rotationally invariant scalar curvature

flow solitons given up to integration by

g(r) =
1

(n−1)µ(r)

∫ r

r∗
2S(ρ)

ξ (ρ)

ξ ′(ρ)
µ(ρ)dρ (4.17)

=
1

χ2ξ n−2G(r)

∫ r

r∗
(χ2(ρ)ξ n−2(ρ))′G(ρ)dρ

= 1+
χ2(r∗)ξ n−2(r∗)G(r∗)

χ2(r)ξ n−2(r)G(r)
− 2c2/(n−1)

χ2(r)ξ n−2(r)G(r)

∫ r

r∗
χ

4(ρ)
ξ n−1(ρ)

ξ ′(ρ)
G(ρ)dρ (4.18)

where

r∗ =

0, if C0 = 0,

r−∗ , if C0 < 0,
(4.19)

and

g(r) =
µ(r∗)
µ(r)

+
1

(n−1)µ(r)

∫ r

r∗
2S(ρ)

ξ (ρ)

ξ ′(ρ)
µ(ρ)dρ. (4.20)

where r∗ = r+∗ , if C0 > 0.

Let us give more precise estimates for the behavior of u near r = r∗ for solitons

with C0 = 0, C0 < 0 and C0 > 0. Fix C0 = 0. By (4.17) we expand in Taylor, knowing that
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ξ (2k)(0) = 0 and χ(2k+1)(0) = 0,

a(r) .
=
∫ r

r∗
χ

4(ρ)
ξ n−1(ρ)

ξ ′(ρ)
G(ρ)dρ =

∞

∑
j=0

d ja(ρ)
dρ j

∣∣∣∣
ρ=0

r j

j!

=
rn

n!
(n−1)!ξ ′(0)n−1χ(0)4

ξ ′(0)
+

rn+1

(n+1)!
dn

dρn

[
χ4(ρ)ξ n−1(ρ)

ξ ′(ρ)
G(ρ)

]
ρ=0

+
rn+2

(n+2)!
dn+1

dρn+1

[
χ4(ρ)ξ n−1(ρ)

ξ ′(ρ)
G(ρ)

]
ρ=0

+O(rn+3)

=
rn

n
+

rn+1

(n+1)!

n

∑
j=0

(
n
j

)[
dn− j

dρn− j ξ
n−1(ρ)

]
ρ=0

d j

dρ j

[
χ4(ρ)

ξ ′(ρ)
G(ρ)

]
ρ=0

+
rn+2

(n+2)!

n+1

∑
j=0

(
n+1

j

)[
dn+1− j

dρn+1− j ξ
n−1(ρ)

]
ρ=0

d j

dρ j

[
χ4(ρ)

ξ ′(ρ)
G(ρ)

]
ρ=0

+O(rn+3)

=
rn

n
+

rn+1

(n+1)!


(

dn

dρn ξ
n−1(ρ)

)
ρ=0︸ ︷︷ ︸

=0

+n
(

dn−1

dρn−1 ξ
n−1(ρ)

)
ρ=0

d
dρ

(
χ4(ρ)

ξ ′(ρ)
G(ρ)

)
ρ=0︸ ︷︷ ︸

=0


+

rn+2

(n+2)!

[(
dn+1

dρn+1 ξ
n−1(ρ)

)
ρ=0

+(n+1)
(

dn

dρn ξ
n−1(ρ)

)
ρ=0︸ ︷︷ ︸

=0

d
dρ

(
χ4(ρ)

ξ ′(ρ)
G(ρ)

)
ρ=0

+

(
n+1

2

)(
dn−1

dρn−1 ξ
n−1(ρ)

)
ρ=0

d2

dρ2

(
χ4(ρ)

ξ ′(ρ)
G(ρ)

)
ρ=0

]
+O(rn+3)

=
rn

n
+

rn+2

(n+2)!

[
n−1

6
(n+1)![ξ ′(0)]n−1

ξ
′′′(0)

+
(n+1)!

2
[ξ ′(0)]n−1

(
4χ

′′(0)+
2c2

n−1
−ξ

′′′(0)
)]

+O(rn+3)

=
rn

n
+

rn+2

(n+2)

[
n−4

6
ξ
′′′(0)+2χ

′′(0)+
c2

n−1

]
+O(rn+3),

where(
dn+1

dρn−1 ξ
n−1
)

ρ=0
=

n−1

∑
k=1

k(n− k)(n−1)![ξ ′(0)]n−1
ξ
′′′(0) =

n−1
6

(n+1)!ξ ′′′(0).
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Now we expand in Taylor

b(r) .
= χ

2(r)ξ n−2(r)G(r) =
∞

∑
j=0

d jb(ρ)
dρ j

∣∣∣∣
ρ=0

r j

j!

=
rn−2

(n−2)!
(n−2)![ξ ′(0)]n−2

χ
2(0)G(0)

+
rn−1

(n−1)!

n−1

∑
j=0

(
n−1

j

)[
dn−1− j

dρn−1− j ξ
n−2(ρ)

]
ρ=0

[
d j

dρ j (χ
2(ρ)G(ρ))

]
ρ=0

+
rn

n!

n

∑
j=0

(
n
j

)[
dn− j

dρn− j ξ
n−2(ρ)

]
ρ=0

[
d j

dρ j (χ
2(ρ)G(ρ))

]
ρ=0

+O(rn+1)

= rn−2 +
rn

n!

[(
dn

dρn ξ
n−2(ρ)

)
ρ=0

+

(
n
2

)(
dn−2

dρn−2 ξ
n−2(ρ)

)
ρ=0

(
d2

dρ2 (χ
2(ρ)G(ρ))

)
ρ=0

]
+O(rn+1)

= rn−2 + rn
(

n−2
6

ξ
′′′(0)+χ

′′(0)+
c2

n−1

)
+O(rn+1).

Dividing both expressions gives us

a(r)
b(r)

=
r2

n
+

[
n2 −4n+2
3n(n−2)

ξ
′′′(0)+

3n−2
n(n−2)

χ
′′(0)+

2c2

n(n−2)

]
r4 +O(r5).

Therefore,

g(r) = 1− 2c2

n−1
a(r)
b(r)

= 1− 2c2

n(n−1)
r2 − 2c2

n(n−1)(n−2)

[
n2 −4n+2

3
ξ
′′′(0)+(3n−2)χ ′′(0)+2c2

]
r4 +O(r5).

Now we write the equation in terms of (χu′)2, giving

(χu′)2 =
2c2

n(n−1)

[
1+
(

2c2(n2 −2)
n(n−1)(n−2)

+
1

n−2

(
n2 −4n+2

3
ξ
′′′(0)+(3n−2)χ ′′(0)

))
r2
]

r2

+O(r5).⇒

χ(r)u′(r) =

√
2c2

n(n−1)
r

×

√
1+
(

2c2(n2 −2)
n(n−1)(n−2)

+
1

n−2

(
n2 −4n+2

3
ξ ′′′(0)+(3n−2)χ ′′(0)

))
r2 +O(r3)

=

√
2c2

n(n−1)
r
[

1+
1

n−2

(
c2(n2 −2)
n(n−1)

+
n2 −4n+2

6
ξ
′′′(0)+

(3n−2)
2

χ
′′(0)

)
r2 +O(r3)

]

=

√
2c2

n(n−1)
r+

1
n−2

(
c2(n2 −2)
n(n−1)

+
n2 −4n+2

6
ξ
′′′(0)+

(3n−2)
2

χ
′′(0)

)√
2c2

n(n−1)
r3 +O(r4).

By

χ(r) = 1+
χ ′′(0)

2
r2 +O(r4)⇒ 1

χ(r)
= 1− χ ′′(0)

2
r2 +O(r4),



53

we have

u′(r) =

√
2c2

n(n−1)
r+

1
n−2

(
c2(n2 −2)
n(n−1)

+
n2 −4n+2

6
ξ
′′′(0)+

3
2
(n−1)χ ′′(0)

)√
2c2

n(n−1)
r3

+O(r4).

Integrating,

u(r) =

√
c2

2n(n−1)
r2 +

1
4(n−2)

(
c2(n2 −2)
n(n−1)

+
n2 −4n+2

6
ξ
′′′(0)+

3
2
(n−1)χ ′′(0)

)√
2c2

n(n−1)
r4

+O(r5).

We begin applying (2.2) to a normal variation of geodesic cylinders in M̄ for which

f = 1 and T = 0. Hence the variation of the mean curvature of geodesic spheres in P obeys the

Ricatti equation

−(n−1)
(

ξ ′(r)
ξ (r)

)′
= (n−1)

ξ ′2(r)
ξ 2(r)

+RicP(∂r,∂r)︸ ︷︷ ︸
=(n−1)KP

. Hence,(
ξ (r)
ξ ′(r)

)′
=

ξ 2(r)
ξ ′2(r)

(
ξ ′2(r)
ξ 2(r)

+
1

n−1
RicP(∂r,∂r)

)
= 1+

1
n−1

ξ 2(r)
ξ ′2(r)

RicP(∂r,∂r).

Now the normal evolution of the mean curvature of geodesic cylinders is given by

−
(

χ ′

χ
+(n−1)

ξ ′

ξ

)′
=
(

χ ′2

χ2 +(n−1)
ξ ′2

ξ 2

)
+RicM̄(∂r,∂r).

Therefore

−
(

χ ′

χ

)′
=

χ ′2

χ2 +RicM̄(∂r,∂r)− (n−1)
(

ξ ′2(r)
ξ 2(r)

+
1

n−1
RicP(∂r,∂r)

)
+(n−1)

ξ ′2

ξ 2

=
χ ′2

χ2 +RicM̄(∂r,∂r)−RicP(∂r,∂r) =
χ ′2

χ2 +χ
−2R̄(X ,∂r)∂r,X⟩ .

=
χ ′2

χ2 +K⊥,

where we use the fact that P ⊂ M̄ is totally geodesic and We conclude establishing the Jacobi

equation

χ ′′(r)
χ(r)

=−K⊥. (4.21)

Using these expressions one obtains

(χ2(r)ξ n−2(r))′

χ2(r)ξ n−2(r)
= 2

χ ′(r)
χ(r)

+(n−2)
ξ ′(r)
ξ (r)

= 2
(

χ ′(r∗)
χ(r∗)

−
(

χ ′2(r∗)
χ2(r∗)

+K⊥
)
(r− r∗)

)
+(n−2)

(
ξ ′(r∗)
ξ (r∗)

−
(

ξ ′2(r∗)
ξ 2(r∗)

−KP

)
(r− r∗)

)
+O

(
(r− r∗)2)

= 2
χ ′(r∗)
χ(r∗)

+(n−2)
ξ ′(r∗)
ξ (r∗)

−
(

2
χ ′2(r∗)
χ2(r∗)

+(n−2)
ξ ′2(r∗)
ξ 2(r∗)

+2K⊥− (n−2)KP

)
(r− r∗)

+O
(
(r− r∗)2).
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Moreover for r∗ > 0,

G′(r)
G(r)

=
2c2

n−1
χ

2(r)
ξ (r)
ξ ′(r)

=
2c2

n−1
χ

2(r∗)
ξ (r∗)
ξ ′(r∗)

(
1+2

χ ′(r∗)
χ(r∗)

+
ξ ′(r∗)
ξ (r∗)

(
1+

ξ 2(r∗)
ξ ′2(r∗)

KP

)
(r− r∗)

)
+O

(
(r− r∗)2)

Finally, one has for r∗ > 0

µ ′(r)
µ(r)

= 2
χ ′(r)
χ(r)

+(n−2)
ξ ′(r)
ξ (r)

+
G′(r)
G(r)

= 2
χ ′(r∗)
χ(r∗)

+(n−2)
ξ ′(r∗)
ξ (r∗)

−
(

2
χ ′2(r∗)
χ2(r∗)

+(n−2)
ξ ′2(r∗)
ξ 2(r∗)

+2K⊥− (n−2)KP

)
(r− r∗)

+
2c2

n−1
χ

2(r∗)
ξ (r∗)
ξ ′(r∗)

(
1+2

χ ′(r∗)
χ(r∗)

+
ξ ′(r∗)
ξ (r∗)

(
1+

ξ 2(r∗)
ξ ′2(r∗)

KP

)
(r− r∗)

)
+O

(
(r− r∗)2).

Moreover

2S(r)
ξ (r)
ξ ′(r)

µ(r) = (n−1)µ(r∗)
(

2
χ ′(r)
χ(r)

+(n−2)
ξ ′(r)
ξ (r)

)(
1+
(

2
χ ′(r∗)
χ(r∗)

+(n−2)
ξ ′(r∗)
ξ (r∗)

)
(r− r∗)

−
(

2
χ ′2(r∗)
χ2(r∗)

+(n−2)
ξ ′2(r∗)
ξ 2(r∗)

+2K⊥− (n−2)KP

)
(r− r∗)2

+
2c2

n−1
χ

2(r∗)
ξ (r∗)
ξ ′(r∗)

((
1+2

χ ′(r∗)
χ(r∗)

)
(r− r∗)+

ξ ′(r∗)
ξ (r∗)

(
1+

1
n−1

ξ 2(r∗)
ξ ′2(r∗)

KP

)
(r− r∗)2

)
+O

(
(r− r∗)3))

with

2
χ ′(r)
χ(r)

+(n−2)
ξ ′(r)
ξ (r)

=2
χ ′(r∗)
χ(r∗)

+(n−2)
ξ ′(r∗)
ξ (r∗)

−
(

2
χ ′2(r∗)
χ2(r∗)

+(n−2)
ξ ′2(r∗)
ξ 2(r∗)

+2K⊥− (n−2)KP

)
(r− r∗)+O

(
(r− r∗)2).

Hence

2S(r)
ξ (r)
ξ ′(r)

µ(r) = (n−1)µ(r∗)
(

2
χ ′(r∗)
χ(r∗)

+(n−2)
ξ ′(r∗)
ξ (r∗)

)(
1+
(

2
χ ′(r∗)
χ(r∗)

+(n−2)
ξ ′(r∗)
ξ (r∗)

)
(r− r∗)

+
2c2

n−1
χ

2(r∗)
ξ (r∗)
ξ ′(r∗)

(
1+2

χ ′(r∗)
χ(r∗)

)
(r− r∗)+O

(
(r− r∗)2))

− (n−1)µ(r∗)
(

2
χ ′2(r∗)
χ2(r∗)

+(n−2)
ξ ′2(r∗)
ξ 2(r∗)

+2K⊥− (n−2)KP

)
×

×
(
(r− r∗)+

(
2

χ ′(r∗)
χ(r∗)

+(n−2)
ξ ′(r∗)
ξ (r∗)

)
(r− r∗)2 +

2c2

n−1
χ

2(r∗)
ξ (r∗)
ξ ′(r∗)

(
1+2

χ ′(r∗)
χ(r∗)

)
(r− r∗)2

)
.

and

µ(r∗)
µ(r)

= 1−
(

2
χ ′(r∗)
χ(r∗)

+(n−2)
ξ ′(r∗)
ξ (r∗)

)
(r− r∗)−

2c2

n−1
χ

2(r∗)
ξ (r∗)
ξ ′(r∗)

(
1+2

χ ′(r∗)
χ(r∗)

)
(r− r∗)

+O
(
(r− r∗)2)

= 1−
[

s(r∗)+
2c2

n−1
χ

2(r∗)
ξ (r∗)
ξ ′(r∗)

(
1+2

χ ′(r∗)
χ(r∗)

)]
(r− r∗)+O(r− r∗)2
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One concludes that

1
(n−1)µ(r)

∫ r

r∗
2S(ρ)

ξ (ρ)

ξ ′(ρ)
µ(ρ)dρ =

(
2

χ ′(r∗)
χ(r∗)

+(n−2)
ξ ′(r∗)
ξ (r∗)

)(
(r− r∗)

− 1
2

(
2

χ ′(r∗)
χ(r∗)

+(n−2)
ξ ′(r∗)
ξ (r∗)

)
(r− r∗)2 − c2

n−1
χ

2(r∗)
ξ (r∗)
ξ ′(r∗)

(
1+2

χ ′(r∗)
χ(r∗)

)
(r− r∗)2 +O

(
(r− r∗)3))

−
(

2
χ ′2(r∗)
χ2(r∗)

+(n−2)
ξ ′2(r∗)
ξ 2(r∗)

+2K⊥− (n−2)KP

)(
1
2
(r− r∗)2 +O

(
(r− r∗)3))

Therefore for C0 < 0 and r∗ = r− > 0 we have

g(r) = s(r−)(r− r−)−
1
2

(
s2(r−)+

2c2

n−1
s(r−)χ2(r−)

ξ (r−)
ξ ′(r−)

(
1+2

χ ′(r−)
χ(r−)

)
+ (4.22)

s(r−)
(

2
χ ′2(r−)
χ2(r−)

+(n−2)
ξ ′2(r−)
ξ 2(r−)

+2K⊥− (n−2)KP

))
(r− r−)2 +O

(
(r− r−)3). (4.23)

where

s(r) = 2
χ ′(r)
χ(r)

+(n−2)
ξ ′(r)
ξ (r)

=
(χ2(r)ξ n−2(r))′

χ2(r)ξ n−2(r)
. (4.24)

For C0 > 0,

g(r) =
µ(r∗)
µ(r)

+
1

(n−1)µ(r)

∫ r

r∗
2S(ρ)

ξ (ρ)

ξ ′(ρ)
µ(ρ)dρ,

and(
µ(r∗)
µ(r)

)′′∣∣∣∣∣
r=r∗

= 2
(

µ ′(r∗)
µ(r∗)

)2

− µ
′′
(r∗)

µ(r∗)
=

(
µ ′(r∗)
µ(r∗)

)2

−
(

µ ′(r∗)
µ(r∗)

)′

=

(
s(r∗)+

2c2

n−1
χ

2(r∗)
ξ (r∗)
ξ ′(r∗)

)2

− s′(r∗)−
2c2

n−1

[
2χ(r∗)χ ′(r∗)

ξ (r∗)
ξ ′(r∗)

+χ
2(r∗)

(
ξ (r∗)
ξ ′(r∗)

)′]
=

(
s(r∗)+

2c2

n−1
χ

2(r∗)
ξ (r∗)
ξ ′(r∗)

)2

+2
(

χ ′(r∗)
χ(r∗)

)2

+2K⊥+(n−2)
(

ξ ′(r∗)
ξ (r∗)

)2

+(n−2)KP

− 2c2

n−1
χ(r)

[
2χ

′(r∗)
ξ (r∗)
ξ ′(r∗)

+χ(r∗)

(
1+
(

ξ (r∗)
ξ ′(r∗)

)2

K⊥

)]
,

Now we have to add this term, divided by 2, into the quadratic coefficient in (4.22)

g(r) = 1− 2c2

n−1
χ

2(r∗)
ξ (r∗)
ξ ′(r∗)

(
1+2

χ ′(r∗)
χ(r∗)

)
(r− r∗)

+
1
2

[(
s(r∗)+

2c2

n−1
χ

2(r∗)
ξ (r∗)
ξ ′(r∗)

)2

+2
(

χ ′(r∗)
χ(r∗)

)2

+2K⊥+(n−2)
(

ξ ′(r∗)
ξ (r∗)

)2

+(n−2)KP

− 2c2

n−1
χ(r)

[
2χ

′(r∗)
ξ (r∗)
ξ ′(r∗)

+χ(r∗)

(
1+
(

ξ (r∗)
ξ ′(r∗)

)2

K⊥

)]
− s2(r∗)

− 2c2

n−1
s(r∗)χ2(r∗)

ξ (r∗)
ξ ′(r∗)

(
1+2

χ ′(r−)
χ(r−)

)
−

− s(r∗)
(

2
χ ′2(r−)
χ2(r−)

+(n−2)
ξ ′2(r−)
ξ 2(r−)

+2K⊥− (n−2)KP

)]
(r− r∗)2 +O(r− r∗)3.
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4.2 Asymptotic limit

Now we discuss the limit of the asymptotic limit of the solutions. We may rewrite

(4.5) as

g′(r) =
2

n−1
ξ

ξ ′
[
S−
(
S+ c2

χ
2)g
]

:= F(r,g(r)). (4.25)

This suggests us that g(r)≈ S/(S+ c2χ2), or equivalently u′2 ≈ c2/S, for r sufficiently large.

Theorem 6. Suppose that(
S

S+ c2χ2

)′
= o

([
ln
(
ξ

2
χ

n−2)]′) (4.26)

1
S

(
ln

χ2

S

)′
= o

{
max

(
ξ

ξ ′ (S+ c2
χ

2),
χ ′

χ

)}
(4.27)

h
S

(
ln

χ2

S

)′
= o

{
max

(
ξ

ξ ′ (S+ c2
χ

2),
χ ′

χ

)}
(4.28)

h′

h
= o

{
max

(
ξ

ξ ′ (S+ c2
χ

2),
χ ′

χ

)}
(4.29)

as r → +∞ for some smooth positive function h. Then the rotationally symmetric translating

solitons Cn,α,C0 , for α = 1/2, n≥ 3 and C0 ∈R, are described, outside a cylinder over a geodesic

ball BR(o)⊂ P, as graphs or bi-graphs of functions with the following asymptotic behavior

u′2(r) =
c2

S(r)
+o
(

1
h(r)

)
(4.30)

as r →+∞.

Proof. We define the functions

f± = (1± ε)
S

S+ c2χ2 . (4.31)

We claim that for every fixed ε > 0 and r0 > 0 there exists r1 > r0 such that f−(r1)< g(r1). If

not, there exists r0 > 0 such that for every r > r0 we have g(r)≤ f−(r).Therefore, by (4.25),

g′(r)≥ 2ε

n−1
ξ

ξ ′S⇒ g(r)−g(r∗)≥ ε

∫ r

r∗

2
n−1

ξ (ρ)

ξ ′(ρ)
S(ρ)dρ = ε ln

(
χ2(r)ξ n−2(r)

χ2(r∗)ξ n−2(r∗)

)
−→

r→+∞
+∞

(4.32)

which contradicts 0 ≤ g ≤ 1. Analogously, for every fixed ε > 0 and r0 > 0 there exists

r1 > r0 such that g(r1)< f+(r1). If not, there exists r0 > 0 such that for every r > r0 we have

g(r)≥ f−(r). Therefore

g′(r)≤− 2ε

n−1
ξ

ξ ′S ⇒ g(r)−g(r∗)≤− 2ε

n−1

∫ r

r∗

ξ (ρ)

ξ ′(ρ)
S(ρ)dρ −→

r→+∞
−∞ (4.33)
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a contradiction. Assuming that S(r) is a decreasing function for a sufficient large r,(
S

S+ c2χ2

)′
=

S′(S+ c2χ2)−S(S′+2c2χχ ′)

(S+ c2χ2)2 =−c2
χ
(−S′)χ +2Sχ ′

(S+ c2χ2)2 < 0.

Since

F(r, f−(r)) =
2ε

n−1
ξ

ξ ′S > 0 > ( f−)′(r),

we conclude from a standard comparison argument that there exists some r1 > r0 such that for

every r > r0,

f−(r)< g(r).

The inequality

− 2ε

n−1
ξ

ξ ′S = F(r, f+(r))< ( f+)′(r)

is true if and only if

ε
d
dr

ln(χ2
ξ

n−2) =
2ε

n−1
ξ

ξ ′S >−(1+ ε)

(
S

S+ c2χ2

)′
.

By (4.26), it is satisfied for some sufficiently large r.

2
n−1

ξ

ξ ′S =
d
dr

ln(χ2
ξ

n−2),

Again by standard comparison argument, there exists r2 > r1 such that for every r > r2 we have

g(r)< f+(r).

We set

g(r) =
1

1+ c2χ2(r)
(1

S +ψ(r)
) .

Note that, fixing ε > 0, there exists r2 > 0 such that for every r > r2 we have

c2
χ

2
ψ =

1
g
− S+ c2χ2

S
∴ c2

χ
2|ψ|< ε

1− ε

(
1+

c2χ2

S

)
∴ c2

χ
2S|ψ|< ε

1− ε

(
S+ c2

χ
2) ,

since

(1− ε)S
S+ c2χ2 < g <

(1+ ε)S
S+ c2χ2 ∴

1
1+ ε

S+ c2χ2

S
<

1
g
<

1
1− ε

S+ c2χ2

S

∴− ε

1+ ε

S+ c2χ2

S
<

1
g
− S+ c2χ2

S
<

ε

1− ε

S+ c2χ2

S
.
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Now we compute ψ ′:

c2[(χ2)′ψ +χ
2
ψ

′] =−

[
g′

g2 +

(
1+

c2χ2

S

)′]

=−

[(
S+ c2χ2(1+Sψ)

S

)2 2
n−1

ξ

ξ ′

[
S−
(
S+ c2

χ
2) S

S+ c2χ2(1+Sψ)

]
+ c2 (χ

2)′S−χ2S′

S2

]

=−
[

2
n−1

ξ

ξ ′
(S+ c2χ2(1+Sψ))2

S2
S[S+ c2χ2(1+Sψ)]−S(S+ c2χ2)

S+ c2χ2(1+Sψ)
+ c2 (χ

2)′S−χ2S′

S2

]
=−

[
2

n−1
ξ

ξ ′
(S+ c2χ2(1+Sψ))2

S2
c2χ2S2ψ

S+ c2χ2(1+Sψ)
+ c2 (χ

2)′S−χ2S′

S2

]
=−

[
2

n−1
ξ

ξ ′ (S+ c2
χ

2(1+Sψ))c2
χ

2
ψ + c2

χ
2 S(ln χ2)′−S′

S2

]
.

Finally,

ψ
′ =−

[
2

n−1
ξ

ξ ′ (S+ c2
χ

2(1+Sψ))+2
χ ′

χ

]
ψ − 1

S

(
ln

χ2

S

)′
.

We claim that lim
r→+∞

ψ(r)= 0. If it is not the case, we may have liminf
r→+∞

ψ(r)< 0 or limsup
r→+∞

ψ(r)>

0. In first case, there exists δ > 0 such that liminf
r→+∞

ψ(r)<−δ , therefore there are arbitrary large

r∗ such that

ψ(r∗)<−δ .

for every such r∗ > r3 we have

ψ
′(r∗)> δ

[
2

n−1
ξ

ξ ′ (S+ c2
χ

2 − c2
χ

2S|ψ|)+2
χ ′

χ

]
ψ − 1

S

(
ln

χ2

S

)′

> δ

[
2

n−1
1−2ε

1− ε

ξ

ξ ′ (S+ c2
χ

2)+2
χ ′

χ

]
ψ − 1

S

(
ln

χ2

S

)′

> δ̃ > 0

by (4.27), where r3 > r2 is large enough. Now we define

r∗ := sup{r > r3 : ψ(t)<−δ ∀ t ∈ (r2,r)},

consequently ψ(r∗) =−δ and ψ ′(r∗)≥ δ̃ . We may define

r4 := sup{r : ψ(t)>−δ ∀ t ∈ (r∗,r)}.

This is finite since liminfψ(r)<−δ . Therefore ψ(r4) =−δ and consequently ψ ′(r4)≥ δ̃ . But

it would imply that ψ(r4) < −δ for r < r4 sufficiently closed, which is a contradiction. Now
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suppose that limsup
r→+∞

ψ(r)> 0. If it is the case, there exists a δ > 0 such that ψ(r∗)> δ for r∗

arbitrarily large. For every such r∗ > r3 we have

ψ
′(r∗)<−δ

[
2

n−1
ξ

ξ ′ (S+ c2
χ

2 − c2
χ

2S|ψ|)+(ln χ
2)′
]

ψ − 1
S

(
ln

χ2

S

)′

<−δ

[
2

n−1
1−2ε

1− ε

ξ

ξ ′ (S+ c2
χ

2)+(ln χ
2)′
]

ψ − 1
S

(
ln

χ2

S

)′

<−δ̃ < 0

whenever r3 is large enough. As above, this leads to a contradiction. Thus

lim
r→+∞

ψ(r) = 0.

Now we estimate the rate of convergence ψ → 0. Let

λ (r) = h(r)ψ(r),

where h(r) satisfies conditions (4.28) and (4.29). Therefore

λ
′(r) = h′(r)ψ(r)+h(r)ψ ′(r)

=−
[

2
n−1

ξ

ξ ′ (S+ c2
χ

2(1+Sψ))+(ln χ
2)′
]

ψh− 1
S

(
ln

χ2

S

)′
h+h′ψ

=−λ

[
2

n−1
ξ

ξ ′ (S+ c2
χ

2(1+Sψ))− h′

h
+2

χ ′

χ

]
− h

S

(
ln

χ2

S

)′
.

Assuming that λ (r)<−δ for arbitrary large r and using (4.28) and (4.29), there exists r3 > r2

sufficiently large so that for every such r > r3 we have

λ
′(r)> δ

[
2

n−1
ξ

ξ ′ (S+ c2
χ

2)
1−2ε

1− ε
− h′

h
+2

χ ′

χ

]
− h

S

(
ln

χ2

S

)′
> δ̃ > 0.

This leads to a contradiction as before. Now assuming that λ (r)> δ for arbitrary large r, again

there exists r3 > r2 sufficiently large so that for every such r > r3 we have

λ
′(r)<−δ

[
2

n−1
ξ

ξ ′ (S+ c2
χ

2)
1−2ε

1− ε
− h′

h
+2

χ ′

χ

]
− h

S

(
ln

χ2

S

)′
<−δ̃ < 0.

This leads to contradictions as before. Therefore λ (r)→ 0 and the proof is completed. □



60

5 APPLICATIONS OF THE MAXIMUM PRINCIPLE FOR SOLITONS

5.1 Some fundamental elliptic equations for solitons

Proposition 4. Suppose that M̄ = P×χ I has the warped structure given by χ2(s)ds2+σ . Let X

be the Killing vector field ∂s and let M be a scalar curvature flow soliton in M̄ for α ∈ {1/2,1}.

Consider the function η : M → R defined by

η(x) = s(ψ(x)), (5.1)

for x ∈ M. One has

Lζ η
.
= e−ζ divM(eζ P∇u) = 2S⟨χ−2X ,N⟩+RicM̄(χ−2X⊤,N), (5.2)

where ζ = |X |−2.

Proof. One has

∇
Σ
η = (∇̄s)⊤ = χ

−2X⊤.

Hence,

P∇η = nHχ
−2X⊤−χ

−2AX⊤.

Therefore

⟨∇∂iP∇η ,∂ j⟩= ⟨∇∂i(nHχ
−2X⊤),∂ j⟩−⟨∇∂i(χ

−2AX⊤),∂ j⟩

= ∂i(nH)⟨χ−2X⊤,∂ j⟩+nH⟨∇∂i(χ
−2X⊤),∂ j⟩−∂iχ

−2⟨AX⊤,∂ j⟩−χ
−2⟨∇∂iAX⊤,∂ j⟩.

Taking traces, one obtains

div(P∇η) = ⟨∇(nH),χ−2X⊤⟩+nHgi j⟨∇∂i(χ
−2X⊤),∂ j⟩−⟨AX⊤,∇χ

−2⟩−χ
−2gi j⟨∇∂iAX⊤,∂ j⟩.

However

gi j⟨∇∂iAX⊤,∂ j⟩= gi j⟨(∇∂iA)X
⊤,∂ j⟩+gi j⟨∇∂iX

⊤,A∂ j⟩

= (divA)X⊤+gi j⟨∇̄∂iX ,A∂ j⟩−gi j⟨X ,N⟩⟨∇̄∂iN,A∂ j⟩

= (divA)X⊤+gi j⟨∇̄∂iX ,A∂ j⟩+gi j⟨X ,N⟩⟨A∂i,A∂ j⟩

= (divA)X⊤+gi j⟨∇̄∂iX ,A∂ j⟩+ ⟨X ,N⟩|A|2.
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Now we use the following expression for the covariant derivatives of X :

⟨∇̄uX ,v⟩= ⟨v,X⟩⟨∇̄ log χ,u⟩−⟨u,X⟩⟨∇̄ log χ,v⟩. (5.3)

This expression can be proved as follows: using the decomposition

u = χ
−2⟨u,X⟩X +u⊥,

we have

⟨∇̄uX ,v⟩= χ
−4⟨u,X⟩⟨v,X⟩⟨∇̄X X ,X⟩+ ⟨∇̄u⊥X ,v⊥⟩+χ

−2⟨u,X⟩⟨∇̄X X ,v⊥⟩+χ
−2⟨v,X⟩⟨∇̄u⊥X ,X⟩.

By the identities

∇̄X X =−1
2

∇̄χ
2 and ⟨∇̄u⊥X ,X⟩= 1

2
⟨∇̄χ

2,u⊥⟩,

using the fact that the leaves perpendicular to X are totally geodesic and that χ2 = |X |2 is constant

along the flow lines of X , one concludes that

⟨∇̄uX ,v⟩=−⟨u,X⟩⟨∇̄ log χ,v⟩+ ⟨v,X⟩⟨∇̄ log χ,u⟩

as stated above. Using 5.3 and the fact that the expression above is skew-symmetric, one obtains

gi j⟨∇∂iAX⊤,∂ j⟩= (divA)X⊤+ ⟨X ,N⟩|A|2.

Moreover one has

gi j⟨∇∂i(χ
−2X⊤),∂ j⟩= gi j

∂iχ
−2⟨X ,∂ j⟩+χ

−2gi j⟨∇∂iX
⊤,∂ j⟩

= ⟨∇χ
−2,X⊤⟩+χ

−2gi j(⟨∇̄∂iX ,∂ j⟩−⟨X ,N⟩⟨∇̄∂iN,∂ j⟩
)

= ⟨∇χ
−2,X⊤⟩+χ

−2gi j⟨∇̄∂iX ,∂ j⟩+nHχ
−2⟨X ,N⟩.

Now, using 5.3 we have

gi j⟨∇̄∂iX ,∂ j⟩= 0.

Hence,

gi j⟨∇∂i(χ
−2X⊤),∂ j⟩= ⟨∇χ

−2,X⊤⟩+nHχ
−2⟨X ,N⟩.

Therefore

Lη
.
= div(P∇η) = ⟨∇(nH),χ−2X⊤⟩+nH⟨∇χ

−2,X⊤⟩+n2H2
χ
−2⟨X ,N⟩−⟨AX⊤,∇χ

−2⟩

−χ
−2(divA)X⊤−χ

−2⟨X ,N⟩|A|2.



62

Now, using the contracted version of Codazzi identity and the expression for S one obtains

Lη
.
= div(P∇η) = 2Sχ

−2⟨X ,N⟩+χ
−2 RicM̄(X⊤,N)+nH⟨∇χ

−2,X⊤⟩−⟨AX⊤,∇χ
−2⟩.

Finally, note that

nH⟨∇χ
−2,X⊤⟩−⟨AX⊤,∇χ

−2⟩= ⟨PX⊤,∇χ
−2⟩.

Since X⊤ = ∇η we conclude that

div(P∇η)−⟨∇χ
−2,P∇η⟩= 2Sχ

−2⟨X ,N⟩+χ
−2 RicM̄(X⊤,N). (5.4)

Denoting

ζ = χ
−2, (5.5)

one has

Lζ η = 2S⟨χ−2X ,N⟩+RicM̄(χ−2X⊤,N), (5.6)

where

Lζ η = div(P∇η)−⟨∇χ
−2,P∇η⟩= eζ div(e−ζ P∇η),

and the proof is finished. □

In Riemannian products, this expression becomes

Lζ η = 2S⟨χ−2X ,N⟩− (n−1)κ⟨X ,N⟩. (5.7)

Theorem 7. Let M̄ = P×χ I a warped space which is an Einstein manifolds. Let M be a compact

manifold with boundary and let ψ : M → M̄ be an isometric immersion with constant scalar

curvature S. Hence,

2S
∫

M
ζ ⟨X ,N⟩e−ζ dM =

∫
∂M

⟨P∇η ,ν⟩e−ζ d∂M, (5.8)

where ζ = χ−2 = |X |−2 and ν is the exterior unit outwards vector field along ∂M ⊂M. Moreover

if D is a hypersurface in M̄ with ∂M = ∂D such that M∪D is an oriented cycle then∫
M
⟨χ−2X ,N⟩e−ζ dM =

∫
D
⟨χ−2X ,ND⟩e−ζ dD, (5.9)

where N and −ND determine an orientation to M∪D.
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Proof. Integrating both sides in

Lζ η = 2S⟨χ−2X ,N⟩

with respect to the measure e−ζ dM and applying the divergence theorem, one obtains∫
M

2S⟨χ−2X ,N⟩e−ζ dM =
∫

M
divM

(
e−ζ P∇η

)
dM =

∫
∂M

⟨P∇η ,ν⟩e−ζ d∂M,

where ν is the outwards unit conormal vector field along ∂M ⊂ M. Since ∇η = X⊤ we conclude

that∫
M

2S⟨χ−2X ,N⟩e−ζ dM =
∫

M
divM

(
e−ζ P∇η

)
dM =

∫
∂M

⟨P∇η ,ν⟩e−ζ d∂M. (5.10)

On the other hand since divM̄ X = 0 and χ is constant along the flow lines of X one gets∫
Ω

divM̄
(
e−ζ

χ
−2X

)
dM̄ =

∫
Ω

(
e−ζ

χ
−2 divM̄ X + ⟨∇̄e−ζ

χ
−2,X⟩

)
dM̄ = 0. (5.11)

Therefore the divergence theorem applied to the oriented cycle M∪D = ∂Ω yields∫
M
⟨χ−2X ,N⟩e−ζ dM =

∫
D
⟨χ−2X ,ND⟩e−ζ dD,

where N and −ND determine an orientation to M∪D. □

Proposition 5. Suppose that M̄ = I ×h P has the warped structure given by ds2 +h2(s)σ . Let X

be the closed conformal vector field h(s)∂s and let M be a scalar curvature flow soliton in M̄ for

α ∈ {1/2,1}. Consider the function η : M → R defined by

η(x) =
∫ s(x)

s0

h(ς)dς , (5.12)

for x ∈ M and some s0 ∈ I. One has

Lη
.
= divM(P∇η) = 2S⟨X ,N⟩+RicM̄(X⊤,N)+(n2 −n)Hϕ, (5.13)

where ϕ = h′ ◦ψ .

Proof. One has

∇η = h(s(x))∂⊤
s = X⊤.

Hence,

P∇η = nHX⊤−AX⊤.



64

Therefore

⟨∇∂iP∇η ,∂ j⟩= ∂i(nH)⟨X⊤,∂ j⟩+nH⟨∇∂iX
⊤,∂ j⟩−⟨∇∂iAX⊤,∂ j⟩.

Taking traces, one obtains

divM(P∇η) = ⟨∇(nH),X⊤⟩+nHgi j⟨∇∂iX
⊤,∂ j⟩−gi j⟨∇∂iAX⊤,∂ j⟩.

However

gi j⟨∇∂iAX⊤,∂ j⟩= gi j⟨(∇∂iA)X
⊤,∂ j⟩+gi j⟨∇∂iX

⊤,A∂ j⟩

= (divM A)X⊤+gi j⟨∇̄∂iX ,A∂ j⟩−gi j⟨X ,N⟩⟨∇̄∂iN,A∂ j⟩

= (divM A)X⊤+gi j⟨∂i,A∂ j⟩ϕ +gi j⟨X ,N⟩⟨A∂i,A∂ j⟩

= (divM A)X⊤+nHϕ + ⟨X ,N⟩|A|2.

Moreover one has

gi j⟨∇∂iX
⊤,∂ j⟩= gi j(⟨∇̄∂iX ,∂ j⟩−⟨X ,N⟩⟨∇̄∂iN,∂ j⟩

)
= nϕ +nH⟨X ,N⟩.

Therefore

Lη
.
= divM(P∇η) = ⟨∇(nH),X⊤⟩+n2Hϕ +n2H2⟨X ,N⟩− (divM A)X⊤−nHϕ −⟨X ,N⟩|A|2.

Now, using the contracted version of Codazzi identity and the expression for S, one obtains

Lη
.
= div(P∇η) = 2S⟨X ,N⟩+RicM̄(X⊤,N)+(n2 −n)Hϕ. (5.14)

Proposition 6. Suppose that M̄ = I ×h P is an Einstein manifold with the warped structure

given by ds2 +h2(s)σ . Let X be the closed conformal vector field h(s)∂s and let M be a scalar

curvature flow soliton in M̄ for α = 1. Hence,

LS+ c⟨∇η ,∇S⟩=−
(
2ncϕ +(nHS−3S3)

)
S,

where ϕ = h′ ◦ψ .

Proof. Since

∇Sα =−cAX⊤,

one has

Pi j⟨∇∂i∇Sα ,∂ j⟩=−c(nHgi j −hi j)⟨∇∂iAX⊤,∂ j⟩

=−c
(
nHgi j −hi j)(⟨(∇∂iA)X

⊤,∂ j⟩+ ⟨∇∂iX
⊤,A∂ j⟩

)
.
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Therefore

Pi j⟨∇∂i∇Sα ,∂ j⟩=−nHcdivA(X⊤)+ chi j⟨(∇∂iA)X
⊤,∂ j⟩

− c
(
nHgi j −hi j)(nϕhi j + ⟨X ,N⟩⟨A∂i,A∂ j⟩

)
.

However using Codazzi equation one has

⟨(∇∂iA)X
⊤,∂ j⟩= ⟨(∇X⊤A)∂i,∂ j⟩+ ⟨R̄(X⊤,∂i)N,∂ j⟩.

Hence,

Pi j⟨∇∂i∇Sα ,∂ j⟩=−nHcdivA(X⊤)+ chi j(⟨(∇X⊤A)∂i,∂ j⟩− chi j⟨R̄(∂i,X⊤)N,∂ j⟩
)

− c
(
nHgi j −hi j)(nϕhi j + ⟨X ,N⟩⟨A∂i,A∂ j⟩

)
.

We conclude that

Pi j⟨∇∂i∇Sα ,∂ j⟩=−nHcdivA(X⊤)+
c
2
⟨∇|A|2,X⊤⟩− chi j⟨R̄(∂i,X⊤)N,∂ j⟩

− c
(
nϕ tr(PA)+ ⟨X ,N⟩ tr(PA2)

)
.

Since

divA(X⊤) = ⟨∇(nH),X⊤)−RicM̄(X⊤,N),

one obtains

Pi j⟨∇∂i∇Sα ,∂ j⟩=
c
2
⟨∇(|A|2 −n2H2),X⊤⟩+ c

(
nHgi j −hi j)⟨R̄(∂i,X⊤)N,∂ j⟩

− c
(
2Snϕ + ⟨X ,N⟩(nHS−3S3)

)
.

Since

Lu = div(P∇u) = Pi jui; j +RicM̄(∇u,N),

one concludes that

LSα =−c⟨∇S,X⊤⟩+RicM̄(∇Sα ,N)+ cPi j⟨R̄(∂i,X⊤)N,∂ j⟩

− c
(
2Snϕ + ⟨X ,N⟩(nHS−3S3)

)
.

If M̄ is an Einstein manifold, then the terms involving R̄ vanish and we are left with

LSα =−c⟨∇S,X⊤⟩− c
(
2Snϕ + ⟨X ,N⟩(nHS−3S3)

)
.

Fixing α = 1 and using (1.6) one obtains

LS+ c⟨∇η ,∇S⟩=−
(
2nϕc+(nHS−3S3)

)
S.
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Proposition 7. Suppose that M̄ = P×χ I is an Einstein manifold with the warped structure given

by χ2(s)ds2+σ . Let X be the Killing vector field ∂s and let M be a scalar curvature flow soliton

in M̄ for α = 1. Hence,

LS+ c⟨∇η ,∇S⟩=−(nHS−3S3)S.

Proof. Since

∇Sα =−cAX⊤,

one has

Pi j⟨∇∂i∇Sα ,∂ j⟩=−c(nHgi j −hi j)⟨∇∂iAX⊤,∂ j⟩

=−c
(
nHgi j −hi j)(⟨(∇∂iA)X

⊤,∂ j⟩+ ⟨∇∂iX
⊤,A∂ j⟩

)
.

Therefore

Pi j⟨∇∂i∇Sα ,∂ j⟩=−nHcdivA(X⊤)+ chi j⟨(∇∂iA)X
⊤,∂ j⟩

− c
(
nHgi j −hi j)((log χ)i⟨A∂ j,X⟩−hk

j(log χ)k⟨X ,∂i⟩+ ⟨X ,N⟩⟨A∂i,A∂ j⟩
)
.

However using Codazzi equation one has

⟨(∇∂iA)X
⊤,∂ j⟩= ⟨(∇X⊤A)∂i,∂ j⟩+ ⟨R̄(X⊤,∂i)N,∂ j⟩.

Hence,

Pi j⟨∇∂i∇Sα ,∂ j⟩=−nHcdivA(X⊤)+ chi j(⟨(∇X⊤A)∂i,∂ j⟩−⟨R̄(∂i,X⊤)N,∂ j⟩
)

− c
(
nHgi j −hi j)((log χ)i⟨AX⊤,∂ j⟩−hk

j(log χ)k⟨X ,∂i⟩+ ⟨X ,N⟩⟨A∂i,A∂ j⟩
)
.

We conclude that

Pi j⟨∇∂i∇Sα ,∂ j⟩=−nHcdivA(X⊤)+
c
2
⟨∇|A|2,X⊤⟩− chi j⟨R̄(∂i,X⊤)N,∂ j⟩

− c
(
⟨P∇ log χ,AX⊤⟩−⟨PX⊤,A∇ log χ⟩+ ⟨X ,N⟩ tr(PA2)

)
.

The symmetry of A and P implies that

⟨P∇ log χ,AX⊤⟩−⟨PX⊤,A∇ log χ⟩.

Hence,

divA(X⊤) = ⟨∇(nH),X⊤)−RicM̄(X⊤,N)
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and one obtains

Pi j⟨∇∂i∇Sα ,∂ j⟩=
c
2
⟨∇(|A|2 −n2H2),X⊤⟩+ c

(
nHgi j −hi j)⟨R̄(∂i,X⊤)N,∂ j⟩

− c⟨X ,N⟩(nHS−3S3).

Since

Lu = div(P∇u) = Pi jui; j +RicM̄(∇u,N),

one concludes that

LSα =−c⟨∇S,X⊤⟩+RicM̄(∇Sα ,N)+ cPi j⟨R̄(∂i,X⊤)N,∂ j⟩

− c⟨X ,N⟩(nHS−3S3).

If M̄ is an Einstein manifold, then the terms involving R̄ vanish and we are left with

LSα =−c⟨∇S,X⊤⟩− c⟨X ,N⟩(nHS−3S3).

Fixing α = 1 and using (1.6) one obtains

LS+ c⟨∇η ,∇S⟩=−(nHS−3S3)S.

5.2 Variants of the maximum principle

The linearized equation of the scalar curvature flow soliton has in its principal part

the divergence-type operator

Lu = div(P∇u), u ∈C2(Σ),

where P = nHI −A. Note that the principal values µi of P are given by

µi = nH −λi,

for i = 1, . . . ,n, where λi are the principal curvatures of Σ = ψ(M).

One of the main analytical tools used in this paper is the weak maximum principle

either for the operator L or for its weighted counterpart

Lζ = L−⟨∇ζ ,∇ · ⟩ (5.15)

for some ζ ∈ C1(M). A general discussion on the weak maximum principle for a very large

class of operators can be found in (ALÍAS et al., 2016), (ALBANESE et al., 2013) and (BESSA;
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PESSOA, 2014). Indeed, in these references we could find a detailed analysis of trace operators,

a class that includes Lζ since

Lζ u = tr(P◦∇
2u)+ ⟨divP,∇u⟩−⟨∇ζ ,∇u⟩.

Definition 3. Definition 4.1 in (ALÍAS et al., 2016). Let M be a Riemannian manifold and let

ζ ∈C1(M). We say that the weak maximum principle holds for the operator Lζ on M if for any

u ∈C2(M) with

u∗ = sup
M

u < ∞

and for each γ < u∗ we have

inf
Ωγ

Lζ u ≤ 0,

where

Ωγ = {x ∈ M : u(x)> γ}.

Theorem 3.1 in (ALÍAS et al., 2016) gives a sufficient condition for the validity of

the weak maximum principle which is rooted in the notion of stochastic completeness and in the

approach to the maximum principle built by Pigola, Rigoli and Setti. The condition known as

Khas’minski condition is the existence of a v ∈C2(M) satisfyingLζ v ≤ Av on M\K,

v(x)→+∞ as x → ∞ in M,

(5.16)

for some constant A ∈ R and some compact set K ⊂ M. We note that the first condition in (5.16)

can be substituted, for instance, with Lζ v ≤ A on M\K. Occasionally, we shall also use an

equivalent form of the weak maximum principle that which can be stated as follows.

Definition 4. Definition 4.6 in (ALÍAS et al., 2016). We say that the open weak maximum

principle holds for the operator Lζ on M if for each F ∈C0(R), for each open set Ω ⊂ M with

∂Ω ̸= /0 and for each v ∈C0(Ω̄)∩C2(Ω) satisfyingLζ v ≥ F(v) on Ω

supΩ v <+∞,

(5.17)

we have that either supΩ v = sup∂Ω v or F(supΩ v)≤ 0.
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Parabolicity for Lζ , in the sense of the validity of a Liouville type theorem for

bounded above Lζ -subharmonic functions, can be expressed as a stronger form of the weak

maximum principle. Indeed,

Definition 5. A Riemannian manifold M is strongly parabolic with respect to Lζ if for any

non-constant u ∈C2(M) with u∗ = supM u < ∞ and for each γ < u∗ we have

inf
Ωγ

Lζ u < 0,

with Ωγ as above.

In the case of the operator Lζ , the three forms of parabolicity, that is, Ahlfors,

Liouville and strong parabolicity, are in fact equivalent. See Section 4.4 of (ALÍAS et al., 2016).

We recall that M is Liouville Lζ -parabolic if a function u ∈C2(M) with u∗ <+∞ and Lζ u ≥ 0

is necessarily constant. We also recall that Ahlfors parabolicity expresses as follows: Lζ is

Ahlfors parabolic on M if for each open set Ω ⊂ M with ∂Ω ̸= /0 and for each non-constant

v ∈C0(Ω̄)∩C2(Ω) satisfyingLζ v ≥ 0 on Ω

supΩ v <+∞,

(5.18)

we have

sup
Ω

v = sup
∂Ω

v.

See theorems 4.10 and 4.11 in (ALÍAS et al., 2016) at this respect. Of course, for parabolicity,

Khas’minskii type test still applies appropriately stated in the following mildly stronger form:

Let M be complete and assume the existence of v ∈C2(M) such that v(x)→+∞ as x → ∞ in M,

andLζ v ≤ 0 if ∇ζ ≡ 0 and

Lζ v < 0 if ∇ζ ̸≡ 0 on M\K,

(5.19)

for some compact set K ⊂ M. Then the operator Lζ is parabolic on M.

Remark 2. Always in case M is complete a sufficient condition can be given for parabolicity

with respect to Lζ in terms of the growth of a weighted volume of the boundary of geodesic balls.

More precisely, having fixed an origin o ∈ M let

volζ (∂Br) =
∫

∂Br

e−ζ dM, (5.20)
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where ∂Br is the boundary of the geodesic ball Br centered at o and of radius r. Let µ− and µ+

be the minimum and maximum principal values of P. Suppose that µ− > 0 in M and

inf
M

µ−
µ+

> 0.

If

1
µ+volζ (∂Br)

/∈ L1(+∞)

then M is Lζ -parabolic. Note that the above request is also necessary on a Riemannian model

manifold with ζ ≡ 1. Other more elaborated results can be found in Chapter 4 of (ALÍAS et al.,

2016) like Theorem 4.14.

5.3 Applications of the maximum principle

Next result is a direct consequence of Proposition 4 and Definition 5.

Theorem 8. Let M̄n+1 = I ×h P be a warped product with constant sectional curvature and

h′ > 0. Let ψ : Mn → M̄n+1 be a scalar curvature flow soliton for c > 0. Suppose that H > 0 in

ψ(M) and that η is bounded above on M. If M is parabolic with respect to the operator L then

ψ(M) is contained in the leaf Psc = {sc}×P, with sc given implicitly by the equation π(sc) = 0.

Proof. It follows from Proposition (4) that

Lη = 2S⟨X ,N⟩+(n2 −n)Hh′ > 0

Hence η is not bounded above unless it is constant. Therefore s◦ψ is constant. Since ψ(M) is a

leaf and a soliton we necessarily have s◦ψ ≡ sc. This finishes the proof. □

Now we state and prove a similar result for solitons in warped spaces of the form

M̄ = P×χ I.

Theorem 9. Let M̄n+1 = P×χ I be a warped product with constant sectional curvature. Let

ψ : Mn → M̄n+1 be a scalar curvature flow soliton for c > 0. If M is parabolic with respect to

the operator Lζ where ζ = χ−2 then η is not bounded above.

Proof. It follows from Proposition (5) that

Lη = 2S⟨X ,N⟩> 0

Hence if η is bounded above then it is constant. Therefore s◦ψ is constant. Since a leaf Ps is

not a soliton we reach to a contradiction that finishes the proof. □
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Theorem 10. Let ψ : Mn → M̄n+1 be a scalar curvature curvature flow soliton with S > 0 in

a warped product M̄ = I ×h P. Suppose that M̄ is Einstein. Assume the validity of the weak

maximum principle for the operator L−cη on M. Finally suppose that supM S3 <+∞ and that

ψ(M) has an elliptic point. Then either

sup
M

(nHS−3S3 +2ncϕ)≥ 0, (5.21)

or

S ≡ 0 on M. (5.22)

Proof. If supM(nHS−3S3 +2ncϕ)≥ 0 there is nothing to prove. Otherwise, suppose that

sup
M

(nHS−3S3 +2ncϕ)< 0.

Then Newton-Maclaurin inequalities imply that(
2n

n−1

)1/2

S1/2S ≤ nHS <−2ncϕ +3S3 ≤−2ncϕ +3sup
M

S3.

Therefore

sup
M

S ≤
(

n−1
2n

)1/3

sup
M

(
3S3 −2ncϕ

)1/3
. (5.23)

Furthermore,

inf
M
(−nHS+3S3 −2ncϕ)

.
=C > 0. (5.24)

By the weak maximum principle for the operator L−cη on M, there exists a sequence {xk}∞
k=1 in

M such that

S(xk)> sup
M

S− 1
k

and L−cηS(xk)<
1
k
· (5.25)

It follows that

(−nH(xk)S(xk)+3S3(xk)−2ncϕ(xk))S(xk)) = L−cηS(xk)<
1
k

from which we infer

C
(

sup
M

S− 1
k

)
< inf

M
(−nHS+3S3 −2ncϕ)S <

1
k
·

Passing to the limit as k →+∞ we conclude that supM S = 0, that is, S ≡ 0 on M. □

Similarly, we get the following result.
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Theorem 11. Let ψ : Mn → M̄n+1 be a scalar curvature flow soliton with respect in a warped

product M̄n+1 = I ×h P. Suppose that M̄ is Einstein. Assume the validity of the weak maximum

principle for the operator L−cη on M. Finally suppose that infM S > 0. Then

inf
M

(
2nϕc+nHS−3S3

)
≤ 0. (5.26)

Proof. Denote

inf
M

S .
=C1 > 0.

Setting u =−S one has

L−cηu =
(
2nϕc+nHS−3S3

)
S.

Thus assuming by contradiction that

inf
M

(
2nϕc+nHS−3S3

)
=C2 > 0

we deduce

L−cηu ≥C1C2 > 0.

An application of the weak maximum principle directly gives he desired contradiction. □

Theorem 12. Let ψ : Mn → M̄n+1 = I ×h P be a complete scalar curvature flow soliton with

respect to X = h∂s. Assume that P has constant sectional curvature κ . If

Λ =
1

n−1
sup
M

[
ch′+ |nhA|+ |A|2 +

(
n−1

2

)α

|A|1+2α − (n−1)κ
]
<+∞, (5.27)

where

κ = min

{
−h′′

h
,

κ

h2 −
h′2

h2

}
, (5.28)

the maximum principle is valid for the operator L−cη on M.

Proof. We follow the proof of Theorem 5.1 of (ALIAS et al., 2020). Let {Ei}n
i=1 be a local

orthonormal frame on M and V,W vector fields on M. Contracting Gauss equation,

RicM(V,W ) =RM(V,Ei,Ei,W )

=RM̄(V,Ei,Ei,W )+ ⟨AV,W ⟩⟨AEi,Ei⟩−⟨AV,Ei⟩⟨AW,Ei⟩

=RM̄(V,Ei,Ei,W )+nH⟨AV,W ⟩−⟨AV,AW ⟩
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Using equation (5.8) of (ALIAS et al., 2020),

RM̄(V,Ei,Ei,W ) =

(
h′2

h2 − κ

h2

)(
⟨V̂ , Êi⟩⟨Êi,Ŵ ⟩−⟨V̂ ,Ŵ ⟩⟨Êi, Êi⟩

)
+

h′′

h

(
⟨V,∂s⟩⟨Ei,∂s⟩⟨Êi,Ŵ ⟩−⟨V,∂s⟩⟨W,∂s⟩⟨Êi, Êi⟩−⟨Ei,∂s⟩⟨Ei,∂s⟩⟨V̂ ,Ŵ ⟩+ ⟨Ei,∂s⟩⟨W,∂s⟩⟨V̂ , Êi⟩

)
=

(
h′2

h2 − κ

h2

)
[(n−2)⟨V,∂s⟩⟨W,∂s⟩− (n−1−|∂⊤

s |2)⟨V,W ⟩]

− h′′

h
[(n−2)⟨V,∂s⟩⟨W,∂s⟩+ |∂⊤

s |2⟨V,W ⟩]

Therefore

RicM(V,W ) =−
(

h′′

h
|∂⊤

s |2 +(n−1−|∂⊤
s |2)

)(
h′2

h2 − κ

h2

)
⟨V,W ⟩

+(n−2)

(
h′2

h2 − h′′

h
− κ

h2

)
⟨V,∂s⟩⟨W,∂s⟩+nH⟨AV,W ⟩−⟨AV,AW ⟩. (5.29)

Now we take W =V so that |V |= 1. Observe that

0 = Sα⟨AV,V ⟩−Sα⟨AV,V ⟩ ≥ c∇
2
η(V,V )− ch′−|S|α |A|.

By arithmetic-geometric mean inequality,

|S| ≤ ∑
i< j

|kik j| ≤ ∑
i< j

k2
i + k2

j

2
=

n−1
2

|A|2.

Therefore

0 ≥ c∇
2
η(V,V )− ch′−

(
n−1

2

)α

|A|1+2α .

Applying the above inequality into (5.29), we have

RicM(V,V )≥ c∇
2
η(V,V )− ch′−

(
h′′

h
|∂⊤

s |2 +(n−1−|∂⊤
s |2)

)(
h′2

h2 − κ

h2

)

+(n−2)

(
h′2

h2 − h′′

h
− κ

h2

)
⟨V,∂s⟩⟨V,∂s⟩− |nHA|− |A|2 −

(
n−1

2

)α

|A|1+2α ⇒

RicM(V,V )− c∇
2
η(V,V )≥

[
−ch′−|nhA|− |A|2 −

(
n−1

2

)α

|A|1+2α +(n−1)κ
]
,

where κ is defined in (5.28). Using (5.27) we have

RicM −c∇
2
η ≥−(n−1)Λg. (5.30)
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By Proposition 8.6 of (ALÍAS et al., 2016) there exists a geodesic ball BR0(o)⊂ M centered at

o ∈ M with sufficiently small radius R0 > 0 and a constant C =C(BR0)> 0 such that

∆r(x)+ c⟨∇η ,∇r(x)⟩ ≤C+(n−1)Λr(x) on M \BR0,

where r(x) = dist(o,x). Using Proposition 8.11 of (ALÍAS et al., 2016), we deduce∫
Br

ecηdM ≤
∫ r

0
eCλ+(n−1)Λ λ2

2 dλ +D,

where D > 0 and C as above. Therefore

liminf
r→+∞

1
r2 log

∫
Br

ecηdM <+∞.

For L−cη = e−cη div(ecηP∇·), we apply Theorem 4.1 of (ALÍAS et al., 2016) with T = P,

ϕ(x, t) = tecη(x), A(x) = ecη(x), b(x) = 1 to prove the validity of the weak maximum principle

for the operator L−cη on M.
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