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a b s t r a c t

This work aims to propose a different approach to evaluate the operating conditions of a scaled wind
turbine through vibration analysis. The turbine blades were built based on the NREL S809 profile and a
40-cm diameter, while the design blade tip speed ratio (l) is equal to 7. Masses weighing 0.5, 1.0, and
1.5 g were added to the tip of one or two blades in a varying sequence with the intent of simulating
potential problems and producing several scenarios from simple imbalances to severe rotor vibration
levels to be compared to the control condition where the three blades and the systemwere balanced. The
signals were processed and classified by a combination of detrended fluctuation analysis with Karhunen-
Lo�eve Transform, Gaussian discriminator, and Artificial Neural Network, which are pattern recognition
techniques with supervised learning. Good results were achieved by employing the above cited recog-
nition techniques as more than 95% of normal and imbalanced cases were correctly classified. In a
general way, it was also possible to identify different levels of blade imbalance, thus proving that the
present approach may be an excellent predictive maintenance tool for vibration monitoring of wind
turbines.

© 2019 Elsevier Ltd. All rights reserved.
1. Introduction

The increasing global demand for energy has caused several
environmental problems due to high atmospheric emissions of CO2.
Global warming is a great concern and efforts are being done made
to reduce CO2 emissions. So there is growing interest in alternative
energy sources, and among themwind energy is considered one of
the cleanest, most efficient, and least environmentally harmful.

Wind turbines are devices exposed to weathering throughout
the day. Many wind farms have been established in coastal regions
where greater aggression against metallic materials occurs,
reducing the equipment's lifetime. In those regions, wind speeds
vary continuously during the day, which may cause undesired vi-
bration and fatigue failure.

One of the most critical parts of awind turbine is its rotor, which
is responsible for converting the wind energy. The manufacturing
cost of wind turbine blades can represent over 20% of the turbine's
production cost [1]. Its blades can be damaged bymechanisms such
as atmospheric corrosion and erosion [2,3], fatigue [4], unbalancing
by accumulation of dirt, ice [3,5], and insect contamination [3,5,6],
lightning strikes [7], and so on. These occurrences contribute to
higher turbulence intensity levels at the blades' surface and can
reduce the annual energy production of a wind turbine by up to
25%. Furthermore, failure of a blade can damage other blades or
wind turbines or cause harm to people nearby [8]. Therefore, it is
advisable to apply condition-monitoring techniques to wind tur-
bine blades to detect the damage before a blade fails
catastrophically.

Vibration-based monitoring techniques are widely adopted for
machines, and new approaches based on the decomposition of the
vibration signals have been developed for fault diagnosis in wind
turbines. Abouhnik and Albarbar [9] stated that the nature of the
vibration signals of a wind turbine is complex due to the existence
of several sources with different frequencies and developed a novel
approach called Empirically Decomposed Feature Intensity Level
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Acronyms list

ANN Artificial Neural Network
Cp Performance coefficient
DFA Detrended Fluctuation Analysis
EDFIL Empirically Decomposed Feature Intensity Level
HAWT Horizontal-axis wind turbine
h-NLPCA hierarchical nonlinear Principal Component Analysis
KLT Karhunen-Lo�eve Transform
NREL National Renewable Energy Laboratory
PCA Principal Component Analysis
TSR Tip Speed Ratio

Symbols list
u Original time series
u Average of the original series
yj Integrated time series
N Time series length
~yj Local trend of the series

FðtÞ Fluctuation function
t Window sizes of the time series
x input vector
mi average vector associated to class i
mk mean vector of class k
m overall mean vector
Si covariance matrix associated to class i
SB between-class covariance matrix
Sw within-class covariance matrix
NC Number of classes
Nk Number of vectors in class k
X Matrix of training vectors
L Matrix of variances of the transformed features

(eigenvalues of SW )
U Eigenvectors of SW
V Eigenvectors of SB
T Matrix transpose
N Size of the dataset
l Tip speed ratio
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(EDFIL), which was successfully employed to analyze the vibration
signals of flaw of different severities caused by four different
lengths of cracks introduced in a wind turbine blade to simulate
real conditions. In Ref. [10], a new method based on the local mean
decomposition was applied to identify failures from the turbine's
gearbox. These new approaches were efficient in performing fault
diagnosis in machines with nonlinear vibration signals, while the
traditional time-frequency analysis techniques did not present
satisfactory results and are not recommended for these situations.

Using pattern recognition techniques, nonlinear vibration sig-
nals can be evaluated, allowing a better understanding of the vi-
bration behavior produced by flaws in wind turbine blades. In
Ref. [11], vibration analysis and pattern recognition techniques
were used to identify and classify six different blade fault condi-
tions, which simulated bending, cracking, erosion, hub-blade loose
contact, pitch angle twist, and the control condition. The features of
the vibration signals were extracted using traditional vibration
analysis techniques. For the feature selection, a J48 decision tree
algorithmwas chosen and the feature classification was performed
using best-first tree and functional-trees algorithms, which
reached classification accuracies of 85.33 and 91.67%, respectively.
In Ref. [12], hierarchical nonlinear Principal Component Analysis
(h-NLPCA) was used as a pattern recognition technique to measure
strains embedded into the wind turbine blades from data acquired
in real time by two different fiber optic sensor technologies. When
using the index Q, which is a measure of the difference between a
sample and its projection in the main components retained by the
Principal Component Analysis (PCA) model, all abnormalities and
nonlinearities could be detected during the classification, making it
possible to avoid premature failure of the structure. One of the
main drawbacks of h-NLPCA is the large computational cost.

Wind turbines have many sources of vibration, such as gears,
bearings, shafts, generator, blades, and others, making vibration
analysis complex and difficult to study. The use of detrended fluc-
tuation analysis (DFA) [13] for processing non-stationary vibration
signals combined with pattern recognition techniques proved to be
effective in fault diagnosis of bearings [14]. Several combinations of
loadings and operation frequencies were tested. In the processing
phase, the combination of DFA with PCA presented satisfactory
results, with above 80% of classifications being correct. Neverthe-
less, with the use of Neural Networks, a classification technique
that applies supervised learning, the results were superior,
reaching a correct classification rate of almost 100% in the training
stage and above 89% in the tests. In Ref. [15], a similar approach was
applied to detect different imbalance levels of a scaledwind turbine
at a constant speed of 900 rpm and to evaluate the performance of
DFA combined with three pattern recognition techniques, namely
Artificial Neural Network (ANN), Karhunen-Lo�eve Transform (KLT),
and Gaussian discriminator, to classify data from vibration signals.
Among the supervised training classification techniques, an
average success rate above 98% was reached by all the classifiers,
showing that these techniques are able to process and classify
nonlinear vibration signals generated by unbalances of scaled wind
turbine blades.

To deepen the present analysis, this study aims to evaluate the
effectiveness of this approach in the monitoring of the working
conditions of a scaled wind turbine. To perform this, awide range of
rotation velocities were tested, simulating possible failures by
adding masses to the blades to induce unbalances and generate the
corresponding vibration signals. Applying the DFA to process these
signals and pattern recognition techniques to classify them, the
approach sought to identify and classify different failure levels,
which may be an important tool to monitor the operational con-
ditions of wind turbine blades.

2. Experimental setup

In this work, a scaled horizontal-axis wind turbine (HAWT) was
built for testing in a wind tunnel. The blades were built based on
the NREL S809 profile and designed by in-house software [16],
whose design methodology was taken from Ref. [17], to calculate
blade parameters such as the chord and twist distributions. The
chord and twist distributions of the blades used in this work were
introduced in Ref. [15]. To guarantee the balancing of the blades and
negligible roughness, 3D printing was used to manufacture the set
of three blades, each 0.20m in length with a mass of 15 g and
design a tip speed ratio (TSR) equal to 7. During the tests, to
maintain the TSR at its designed value, whenever the rotor speed
was changed, the wind tunnel speed was set in a proportional way
to keep the TSR equal to 7.

The experiments were carried out on a bench composed of a
torque transducer, an electric motor, a wind turbine shaft, and the
three blades, as shown in Fig. 1. This bench is located in an open
circuit subsonic wind tunnel, 6.5m long, powered by a 1.49-kW (2-



Fig. 1. Scaled wind turbine and measurement apparatus for a wind tunnel test.
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hP) exhauster and a test section of 0.5� 0.5m that has a blockage
ratio of 50.77% and a blockage factor of 0.84. The turbulence level at
the test section is less than 2%. The existence of the motor is
necessary for two reasons. In a first hypothesis (absence of the
motor), if the turbine were to rotate freely, the generated power
(P ¼ wT) would be zero, because there would be no useful torque
on the shaft. Secondly, torque is measured on the rotating shaft.
This implies that the useful aerodynamic torque is continuously
measured and used together with the spin value to obtain the
aerodynamic power of the turbine. It is the presence of the motor
that makes it possible to obtain and measure the useful torque
produced by the turbine in the wind tunnel. In addition, it adjusts
the rotation of the turbine in the wind tunnel, keeping the exper-
iment under controlled conditions.

The objective of this work is to apply vibration analysis and
pattern recognition techniques to identify different unbalancing
levels in a scaled wind turbine, independently of its rotational
speed. In practice, even with an optimum velocity defined by the
project, the rotational speed of a wind turbine varies according to
the wind speed, so in this work, rotations of 900, 1200 and
1500 rpm were applied to the rotor, covering a wide range of the
scaled wind turbine operation. Therefore, the collected vibration
signals were pre-processed by the DFA and the generated vectors
were classified by the three pattern recognition techniques with
supervised learning, namely the ANN, KLT, and Gaussian
discriminator.

Blades were unbalanced using three different masses. A control
condition with no additional mass was also used to simulate
normal operation. This permitted seven working conditions to be
reproduced:

1) In classes 1 to 3, masses weighing 0.5, 1, and 1.5 g were added at
the tip of only one blade, respectively, representing a real situ-
ation of turbine operation where the damage can be caused by
effects such as corrosion, accumulation of dirt and ice on a blade,
and/or any attached object.

2) Classes 4 to 6 reproduce the possibility of a broken blade or
excessive weight loss of a blade. To simulate this condition,
masses of 0.5, 1, and 1.5 g were added at the tips of two blades,
respectively, thus creating a severe imbalance at the rotor.

3) Finally, in Class 7, called the balanced system, all three blades
had the sameweight, which reproduced the normal condition of
operation. In order to assess the balance of the system
composed of the shaft and balanced blades, another set of sig-
nals was acquired using only the shaft in motion (without
blades).

The vibration measuring system consisted of a Bruel & Kjaer
piezoelectric accelerometer (model 4381 V), which captured the
signals and sent them to a Bruel& Kjaer amplifier (model 2692). For
band filtering, 1.0 Hz (high) and 100 Hz (low) were chosen as limits
since the turbine rotational frequencies varied from 15 to 25 Hz. To
record the generated signals, a Tektronix oscilloscope (model 1062
TBS) was used. Each signal was composed of 500 data points ac-
quired at a sampling rate of 250 Hz (250 samples/s) according to the
Nyquist sampling theorem, which corresponds to a time series of
just 2 s duration. Although wind turbines do not operate in steady
state conditions or uniform regimes, over short time scales it is
possible to consider a quasi-steady state. For each unbalancing
condition, 50 vibration signals were captured and a dataset of 400
vibration signals was obtained for each rotor speed, giving 1200
vibration signals in total.
3. Detrended fluctuation analysis

DFA [13] aims to identify long-range correlations in time series.
With DFA, a simple quantitative parameter can be determined to
extract features and represent the correlation properties of a
random signal. By doing so, the method eliminates systematic
trends in the data caused by external effects and reduces unwanted
noise captured during the experimental phase.

The method consists in initially obtaining a new integrated
series:

yj ¼
Xj

i¼1

ðui � uÞ (1)

where u is the overall average of the original series

u ¼ 1
N

XN
i¼1

ui (2)

The integrated series is divided into intervals of size t where a
linear data fitting is performed and the corresponding detrended
fluctuations, defined as the difference between the integrated se-
ries yj and the local trend ~yj, are evaluated. It is normal practice to
choose non-overlapping intervals. However, since the series length
N may not be a multiple of the interval size, a small part at the end
of the profile is lost. To overcome this problem, the solution pro-
posed by Ref. [18] using overlapping timewindows is applied. Thus,
for each interval Ik , the variance of the residuals is calculated as

f 2kðtÞ ¼
1

t� 1

X
i2Ik

ðyi � ~yiÞ2 (3)

Lastly, the covariance FðtÞ is calculated by summing over all
overlapping N � tþ 1 windows of size t.

FðtÞ ¼ 1
N � tþ 1

X
k

fkðtÞ (4)

From the values of log10ðFðtÞÞ, vectors whose components
correspond to the average fluctuation associated with suitably
chosen interval sizes can be defined. In this work, the values of t for
each window of the accumulated series are obtained by taking the

integer part of the division of the series length by 2
1
4, that is, from 5

to 250. Thus, each DFA vector generated from each vibration signal
has 24 components and the corresponding t values are 5, 6, 7, 8, 9,
11, 13, 16, 19, 22, 26, 31, 37, 44, 53, 63, 74, 88, 105, 125, 149, 177, 210,
and 250 (see Fig. 2).

Initially, DFA was developed to distinguish between local
patchiness and long-range correlations in DNA sequences [13], but



Fig. 2. Representative DFA curve generated with a vibration signal obtained from a
balanced set of scaled wind turbine blades at a rotation speed of 1500 rpm for the
present experiment.
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it has been successfully applied in several studies of non-stationary
time series such as gear fault diagnosis based on vibration signals
[19], characterization of cast iron microstructures based on ultra-
sonic backscattered signals [20,21], and classification of welding
defects from ultrasonic signals [22]. DFA has also been successfully
applied in the processing stage of vibration signals generated by
induced imbalances of a scaled wind turbine blade [15].

4. Supervised classification

The application of the DFA method to the captured vibration
signals generates vectors which contain certain patterns that are
not simple to classify. Pattern recognition techniques are used for
this purpose and, in this work, three classification techniques,
based on ANN, KLT, and Gaussian discriminator, are implemented.
Similar approaches have been used for fault detection [23e25] and
condition monitoring [15] specifically in wind turbines. A brief
discussion of each technique is presented below.

4.1. Artificial neural networks

A basic neuron is commonly used to classify linearly separated
data but in the case of complex and nonlinear wind turbine vi-
bration signals, it is necessary to use a multilayer perceptron
[26,27]. For this purpose, the network is composed of an input layer
with 24 neurons which receive the data from DFA vectors, one
hidden layer, and an output layer. The number of neurons of both
the hidden and the output layer was changed according to the
predefined number of classes. Each class is represented by one
neuron in the output layer and the number of neurons in the hid-
den layer is calculated by the mean of the number of dimensions of
the data and the number of classes to be used. Logistic sigmoid
activation functions were used in all the neurons. The architecture
and setup of the neural network are the same as were used by de
Moura et al. [15].

The classification process is composed of twomain steps. First, a
set of input and output pairs is used to train the network and the
synaptic weighting adjustment is performed by an error back-
propagation learning algorithm that attempts to minimize the
mean square error between the desired and actual outputs. The
training is followed by the testing step, where the network is
exposed to new data. In all cases, the input data (DFA vectors) were
presented 1000 times; that is, the network was trained for 1000
epochs.

4.2. Gaussian classifier

The Gaussian function [28] also uses a supervised learning
approach. It is a commonly applied method when data can be
approximated to a multivariate normal distribution. In general, the
p-dimensional Gaussian function for a given class i is given by:

pðxjuiÞ ¼
1

ð2pÞp2jSij
1
2

exp
�
� 1
2
ðx �miÞTS�1

i ðx �miÞ
�

(5)

where Si is the covariance matrix associated with class i, mi is the
average vector also associated with class i, and x is an input vector.
This function indicates the class to which a datum has a higher
probability of belonging. When x ¼ mi, a maximum value of the
Gaussian function is observed and the output of the function de-
creases with the increase of the distance between x and mi.

As a first step, a training set is used to calculate the mean vector
and the covariance matrix of the Gaussian function for each class.
The testing set is used to evaluate the performance of the Gaussian
classifier in discriminating these vectors. They will be associated
with the highest probability class obtained from the different
Gaussian functions associated with each class.

4.3. KarhuneneLo�eve transformation

For the KLT [28], the input vectors xi originated by DFA pass
through an orthogonal transformation that produces a new set of
uncorrelated variables. During this process, the training vectors are
projected along the eigenvectors of the within-class covariance
matrix defined by

SW ¼ 1
N

XNC

k¼1

XNk

i¼1

yikðxi �mkÞðxi �mkÞT (6)

where N is the number of samples of the dataset, NC is the number
of different classes, Nk is the number of vectors in class k, mk is the
mean vector of class k and T denotes the transpose vector. The
element yik is equal to one if xi belongs to class k, and zero
otherwise.

A diagonal matrix built from the eigenvalues lj of SW is used to
rescale the resulting vectors. This operation can be written as

X
0 ¼ L�1

2UTX (7)

where X is the matrix whose columns are the training vectors xi,
L ¼ diagðl1; l2;…Þ is the matrix of variances of the transformed
features (eigenvalues of SW ) andU is the matrix whose columns are
the eigenvectors of SW .

Finally, to compress the class information, the resultant vectors
are projected onto the eigenvectors of the between-class covari-
ance matrix SB, calculated by:

SB ¼
XNC

k¼1

Nk

N
ðmk �mÞðmk �mÞT (8)

where m is the overall mean vector. The full transformation can be
written as

X" ¼ VTL�1
2UTX (9)

where V is the matrix whose columns are the eigenvectors of SB,



Table 2
Average performance of the classifiers used to classify the vectors built from vi-
bration signals acquired at 1500 rpm in 7 classes. Average calculated over 100 sets of
training and testing vectors.

�
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calculated from X0.
The classification is performed by associating a vector xi to the

class whose mean vector remains closest to xi within the dimen-
sional transformed space.
Class Gaussian Karhunen-Loeve Neural Network

Training Testing Training Testing Training Testing

1 100 92.40
#4:2.5
#7:5.1

95.00
#2:2.8
#3:2.2

88.70
#2:6.1
#3:5.1
#5:0.1

93.92
#2:4.15
#7:1.93

90.80
#2:6.5
#5:0.4
#7:2.3

2 100 96.40
#1:3.2
#4:0.4

100 100 99.33
#1:0.67

99.10
#1:0.9

3 100 95.50
#1:3.7
#5:0.8

97.63
#5:2.37

98.30
#5:1.7

100 98.60
#5:1.4

4 100 100 100 100 100 96.50
#1:1.7
#7:1.8

5 100 95.90
#1:1.0
#4:1.9
#7:1.2

96.13
#3:3.87

95.30
#3:4.7

99.60
#1:0.15
#3:0.25

94.30
#1:2.2
#3:3.5

6 100 98.80
#1:1.2

100 100 100 100

7 100 100 100 100 100 99.85
#5:0.05
#6:0.1

Overall average 100 97.38 98.59 97.79 99.10 97.37
5. Results and discussion

Firstly, the classification of the imbalance level was performed
separately for data acquired at two rotation speeds (1200 and
1500 rpm).

For all classifiers, 80% of vectors yielded by DFA of vibration
signals were randomly selected to define the training subset, while
the testing subset was composed of the remaining 20% of vectors.
The testing subset was used to evaluate the efficiency of classifiers
in evaluating unknown data, that is, data not presented to the
classifier during the training.

Tables 1 and 2 show the average success rate obtained by the
three classifiers for training and testing vectors acquired at 1200
and 1500 rpm, respectively. These results are compared with ones
presented in previous work for data acquired at 900 rpm [15].
Classifications were also performed for data obtained at all three of
the abovementioned rotation speeds. Table 3 shows the average
success rate of each pattern recognition algorithm for the classifi-
cation of all 21 classes defined during the experimental planning,
while Table 4 shows their average success rate in the classification
of unbalance levels, regardless of rotation speed.

In all tables, the average performances were taken over 100
distinct choices of training and testing sets. This procedure ensures
a good statistical significance.

Table 1 shows the classification results of the generated vectors
at 1200 rpm. The numbers in the first column refer to the classes
being studied. In the other columns, numbers indicate the per-
centage of vectors which were correctly classified and the values
Table 1
Average performance of the classifiers used to classify the data in 7 classes. Average
calculated over 100 sets of training and testing vectors. Classifiers applied to vectors
built from vibration signals acquired at 1200 rpm.

Class Gaussian Karhunen-Lo�eve Neural Network

Training Testing Training Testing Training Testing

1 100 95.50
#3:0.3
#4:2.3
#7:1.9

100 98.10
#4:1.6
#7:0.3

100 97.90
#4:0.4
#6:1.2
#7:0.5

2 100 92.9
#3:6.3
#4:0.8

96.33
#3:3.37

94.10
#3:5.9

80.75
#3:19.25

75.50
#3:24.5

3 98.65
#2:1.35

81.40
#2:17.1
#7:1.5

80.70
#1:1.35
#2:3.53
#6:14.43

77.20
#1:1.8
#2:4.6
#5:1.3
#6:15.1

91.80
#2:8.2

86.40
#1:0.5
#2:11.1
#5:0.1
#6:1.8
#7:0.1

4 100 95.80
#5:0.3
#7:3.9

99.95
#7:0.05

97.0
#1:0.6
#2:0.8
#7:1.6

99.98
#6:0.02

96.40
#1:0.2
#5:0.4
#6:2.9
#7:0.1

5 100 93.30
#4:6.7

97.98
#4:2.02

98.70
#4:1.30

100 98.90
#4:1.1

6 100 88.80
#3:9.8
#4:0.3

100 100 100 97.70
#4:2.3

7 100 99.80
#1:0.2

99.70
#4:0.3

97.10
#4:2.9

100 99.55
#1:0.3
#3:0.05
#4:0.1

Overall average 99.83 93.41 96.79 94,91 96.57 93.99
after “#” register average misclassification rates; for example, for
class 1 of Gaussian classifier, #3:0.3 indicates that 0.3% of vectors
belonging to class 1 were misclassified as belonging to class 3.

Analyzing the classification errors in Table 1, it can be seen that
the worst classification error was obtained at the testing stage of
neural networks, where 19.15% of training vectors from class 2 (one
blade with 1.0 g) were classified as belonging to class 3 (one blade
with 1.5 g). This trend was also observed after testing, where 24.5%
of the vectors belonging to class 2 were misclassified as belonging
to class 3.

The confusion between classes 3 and 2 is also noticeable: here,
17.1% of testing vectors were wrongly classified by the Gaussian
discriminator. Significant error levels were also perceived for KLT,
where class 3 was confused with class 6 in both training and testing
stages with approximately 15% error. The confusion between these
two classes also occurred in the testing step of the Gaussian clas-
sifier, where 9.8% of vectors belonging to class 6 were misclassified
as belonging to class 3. These two classes are characterized by
masses of 1.5 g causing the unbalance of the rotor, and therefore
both simulate extreme operating conditions which may have
caused a greater confusion of classifiers.

It can be seen that the overall averages of the training process
(99.83, 96.79, and 96.57%) are higher than those of the testing
process (93.41, 94.91, and 93.99%). Again, just as in the classification
of vectors derived of vibration signals acquired at 900 rpm [15], this
is expected because it is easier to classify data that were supplied to
the classifier during the training process.

For class 7, there were some classification errors but not at
significant level, supporting the idea that the vibration level of
balanced blades is similar to the system without the blades (shaft
only).

Evenwith significant errors, the overall averages of all classifiers
were satisfactory, as they were all above 93%, which shows good
efficiency in the classification of the signals.

Projecting the vectors along the direction of the eigenvectors
(principal components) corresponding to the two largest eigen-
values of the covariance matrix of input vectors generates Fig. 3,



Table 3
Average performance of the classifiers used to classify the vectors built from vibration signals captured at 900, 1200 and 1500 rpm in 21 classes. Results are presented as in
Table 1.

Class Gaussian Karhunen-Lo�eve Neural Network

Training Testing Training Testing Training Testing

1 100 100 100 99.3
#2:0.7

100 99.2
#8:0.1 #14:0.7

2 100 98.4
#4:1.6

100 100 100 99.9
#1:0.1

3 100 99.1
#6:0.9

100 100 100 99.4
#6:0.6

4 100 100 100 100 99.98
#5:0.02

94.7
#5:3.9 #11:1.4

5 100 99.6
#4:0.4

100 100 99.78
#4:0.22

94.2
#4:5.8

6 100 97.7
#4:2.3

95.65
#1:1.9
#2:2.45

94
#1:2.4
#2:3.6

100 99.8
#2:0.1
#3:0.1

7 100 100 100 100 100 99.6
#14:0.3
#18:0.1

8 100 95.8
#10:0.3
#11:1.8
#14:2.1

100 100 99.73
#10:0.27

98.7
#1:0.5 #10:0.3
#11:0.1 #13:0.4

9 100 92.8
#10:6.7
#11:0.5

97.73
#10:2.27

97
#10:3

92.75
#10:7.25

87.4
#10:12.6

10 98.98
#9:1.02

82
#9:16.2
#11:0.1
#14:1.6

73.88
#8:3.28
#9:7.98
#13:14.86

72.3
#8:3
#9:10.3
#13:12.7
#14:1.7

90.55
#3:0.18 #8:0.58
#9:6.53 #11:0.02
#13:0.07 #19:0.25
#21:1.82

86.2
#8:1.0
#9:11.7
#13:0.2
#21:0.9

11 100 97.2
#12:0.1
#14:2.7

96.98
#8:1.58
#9:2.08
#13:2.38

94
#8:2.5
#9:1.8
#13:1.7

98.98
#1:0.1 #8:0.2
#10:0.02 #13:0.7

94.9
#1:0.7
#2:0.1
#4:0.5
#6:0.3
#8:0.2
#9:0.1
#13:2.3
#14:0.7
#21:0.2

12 100 93.1
#11:6.9

99.5
#11:0.5

98.7
#11:1.3

100 99
#9:0.2
#11:0.4
#15:0.3
#19:0.1

13 100 87.6
#10:10.8
#11:0.1 14:1.5

100 100 99.93
#8:0.02
#11:0.05

98.3
#1:0.1
#8:0.9
#11:0.7

14 100 99.75
#1:0.25

98.16
#8:0.05
#11:1.79

97
#8:0.55
#11:2.45

99.98
#11:0.02

99.2
#1:0.3
#11:0.05
#18:0.05
#21:0.4

15 100 92.6
#18:2.9
#21:4.5

95.93
#16:0.18
#17:2.0
#19:1.9

94.6
#16:1
#17:1.9
#19:2.5

94.73
#11: 0.02
#16:3.25
#21:2.0

91.9
#12: 0.7
#16:5.2
#19:0.3
#21:1.9

16 100 95.5
#15:4.1
#18:0.4

92.88
#15:7.12

90
#15:10

98.93
#15:1.07

97.8
#15:2.2

17 100 95.6
#15:3.7
#19:0.7

94.9
#15:2.25
#19:2.85

90.7
#15:4
#19:5.3

99.8
#19:0.2

99.3
#19:0.7

18 100 100 100 99.3
#21:0.7

98.08
#4:0.02
#7:0.25
#11:0.33 #14:1.15
#15:0.02
#21:0.15

89.6
#7:3.8
#11:1.3
#14:1.2
#20:0.1
#21:0.7

19 100 95.98
#17:4.02

96.1
#17:3.9

98.5
#10:0.02

92.7
#15:2.7

(continued on next page)
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Table 3 (continued )

Class Gaussian Karhunen-Lo�eve Neural Network

Training Testing Training Testing Training Testing

96.5
#15:1.3 18:1.2
#21:1.0

#15:0.25
#17:1.18
#21:0.05

#17:4.5
#21:0.1

20 100 99.8
#15:0.2

100 100 100 100

21 100 100 100 100 100 99.3
#11:0.05
#15:0.2
#19:0.35
#20:0.1

Overall average 99.96 96.78 97.36 96.67 98.82 96.63

Table 4
Average performance of the classifiers used to classify the vectors derived from vibration signals captured at 900, 1200 and 1500 rpm in 7 classes. Results are presented as in
Table 1.

Class Gaussian Karhunen-Lo�eve Neural Network

Training Testing Training Testing Training Testing

1 90.63
#2:2.29
#3:7.08

88.17
#2:2.77
#3:7.26
#4:1.8

70.80
#2:12.53
#3:7.85
#4:0.13
#5:3.78
#6:4.91

69.83
#2:13.03
#3:7.5
#4:0.23
#5:3.63
#6:5.77

66.66
#2:20.86
#3:4.35
#4:2.44
#5:5.58
#6:0.09
#7:0.02

66.07
#2:19.23
#3:4.7
#4:2.43
#5:6.73
#6:0.07
#7:0.77

2 99.95
#3:0.05

96.87
#1:0.03
#3:2.5
#4:0.6

96.90
#3:1.78
#5:1.32

94.97
#3:2.67
#5:2.37

92.04
#3:7.96

91.63
#1:0.03
#3:8.33

3 97.57
#2:2.43

90.77
#1:0.7
#2:6.9
#4:0.1
#5:0.03
#6:0.97
#7:0.53

64.08
#1:5.79
#2:15.61
#5:0.04
#6:14.48

60.87
#1:5.77
#2:17.1
#5:0.1
#6:16.16

90.18
#1:1.52
#2:3.82
#5:0.07
#6:3.78
#7:0.63

89.77
#1:1.6
#2:4.13
#5:0.13
#6:3.73
#7:0.63

4 100 100 92.88
#1:1.88
#5:1.85
#7:3.38

89.83
#1:2.07
#5:3.4
#7:4.7

96.17
#1:1.21
#3:0.02
#5:1.31
#6:0.7
#7:0.58

93.03
#1:1.53
#3:0.23
#5:2.63
#6:1.13
#7:1.43

5 91.14
#3:8.86

89.37
#1:0.07
#3:8.97
#4:1.6

56.55
#1:4.14
#2:13.07
#3:5.84
#4:1.78
#6:18.62

56.07
#1:4.47
#2:13.7
#3:5.5
#4:2.33
#6:17.93

70.85
#2:0.05
#3:24.24
#4:1.35
#6:2.07
#7:1.43

68.97
#2:0.3
#3:25.27
#4:2.3
#6:1.93
#7:1.23

6 99.18
#3:0.82

95.67
#1:1.0
#2:0.03
#3:3.13
#4:0.17

75.76
#1:0.77
#2:0.65
#3:22.83

72.60
#1:0.8
#2:0.8
#3:25.77
#5:0.03

98.16
#1:0.36
#2:0.3
#3:0.45
#4:0.26
#5:0.35
#7:0.12

97.00
#1:0.47
#2:1.17
#3:0.4
#4:0.3
#5:0.56
#7:0.1

7 100 99.97
#4:0.03

97.03
#1:0.04
#4:2.92
#6:0.01

95.60
#1:0.37
#4:4.03

99.80
#4:0,20

98.73
#1:0.37
#4:0.87
#5:0.03

Overall average 96.92 94.40 79.14 77.11 87,69 86.46
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which depicts the results of KLT in classifying vectors obtained at
1200 rpm. It is worth to noting that, because of some high mis-
classifications, some points on the graph are somewhat overlapped,
for example, classes 2 and 3 (red circles and green triangles,
respectively) and classes 3 and 6 (green and lilac triangles,
respectively), thus illustrating classification errors rates of up to
24%.
Regarding vibration levels that can simulate the working con-
ditions of a wind turbine at high rotations, the analysis procedure
was also performed for the rotation speed of 1500 rpm and the
results can be seen in Table 2. For almost all training procedures, the
results were better than for testing, supporting the fact that it is
easier to classify a dataset that was provided to the program during
the classification process. The largest errors were also found during



Fig. 3. Karhunen-Lo�eve transformation of the vectors obtained by DFA of signals
recorded at 1200 rpm.

Fig. 4. Karhunen-Lo�eve transformation of the vectors obtained by DFA of signals
recorded at 1500 rpm.

Fig. 5. Karhunen-Lo�eve transformation of the vectors obtained by DFA of signals
recorded at the different rotation speeds considered.
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the testing stage, where 6.5% of the vectors from class 1 were
confused by the neural network with the vectors from class 2. The
same confusion was obtained by KLT with a misclassification of
6.1%. However, somemisclassifications events were detected at this
rotation speed that did not occur in previously evaluated cases; for
example, vectors from class 1 were classified as belonging to class 7,
reaching 5.1% with the Gaussian classifier. This illustrates that at
high rotation speed levels, the vibration level of a small unbalance
gets closer to the vibration levels of the system itself, which has a
characteristic vibration even when balanced.

Observing class 7, it can be seen that no significant error was
identified, once again indicating that the balancing of the system
was performed successfully. From these results and despite a
blockage ratio of 50.77% and a blockage factor of 0.84, it was
observed that there was no change in the vibration measurement
procedure and that the classifiers could not distinguish the condi-
tion of three balanced blades from the shaft-only case, which ap-
proximates to a zero blockage ratio. A similar conclusion can be
drawn regarding the surface roughness of the blades.

Fig. 4 depicts the results obtained from application of the KLT
classifier to vectors derived from vibration signals acquired at
1500 rpm. Classes 4, 6, and 7 were classified with 100% accuracy as
can be noted from the isolated point clusters in the figure. The
remaining classes for which small errors were present are repre-
sented by very close point clusters, which confuse some data and
lead to the classification errors.

In order to compare the vibration levels for each rotation speed
tested so far, a new processing was performed using all 1200
collected signals but accounting for all the 21 possible classes,
where classes 1 to 7 represent the recorded signals at rotation
speed of 900 rpm and introduced by de Moura et al. [15], classes 8
to 14 correspond to the signals from a rotation speed of 1200 rpm,
and, classes 15 to 21 are related to 1500 rpm. The seven classes for
each rotation speed are the same as the ones for the previous tests.
The success rate confusion matrix of this processing round is pre-
sented in Table 3.

The overall means for the training step were slightly better than
those from the testing step, which was as expected. A correct
classification rate of 99.96% was obtained via the Gaussian
discriminator for training and 96.78% was obtained for testing,
demonstrating the highest efficiency among the classifiers,
whereas for ANN and KLT the accuracy rates obtained were 98.82
and 97.36% for the training step and 96.63 and 96.67% for the
testing step, respectively. From Table 3, it is clearly understood that
all classifiers made it possible to distinguish the cases for each
rotation speed evenwith the occurrence of a few small errors, since
the classes for one rotation speed were not confused with the
classes for another, which demonstrates that the vibration levels
change significantly according to the rotational speed.

The variation in vibration levels is easily observed when the
turbine rotation speeds are changed, as can be seen in Fig. 5. Each
color represents vectors from a rotational speed and the 21 classes
cannot be distinguished due to the two-dimensional character of
the figure.

Considering the above aspects and knowing that a wind turbine
works at different rotational speeds throughout the day due to the
variations inwind intensity, a last step was carried out to simulate a
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wind turbine operating under real conditions, where the same
defect (e.g. 0.5 g at the tip of one blade) must be identified at any
rotational speed. Thus, the new processing was performed
considering all signals captured at the three rotations speed and
unlike previous tests, each unbalance level will be represented as a
single class regardless of the rotation. Therefore, seven classes will
be considered, so that each class represents 150 signals or 50 for
each rotation. The results are shown in Table 4.

From these results, it can be seen that the Gaussian discrimi-
nator was the most efficient classifier and the second best qualified
one was the ANN. For KLT, some difficulties in the classification
were found but satisfactory results were generated with overall
means above 77%. Some common errors found by employing other
analysis scenarios also occurred. There was a high degree of
misinterpretation for classes 3 and 6, for example, under KLT; the
ANN approach interpreted approximately 25% of the vectors of
class 5 as belonging to class 3; both KLT and ANN misinterpreted
the vectors of class 1 as belonging to class 2, with errors of
approximately 13 and 20%, respectively. Those degrees of confusion
were within expectations, since the methods were forcedly applied
to classify signals from three different rotation speeds as a single
class, which means changing the vibration levels due to the varia-
tion of rotational speed.

Despite all the misinterpretations found among the unbalanced
classes, vectors from class 7 were classified with a high overall
mean correct classification rates e 95.60% was the lowest e which
indicates the suitability of all the techniques to differentiate the
normal operating condition from those which present any kind of
problem. These results show that the techniques may also be
applied in alarm systems, indicating the presence of any abnor-
mality in order to proceed with stopping the machine without
exactly specifying the failure.

The tests were carried out at three rotational speed levels that
represent awide range of operation of the scaledwind turbine used
and can simulate the behavior of the vibration for any rotation
speed. In addition, when any type of flaw occurs, regardless of the
rotational speed, the techniques employed allow detection of the
change in the vibration behavior, indicating the presence of some
abnormality.

A performance study of the tested turbine was also carried out,
to assess the influence of the wind tunnel's blockage factor,
following a similar procedure of Chen & Liou [29]. Accordingly, the
maximal Cp (performance coefficient) variations did not reach 10%
[30], what is stated as a non disturbed result [29]. This occurs
mainly because the blade solidity is small, as is common in real
wind turbines. Furthermore, we did not find any signal that Cp and
the imbalance levels are related, for all the cases studied.

According to the evaluated cases, there were no changes of
imbalance due to the blockage effect that normally occurs in wind
tunnels. This was verified by the fact that the algorithms did not
change their performance according to the rotation. Given that this
effect directly affects the blockage effect, since it grows with the
rotation, even without geometric changes in the turbine, the un-
balance characteristics should change, which was not verified.

Most techniques traditionally employed for vibration analysis
are based on the Fourier transform. For many signals, Fourier
analysis is extremely useful because their frequency content is very
important. However, Fourier analysis has a serious drawback. After
the Fourier transformation, the time information is lost. Therefore,
it is impossible to know when a particular event happened by
analyzing the Fourier transform of a signal. For steady state time
series, this is not a drawback. However, a wind turbine is subject to
many sources of vibration, such as meshing gears, shafts, bearings,
unbalances, and even wind gusts, and consequently the vibration
signals captured from a wind turbine may contain numerous
transient or non-stationary characteristics. These characteristics
are often the most important part of the signal, and the Fourier
analysis is not able to detect them.

In Ref. [9], using a new approach called EDFIL, the vibration
signals were decomposed, separating the vibration frequencies of
each turbine's component through Fourier transform. Nevertheless,
EDFIL does not perform the diagnosis in a simple way, because of
the failures present in components which operate under similar
rotation velocities and similar vibration frequencies. Besides, with
the changes of rotational speed, the classifications of the different
crack sizes present in the blades are confused with each other,
which makes the results imprecise.

With less computational effort [11], the best-first tree algorithm
and the functional trees algorithm presented good results during
the classification of six different operating conditions of a wind
turbine, with average success rates of 85.33 and 91.67%, respec-
tively. Similar average values were found in the present work with
the Neural Network although it had the drawback of a longer
processing time.

Among the three classification techniques tested here, the
Gaussian discriminator was found to be more adequate for the
failure classification, obtaining precise results in all the tests and
even presenting the smallest computational cost, thus proving it to
be a powerful tool for condition monitoring of wind turbine blades.

6. Conclusion

A first analysis was performed considering constant rotation
speeds and seven work conditions. DFA combined with pattern
recognition techniques proved to be effective in identifying the
imbalance levels studied. At 900 rpm, all classifiers achieved
satisfactory results. The lowest success rate among them was ob-
tained by ANN, with a 99.96% success rate in the classification of
training data and 98.67% during testing. The best results were ob-
tained by application of KLT. The success rate reached 100 and
99.88% for the training and testing data, respectively, followed by
the Gaussian discriminator at 100 and 99.31%. At 1200 rpm, the
misclassification rate was slightly higher than obtained at 900 rpm.
The lowest average success rate was 93.41% in the test step with the
Gaussian classifier. The success rates reached 93.99 and 94.91% in
the test step with ANN and KLT, respectively. Despite this, the
Gaussian discriminator achieved the best success rate in the
training step, with 99.83% of vectors being correctly classified
compared to 96.79% and 96.57% for KLT and ANN. In the tests at the
highest rotational speed (1500 rpm), similar results were obtained
by all the classifiers: 100% of training data were correctly classified
by the Gaussian discriminator and the best test performance
(97.79%) was reached by the KLT.

When the training procedure of the classifiers was done under
21 work conditions obtained by a combination of seven imbalance
levels and three rotational speeds, it was found that the vibration
levels changed considerably as the blades' velocity changed.
Despite this, the classifiers presented good performances with
average success rates above 96% in all cases, even with a larger
number of classes involved.

In the last simulation round, seven classes were considered, one
for each imbalance level independently of the rotational speed. This
is closer to the actual operating conditions; that is, the defects must
be identified at any rotation speed. More strict conditions were
faced and more difficulties became evident. For KLT, for example,
although an overall average of 77.11% was obtained in the test step,
a success rate of only 56.07% was achieved in the classification of
the class 5 vectors. However, the Gaussian discriminator correctly
classified 94.40% of vectors during testing, an excellent perfor-
mance even though this classifier had the least computational cost.
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The ANN was able to classify the test signals according to their
imbalance levels with a success rate in excess of 86.46%, which is a
reasonable and satisfactory result.

In spite of all the classification errors found at the three rotation
speeds tested, the balanced class was always well separated, indi-
cating that the classifiers are able to distinguish the normal func-
tioning condition from those with some abnormality. Moreover, in
most cases, the different unbalance levels were indicated with high
precision, also demonstrating that this approach is a powerful tool
for predictive maintenance.

Another important observation is the small difference between
the overall mean rates of correct classification achieved on training
and testing data. This provides a confirmation of the suitability of
the classifiers studied in identifying unknown signals that are key
for the detection of defects that may arise at the blades of a wind
turbine.

In general, the results showed that the approach applied in this
work may be useful for the development of monitoring systems
based on vibration analysis of wind turbine blades. As an important
part of predictive maintenance, automatic vibration analysis of a
wind turbine could save a lot of resources due to unnecessary
stoppages and labor costs.
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