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Interpolation function is a key parameter for numerical simulation using finite-difference, finite-element, and finite-volume methods, especially when the advective terms of the conservation equations are considered. Due to the flow orientation, a first-order interpolation scheme such as upwind introduces a considerable degree of numerical diffusion in the numerical solution. In this work, we present a second-order total variation diminishing scheme in conjunction with 3D compositional reservoir simulation using the element-based finite-volume method (EbFVM). The results of several case studies using the hexahedron element are shown in terms of oil, water, and gas production, as well as saturation field.

1. INTRODUCTION

Numerical schemes such as the finite-difference, finite-element, and finite-volume methods require an evaluation of certain physical properties at different spatial positions in the computational domain. In general, when using unstructured grids the physical properties such as pressure, temperature, and number of moles are stored at the vertices of each element. In order to evaluate any of these properties inside the element, some interpolation function needs to be used. The way this interpolation is performed has a major impact on the numerical solution and on determining the grid refinement, and also in giving rise to numerical dispersion,
nonphysical oscillations, and other types of error. Consequently, an interpolation function that can take into account the correct variation of fluid flow and discontinuities, while maintaining numerical stability, can reduce computational time and obtain accurate numerical solutions.

Baliga and Patankar [1] introduced the control-volume finite-element method (CVFEM) in conjunction with triangular elements for the solution of advective–diffusive problems, which in turn gave rise to the cell–vertex approach. They used the upwind and the exponential interpolation functions to evaluate the gradients and physical properties of the integration points. The exponential method uses shape functions which are exponential in the direction of the element’s average velocity and linear in the normal direction. This method is known as flow-oriented interpolation (FLO). CVFEM was later renamed the element-based finite-volume method (EbFVM) [2]. Since EbFVM only borrows the element details and shape functions from the finite-element method but still performs a material balance in order to obtain the approximated equations, in this work we will use the later denomination of EbFVM. Prakash [3] extended the FLO scheme to take into account the source terms—this new scheme is called FLOS. In aiming to improve skewed grids, many other schemes have been developed. These were first based on the skew upwind techniques proposed by Raithby [4, 5] for regular grids. Hassan et al. [6] and Schneider and Raw [7] developed the skew upwind for triangular and quadrilateral grids, respectively. Swaminathan and Voller [8, 9] extended the streamline upwind Petrov–Galerkin (SUPG) scheme of Brooks and Hughes [10] to EbFVM. This method is termed
streamline upwind control volume (SUCV) and uses streamline to evaluate the upwind influence. Although some of these methods can produce second-order accuracy, such as SUCV, they provide stable solutions only for first-order accuracy and in general require special treatment to avoid any downwind influence.

Another class of scheme is the total variation diminishing (TVD) methods that are known to preserve monotonicity, with higher-order TVD schemes increased accuracy. The first flux limiter to preserve monotonicity for one-dimensional advective problems was developed by Van Leer [11]. The principles behind the preservation of monotonicity in the TVD scheme were later investigated by Harten [12]. Subsequently, the TVD region for one dimension in equally spaced meshes was formulated by Sweby [13], who proved that the limiters of Van Leer, Roe [14], and Chakravarthy and Osher [15] follow the TVD definition. Sweby [13] also showed that the Lax–Wendroff [16] and Warming–Beam [17] schemes do not follow the TVD definition.

Several works have adapted the TVD interpolation function from structured to unstructured grids [18–25]. However, most of these efforts were addressed to cell-centered grids. Although few authors have suggested that their schemes would also work for cell–vertex discretization, these were all constructed and applied to cell-centered unstructured grids. Fernandes et al. [26] recently extended the idea of Darwish and Moukalled [20] from 2D cell-centered grids to 2D unstructured grids using EbFVM in conjunction with compositional reservoir simulation using an implicit pressure explicit composition (IMPEC) approach. To the best of our knowledge, no higher-order TVD interpolation function has been used to date in conjunction with 3D cell–vertex unstructured meshes. In this work, we investigate the upwind and TVD methods presented by Fernandes et al. [26] for 3D unstructured meshes. These interpolation functions are implemented in an in-house compositional reservoir simulator called UTCOMP [27, 28]. UTCOMP was developed at the Center for Petroleum and Geosystems Engineering at The University of Texas at Austin for the simulation of enhanced recovery processes. UTCOMP formulation is based in an IMPEC approach, multiphase/multicomponent compositional equation of a state simulator which can handle the simulation of several enhanced oil recovery processes. EbFVM implemented into the UTCOMP simulator is based on the works of Marcondes and Sepehrnoori [29], Marcondes et al. [30], and Santos et al. [31].

2. PHYSICAL MODEL

Isothermal, multicomponent, multiphase fluid flow in porous media can be modeled using three types of equation: material balance, fluid phase equilibrium, and constraint (see Refs. [27, 28]).

A material balance equation is required for each component in the system. In reservoir modeling, the phase velocities are usually approximated by a multiphase version of Darcy’s law. The material balance equation for the \( i \)-th component for a full symmetric absolute permeability tensor can be written as

\[
\frac{1}{V_b} \frac{\partial N_i}{\partial t} = \nabla \cdot \left[ \sum_{j=1}^{n_p} \xi_{ij} x_{ij} \lambda_j \bar{K} \cdot \nabla \Phi_j + \phi \sum_{j=1}^{n_p} \xi_{ij} S_j \bar{K}_{ij} \cdot \nabla x_{ij} \right] \frac{q_i}{V_b} = 0; \quad i = 1, 2, \ldots, n_c, n_c + 1,
\]

(1)
where \( n_c \) is the number of components except for water, \( n_c + 1 \) denotes the water component, \( n_p \) is the number of phases present in the reservoir, \( \phi \) is the porosity, \( N_i \) is the number of moles of the \( i \)-th component, \( \xi_j \) and \( \lambda_j \) are the molar density and relative mobility of the \( j \)-th phase, respectively, \( x_{ij} \) is the mole fraction of the \( i \)-th component in the \( j \)-th phase, \( \tilde{k} \) is the absolute permeability tensor, \( q_i \) is the molar flow rate of the component \( i \) due to well injection/production, \( V_b \) is the volume of control-volume, and \( \Phi_j \) is the hydraulic potential of the \( j \)-th phase given by

\[
\Phi_j = P_j - \gamma_j Z,
\]

where \( P_j \) denotes the pressure of the \( j \)-th phase and \( Z \) is the depth, which is positive in the downward direction.

The nonaqueous phases are assumed to be in equilibrium condition, which can be expressed in terms of the equality of fugacities (\( f \)) of the phases, as follows:

\[
f^j_i - f^r_i = 0; \quad i = 1, \ldots, n_c; \quad j = 2, \ldots, n_p.
\]

In Eq. (3), \( f^j_i = \ln(x_{ij} \phi_{ij}) \), where \( \phi_{ij} \) is the fugacity coefficient of component \( i \) in the \( j \)-th phase, and \( r \) denotes the reference phase. The restriction of the molar fraction is used to obtain the solution of Eq. (3):

\[
\sum_{i=1}^{n_c} x_{ij} - 1 = 0, \quad j = 2, \ldots, n_p; \quad \sum_{i=1}^{n_c} \frac{z_j(K_i - 1)}{1 + \nu(K_i - 1)} = 0,
\]

where \( z_j \) is the overall molar fraction of the \( i \)-th component, \( K_j \) is the equilibrium ratio for the \( i \)-th component, and \( \nu \) is the mole fraction of the gas phase in the absence of water.

Fugacity and PVT (pressure-volume-temperature) properties are evaluated in this work using the Peng–Robinson equation of state [32]. The flash procedure used considers a fixed and known pressure, temperature, and global composition (isothermal flash) in order to evaluate the phase composition and fluid properties. It is worth mentioning that the water component is not included in the flash calculations. Further details of this procedure can be found in Perschke [33].

The closure equation is derived from the volume constraint (i.e., the available pore volume of each cell must be filled by all phases present in the reservoir). This constraint gives rise to the following equation:

\[
\sum_{j=1}^{n_p} S_j = 1,
\]

where \( S_j \) is the saturation of the \( j \)-th phase, which is defined as a volumetric fraction.

In the UTCOMP simulator, the unknown primary variables are oil pressure and total number of moles for every component: \( P, N_1, \ldots, N_{nc}, N_w \). The oil pressure
is obtained through a volume balance and is given by

\[
\left( \phi^0_{cf} - \frac{1}{V_b} \frac{\partial V}{\partial t} \right) \frac{\partial P}{\partial t} = \frac{n_t}{\sum_{k=1}^{n_t} V_{tk}} \left( \sum_{j=1}^{n_p} \left( \vec{\nabla} \cdot x_{kj} \xi_j \frac{k_{ij}}{\mu_j} \vec{k} \cdot \nabla \Phi_j + \vec{\nabla} \cdot \phi \xi_j S_j \vec{K}_{kj} \cdot \nabla x_{kj} \right) + \frac{\sum_{k=1}^{n_t} V_{tk} q_{tk}}{V_b} \right).
\]

(6)

In this work, an IMPEC-type formulation [34] is used to solve the set of nonlinear equations. In this formulation, the pressure is solved at the new time level using all other variables at the old time level. The new pressure is used to evaluate the mole balance, and then a flash calculation is performed to evaluate the amount and composition of phases at the new time step.

### 3. NUMERICAL DISCRETIZATION

In order to obtain the approximate equations in EbFVM, each element is divided into sub-control volumes, as shown in Figure 1. Next, the material balance equations and pressure equation (Eq. (1) and (6)) are integrated in time and for each of these sub-control volumes. In this work we consider only the hexahedron element. Figure 1b presents a trilinear hexahedron element, sub-control volumes associated with each vertex, and the integration points for each sub-control volume. Integrating each term of Eq. (1), for instance, in space and time for each sub-control volume, and applying the Gauss theorem for the advective and dispersion terms, yields

\[
\int_{t,V} \frac{1}{V_b} \frac{\partial N_k}{\partial t} \, dV \, d t = \int_{t,A} \left( \sum_{j=1}^{n_p} \sum_{j=1}^{n_p} \frac{V_{tk}}{x_{kj} \xi_j} \frac{k_{ij}}{\mu_j} \vec{k} \cdot \nabla \Phi_j + \phi \xi_j S_j \vec{K}_{kj} \cdot \nabla x_{kj} \right) \cdot d \vec{A} \, dt \\
+ \int_{t,V} \frac{q_k}{V_b} \, dV, \quad k = 1, \ldots, n_c + 1.
\]

(7)

Integrating the first and second terms of Eq. (7), and evaluating the fluid properties through an explicit procedure, the following equations for the above-mentioned terms are obtained:

\[
A_{ccm,i} = \frac{V_{scvm,i}}{V_{b,m}} \left( \left( \frac{N_m}{\Delta t} \right)_i - \left( \frac{N_m}{\Delta t} \right)^o_i \right); \quad m = 1, N_v; \quad i = 1, \ldots, n_c + 1,
\]

(8)

\[
F_{m,i} = \int_{A} \sum_{j=1}^{n_p} \left( \lambda_j \xi_j x_{ij} \vec{k} \cdot \nabla \Phi_j + \phi \xi_j S_j \vec{K}_{ij} \cdot \nabla x_{ij} \right) \cdot d \vec{A} \\
= \sum_{ip=1}^{3} \left( \int_{A} \sum_{j=1}^{n_p} \xi_j x_{ij} \lambda_j k_{ipl} \frac{\partial \Phi_j}{\partial x_{ipl}} \left|_{ip} A_n + \phi \xi_j S_j \frac{\partial \vec{K}_{ij}}{\partial x_{ipl}} \left|_{ip} A_n \right) \right); \quad m = 1, N_v; \quad n, l = 1, \ldots, 3; \quad i = 1, n_c + 1.
\]

(9)

In the above equations, \( N_v \) denotes the number of vertices of each element of the grid and \( ip \) denotes each integration point located on each of the three surfaces shown in
Figure 1b, for each sub-control volume. A similar procedure is performed for the pressure equation.

Substituting Eqs. (8) and (9) into Eq. (7), the following equation for each element is obtained:

\[ \text{Acc}_{m,i} + F_{m,i} + q_i = 0; \quad m = 1, \ldots, N_v; \quad i = 1, \ldots, n_c + 1. \]  

Equation (10) denotes the conservation for each sub-control volume of each element. It is now necessary to assemble the equation of each control volume to obtain the contribution of each sub-control volume that shares the same vertex. This process is similar to assembling of the stiffness global matrix in the finite-element method. Further details of the methodology described above can be found in Marcondes et al. [30].

From Eq. (9), it can be inferred that is necessary to evaluate the fluxes through each integration surface of each sub-control volume and the physical properties \( \xi_j \), \( x_{ij} \), and \( \hat{\lambda}_j \). The components of the gradient at each interface are approximated through the shape functions as in Ref [30]; this involves only physical properties evaluated at the vertices of each element. On the other hand, to evaluate the fluxes
of each sub-control volume, it is necessary to extrapolate the physical properties \((\xi_j, x_{ij}, \text{and } k_j)\) from the vertices of the element to each integration surface. In this work, we consider a first-order upwind and a higher-order TVD using two flux-limiter schemes. Instead of evaluating each property separately and then multiplying them, we perform the interpolation for the product of \(\xi_j, x_{ij}, \text{and } k_j\) together, as a unique physical property.

The upwind scheme implemented for EbFVM is very similar to the classic upwind scheme used in Cartesian grids. We simply need to find the upwind node for a given interface. Considering for instance the integration point 1 \((ip_1)\), in Figure 1, the product of the physical properties in conjunction with the upwind scheme at \(ip_1\) is given by

\[
(x_j \xi_j k_j)_{ip_1} = \begin{cases} 
  x_{ij,2} \xi_{j,2} k_{j,2} & \text{if } \bar{k} \cdot \nabla \Phi_j \cdot dA_{ip_1} \leq 0 \\
  x_{ij,1} \xi_{j,1} k_{j,1} & \text{if } \bar{k} \cdot \nabla \Phi_j \cdot dA_{ip_1} > 0
\end{cases}
\]

where the normal area considered in Eq. (11) points outward the sub-control volume interface.

For TVD schemes, the flux limiter can be interpreted as a blending key procedure that switches between lower- and higher-order schemes in order to ensure a monotonic solution. For EbFVM, the expression for an arbitrary property is given by Fernandes et al. [26] as

\[
\delta_f = \Delta_U + \psi(r_f) \nabla \delta_f \cdot \Delta \bar{r}_{Uf},
\]

where the subscript \(f\) denotes any integration point where the property needs to be evaluated, \(\Delta_U\) is the value of property at the upwind vertex, \(\psi\) is the flux-limiter function, \(\nabla \delta_f\) is the property gradient evaluated at integration point \(f\), \(\Delta \bar{r}_{Uf}\) is the distance vector from face \(f\) to the upwind vertex, and \(r_f\) is the successive slope ratio approximated for EbFVM as

\[
r_f = \frac{2\nabla \Delta_U \cdot \Delta \bar{r}_{Uf} - \nabla \delta_f \cdot \Delta \bar{r}_{Uf}}{\nabla \delta_f \cdot \Delta \bar{r}_{Uf}},
\]

where \(\nabla \Delta_U\) is the property gradient at the upwind vertex.

In our approach, the integration point gradients are evaluated through the shape functions, while the vertex gradients are evaluated using a volumetric mean of the gradients calculated at the vertices of elements that share that vertex, as suggested by Tran et al. [35]. Figure 2 displays all geometric features involved in a 2D calculation; the extension to the 3D grid is straightforward.

Two flux limiters in conjunction with Eq. (12) and (13) are investigated: MINMOD (MM) [36], which is the most diffusive TVD limiter; and Koren’s limiter [37], which is a very compressive limiter. The expressions used to evaluate both limiters are given by

\[
\text{MINMOD : } \psi(r_f) = \max (0, \min (1, \frac{r_f}{2})),
\]

\[
\text{Koren : } \psi(r_f) = \max \left(0, \min \left(2, \frac{r_f + \frac{2}{3}}{2} \right) \right).
\]
Details of other forms of flux limiter, also termed slope limiters, are available in the literature [38, 39].

4. RESULTS

The first case study refers to a 2D tracer injection into a quarter of five-spot configuration. To investigate this case using 3D, a single-element layer grid in the $z$-direction is used and the gravitational term in the potential of each phase is not considered; therefore, we can perfectly mimic 2D flow using the 3D hexahedron mesh. This is an important case study since we can validate the numerical results with an analytical solution provided by Abbaszadeh-Dehghani and Brigham [40]. In this case the tracer is injected through water to 0.2 pore volume injected (PVI). Subsequently, no tracer is injected but water is continuously injected, at the same volumetric rate, up to 1.6 PVI. The advection and diffusion terms are both considered for this tracer injection problem. The reservoir data are presented in Table 1 and the grid configuration used in this case can be seen in Figure 3; the blue and red arrows denote the injection and production wells, respectively.

The normalized concentration of the tracer produced along time is shown in Figure 4, where the solutions for the upwind, MINMOD, and Koren schemes are compared. As expected, from Figures 4a and b one may observe that the upwind scheme is less accurate than the other two. Figure 4c compares the two TVD schemes, showing that Koren’s scheme is superior to MINMOD in terms of numerical accuracy for coarse grids (30 $\times$ 30 and 50 $\times$ 50 elements). However, when the grid is refined the two interpolation functions achieve almost the same tracer concentration profile.

We use the curves shown in Figure 4 to evaluate the $L_1$-norm error based on time. These errors are shown in Figure 5, where one can see an almost linear trend of the error when the grid is refined. Figure 5 also confirms that both TVD approaches are more accurate than the first-order upwind. It is also verified that for coarse grids the TVD with Koren’s flux limiter is more accurate than the TVD with MINMOD. However, when the grid is refined both flux limiters produce the same error; such behavior is verified in Figure 4c.
The second case study is 3D CO$_2$ flooding into a quarter of five-spot configuration. The reservoir is initially saturated with oil. All reservoir data are presented in Table 2, which also shows the relative permeability parameters of Corey’s model [41]. The fluid compositions are shown in Table 3.

Volumetric production rates at surface conditions (289 K and 101.3 kPa) are shown in Figure 6. In this figure, we compare the oil and gas rates using a $20 \times 20 \times 3$ hexahedron element mesh (1,764 volumes) for upwind, MINMOD, and Koren schemes. In order to verify the accuracy of each of these approaches, we also show a refined Cartesian mesh ($60 \times 60 \times 6$—21,600 volumes) solution using the upwind function. Figure 6 shows that the Cartesian grid solution falls between the EbFVM solution with upwind and the TVD solutions. This result suggests that the Cartesian grid solution is somewhat more accurate than the EbFVM upwind solution, which is expected because the Cartesian grid is much finer than that used for EbFVM. However, even when with the element grids being much coarser, the solution for the TVD schemes can be seen as being more accurate than those obtained using the Cartesian grid.

The gas saturation fields for 400 days of production are shown in Figure 7. From this figure, one may observe that Koren’s solution is much more compressible than upwind, even for the Cartesian grid. MINMOD is also more compressible than the two upwind solutions obtained with EbFVM and Cartesian grids.

Table 1. Fluid and reservoir data for Case 1

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length, width, thickness</td>
<td>50.292, 50.292, 0.3048 m</td>
</tr>
<tr>
<td>Porosity (fraction)</td>
<td>0.2</td>
</tr>
<tr>
<td>Water viscosity</td>
<td>$2.49 \times 10^{-4}$ Pa·s</td>
</tr>
<tr>
<td>Reservoir pressure</td>
<td>13.79 MPa</td>
</tr>
<tr>
<td>Water injection rate</td>
<td>20.39 mol/s</td>
</tr>
<tr>
<td>Producer’s bottom hole pressure</td>
<td>13.79 MPa</td>
</tr>
<tr>
<td>Initial water saturation</td>
<td>1.00</td>
</tr>
<tr>
<td>Longitudinal dispersion coefficient</td>
<td>0.2012 m</td>
</tr>
<tr>
<td>Transverse dispersion coefficient</td>
<td>0.0201 m</td>
</tr>
<tr>
<td>Injected tracer concentration</td>
<td>200 ppm</td>
</tr>
</tbody>
</table>

Figure 3. Grid configuration for Case 1—Hexahedron $50 \times 50$ elements grid.
The third case study is similar to the second, but now an irregularly shaped reservoir is considered. The main purpose of this case is to show the functionality of TVD schemes associated with irregular reservoirs. The reservoir in question is shown in Figure 8, where the approximate maximum sizes in each direction are given in feet.

Figure 4. Normalized tracer concentration for Case 1. (a) upwind and MINMOD; (b) upwind and Koren; and (c) MINMOD and Koren.

Figure 5. $L_1$-norm error of normalized tracer concentration produced for Case 1.
Oil and gas production rates at standard surface conditions are shown in Figure 9. From Figure 9a, it will be seen that the oil rate for the finer grid using upwind increases, as it does for the TVD functions investigated. Although this change in oil rate is not large, Figure 9b shows wider changes for gas rate. From Figure 9b, one can clearly see that the gas production rate for the finer grid using upwind approaches that of the TVD solutions. As expected, these results show that the TVD scheme implemented in this work is more accurate than the upwind scheme, even for irregular grids.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length, width, thickness</td>
<td>170.69, 170.69, 3048 m</td>
</tr>
<tr>
<td>Porosity (fraction)</td>
<td>0.163</td>
</tr>
<tr>
<td>Initial water saturation</td>
<td>0.25</td>
</tr>
<tr>
<td>Initial pressure</td>
<td>19.65 MPa</td>
</tr>
<tr>
<td>Permeability in X-, Y-, Z-directions</td>
<td>$1.974 \times 10^{-13} \text{m}^2$, $1.974 \times 10^{-13} \text{m}^2$, $1.974 \times 10^{-14} \text{m}^2$</td>
</tr>
<tr>
<td>Formation temperature</td>
<td>400 K</td>
</tr>
<tr>
<td>Gas injection rate</td>
<td>$14.16 \times 10^3 \text{m}^3/\text{d}$</td>
</tr>
<tr>
<td>Producer’s bottom hole pressure</td>
<td>19.65 MPa</td>
</tr>
<tr>
<td>Residual saturation (water, oil–water, oil–gas)</td>
<td>0.25, 0.2, 0.2, 0.05</td>
</tr>
<tr>
<td>Relative permeability end points (water, oil, gas)</td>
<td>1.0, 0.7, 0.3</td>
</tr>
<tr>
<td>Relative permeability exponents (water, oil–water, oil–gas, gas)</td>
<td>1.5, 2.5, 2.5, 2.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Component</th>
<th>Initial reservoir composition</th>
<th>Injection fluid composition</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO₂</td>
<td>0.0077</td>
<td>0.96</td>
</tr>
<tr>
<td>C₁</td>
<td>0.2025</td>
<td>0.01</td>
</tr>
<tr>
<td>C₂₋₃</td>
<td>0.1180</td>
<td>0.01</td>
</tr>
<tr>
<td>C₄₋₆</td>
<td>0.1484</td>
<td>0.01</td>
</tr>
<tr>
<td>C₇₋₁₄</td>
<td>0.2863</td>
<td>0.01</td>
</tr>
<tr>
<td>C₁₅₋₂₄</td>
<td>0.1490</td>
<td>—</td>
</tr>
<tr>
<td>C₂₅⁺</td>
<td>0.0881</td>
<td>—</td>
</tr>
</tbody>
</table>

Oil and gas production rates at standard surface conditions are shown in Figure 9. From Figure 9a, it will be seen that the oil rate for the finer grid using upwind increases, as it does for the TVD functions investigated. Although this change in oil rate is not large, Figure 9b shows wider changes for gas rate. From Figure 9b, one can clearly see that the gas production rate for the finer grid using upwind approaches that of the TVD solutions. As expected, these results show that the TVD scheme implemented in this work is more accurate than the upwind scheme, even for irregular grids.
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**Figure 6.** Volumetric production rates at surface condition for Case 2. (a) Oil; and (b) gas.
Figure 7. Gas saturation field at 400 days for Case 2. (a) Upwind 1,764 vertices; (b) MINMOD 1,764 vertices; (c) Koren 1,764 vertices; and (d) Cartesian 60 × 60 × 6.

Figure 8. Grid configuration used for Case 3—hexahedron grid (13,858 vertices; 12,000 elements).
The gas saturation fields at 500 days of production are shown in Figure 10. From this figure, no major differences are noted in the gas front for all grids and interpolation functions investigated.

In order to better observe the effect of interpolation functions, we show the gas saturation field again at 500 days for a plane-cut that passes through two of the injection wells. One may observe that the TVD associated with the Koren flux limiter is the most compressible, followed by TVD with MINMOD (Figure 11).

Figure 9. Volumetric production rates at surface condition for Case 3. (a) Oil; and (b) gas.

Figure 10. Gas saturation field at 500 days for Case 3. (a) Upwind 13,858 vertices; (b) MINMOD 13,858 vertices; (c) Koren 13,858 vertices; and (d) upwind 23,868 vertices.
The final case study investigated consists of a gas flooding into an irregularly shaped reservoir which contains a section with negligible absolute permeability (considered as dead grid blocks). The reservoir fluid is characterized by six hydrocarbon

![Figure 11](image1.png)  
**Figure 11.** Gas saturation field at 500 days for Case 3. (a) Upwind 13,858 vertices; (b) MINMOD 13,858 vertices; (c) Koren 13,858 vertices; and (d) upwind 23,868 vertices.

![Figure 12](image2.png)  
**Figure 12.** Grid configurations used for Case 4. (a) Hexahedron grid (41,392 vertices; 36,975 elements); and (b) hybrid grid (42,232 vertices; 4,200 tetrahedrons; 35,715 hexahedrons; 4,200 pyramids).
components and the reservoir initially contains only oil. The reservoir shape and grids are shown in Figure 12.

The reservoir data are shown in Table 4 and the fluid composition in Table 5. The relative permeability parameters for Corey’s model [41] are also given in Table 4.

Figure 13 shows the oil and gas production rates at surface conditions for case 4. Although the differences in curves for oil rates are negligible, one may observe major differences in gas rates (Figure 13). From Figure 13, one can clearly see that the finer grid using upwind approaches the TVD solutions, suggesting that the TVD approaches yield more accurate results than upwind.

<table>
<thead>
<tr>
<th>Table 4. Reservoir data for Case 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Property</td>
</tr>
<tr>
<td>Porosity (fraction)</td>
</tr>
<tr>
<td>Initial water saturation</td>
</tr>
<tr>
<td>Initial pressure</td>
</tr>
<tr>
<td>Permeability in all directions</td>
</tr>
<tr>
<td>Formation temperature</td>
</tr>
<tr>
<td>Gas injection rate</td>
</tr>
<tr>
<td>Producer’s bottom hole pressure</td>
</tr>
<tr>
<td>Residual saturations (water, oil–water, oil–gas, gas)</td>
</tr>
<tr>
<td>Relative permeability end points (water, oil, gas)</td>
</tr>
<tr>
<td>Relative permeability exponents (water, oil–water, oil–gas, gas)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5. Fluid composition data for Case 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Component</td>
</tr>
<tr>
<td>C$_1$</td>
</tr>
<tr>
<td>C$_3$</td>
</tr>
<tr>
<td>C$_6$</td>
</tr>
<tr>
<td>C$_{10}$</td>
</tr>
<tr>
<td>C$_{15}$</td>
</tr>
<tr>
<td>C$_{20}$</td>
</tr>
</tbody>
</table>

Figure 13. Volumetric production rates at surface condition for Case 4. (a) Oil; and (b) gas.
5. CONCLUSIONS

In this work, a TVD scheme using two flux limiters and an upwind scheme were implemented in conjunction with a cell–vertex approach for compositional reservoir simulation. The schemes were tested for several case studies and were validated through the use of both analytical and available numerical solutions using Cartesian grids under the upwind scheme. The obtained results for the TVD scheme using both flux limiters demonstrated that the tested and implemented scheme can accurately overcome numerical dispersion, and that it is a good option for use in conjunction with irregular grids.
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