A dynamic linear model for the estimation of time-varying origin–destination matrices from link counts
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SUMMARY

We propose a dynamic linear model (DLM) for the estimation of day-to-day time-varying origin–destination (OD) matrices from link counts. Mean OD flows are assumed to vary over time as a locally constant model. We take into account variability in OD flows, route flows, and link volumes. Given a time series of observed link volumes, sequential Bayesian inference is applied in order to estimate mean OD flows. The conditions under which mean OD flows may be estimated are established, and computational studies on two benchmark transportation networks from the literature are carried out. In both cases, the DLM converged to the unobserved mean OD flows when given sufficient observations of traffic link volumes despite assuming uninformative prior OD matrices. We discuss limitations and extensions of the proposed DLM. Copyright © 2017 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The estimation of the origin–destination (OD) matrix is an important step in planning and operating transportation systems. It consists in estimating the mean traffic flows from origin zones to destination zones in a geographical region [1]. The traditional way of estimating mean flows is by surveying people on their daily travel choices. The main caveats in these direct surveys is that their costs are high, and they are commonly carried out every decade [2].

Over the last years, the deployment of traffic control systems in urban transportation networks enabled the acquisition of large amounts of data on traffic volumes at low cost and at a high sampling rate. This sparked an increasing interest in indirectly estimating the OD matrix through mathematical models by using these data. The estimation problem may be generally defined as given a set of mean traffic volumes observed on some links in a transportation network, to estimate corresponding mean OD flows between zones of the geographic region under study. Most models developed so far assume that mean OD flows and mean traffic volumes do not vary over time and are thus termed static models.

An important issue in static models is the unique determination of OD flows given observed link volumes. Let \( z \) be a vector of observed link volumes and \( x \) be the unknown vector of corresponding OD flows (the OD matrix stretched out as a vector). As traffic volumes are sums of OD flows from several OD pairs, we must have

\[
    z = Fx
\]

in which \( F \) is an assignment matrix, whose entries give fractions of OD flows, which traverse each link. In most practical cases, the number of links in a transportation network for which traffic data is
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available is smaller than the number of OD pairs, in order that the solution of the linear Equation (1) will not be unique. In other words, there may be many OD matrices consistent with observed traffic volumes.

This issue has been referred to in the literature as the underspecification of OD flows. It has been treated by some kind of regularization to the problem by using optimization models in order to uniquely determine an OD matrix. For example, Van Zuylen and Willumsen [3] and Willumsen [4] proposed non-linear programming models in which the constraints are the linear conservation flow equations given by Equation (1), and the objective function is the maximization of an entropy measure. The solution of their models provides a maximum entropy (maxent) OD matrix among those which satisfy the flow conservation equations. These maxent models are widely used in commercial packages.

Cascetta [5] proposed a generalized least squares model whose solution gives an OD matrix, which minimizes the Mahalanobis distance to a prior OD matrix known from previous studies. In order to cope with errors in observed traffic volumes, the model includes a second term in the objective function, which corresponds to the Mahalanobis distance between predicted volumes and observed volumes. Cascetta and Nguyen [6], Brenninger-Göthe and Jörnsten [7], Yang et al. [8], and Yang [9] proposed general frameworks, which include maxent and generalized least squares models as particular cases. Most optimization-related models are in some way based on these frameworks. For further developments, we refer to the papers from [10–13].

A common feature of the aforementioned models is that they do not take into account variability in OD flows. Pursuing this objective, Vardi [14] assumed OD flows are (static) random variables following independent Poisson probability distributions. He considered the fixed routing case, that is, when there is only one route for each OD pair. Given a sample of independent and identically distributed (i.i.d.) link count vectors observed in different time periods, he proposed maximum likelihood and moment-based estimators for the OD matrix. Tebaldi and West [15] proposed a Bayesian approach and used Markov chain Monte Carlo methods to estimate Poisson mean OD flows. Hazelton [16–18] extended Vardi’s work by allowing multiple routes and relaxed the Poisson assumption by proposing a multivariate normal approximation to the likelihood function with an overdispersion factor. Both Bayesian and frequentist estimators were considered in his work.

In this context, the underspecification of OD flows is related to parameter identifiability in statistical models. A parameter of a model is said to be identifiable if its value could be uniquely determined from an infinite sample of observations [19]. Vardi [14] established identifiability of mean OD flows under the assumptions of independent Poisson flows, fixed routing, and that the assignment matrix has distinct nonzero columns. Manski [20] generalized this result by relaxing the Poisson and fixed routing assumptions, only requiring that OD route flows are independent, non-negative, and integer.

More recently, there has been increasing interest in dynamic models. These models do not assume that mean OD flows are static. The first efforts in this direction were concerned with what can be called within-day dynamics, whose objective is the short-term estimation of OD matrices during the course of a day. Some works in this line includes the ones by [21–23] and [24]. In these papers, the authors assume mean OD flows are non-identifiable and try to estimate deviations from known historical mean flows. Assignment matrices for all time slices in which a day is subdivided must be known or estimated. Working on a similar problem in computer networks, Singhal and Michailidis [25] have established identifiability of second-order moments under the assumption that OD flows follow multivariate normal distributions. However, they state that mean OD flows are non-identifiable.

Another line of research considers time-varying OD matrices over a sequence of days, which is referred to as day-to-day dynamics. In contrast to the within-day estimation problem, in day-to-day estimation, we aim at estimating OD matrices for a reference time period of the day, for example, the morning peak, by using past observations over many days. We assume that this reference time period is long enough so that most trips in the study region start and finish within the observation period. Nowadays, many cities around the world have traffic control systems, which acquire huge amounts of data on traffic volumes on many links in a transportation network. This allows us to have a time series of observed traffic volumes for a reference period over many days.

Hazelton [26] developed models for the estimation of day-to-day OD matrices by assuming that mean OD flows are functions of parameters that do not change over time. Particular cases include
constant demand, linear trend, and weekday–weekend models. Parry and Hazelton [27] proposed a general Bayesian framework for the estimation of parameters of day-to-day dynamic traffic models. They assumed that OD flows vary according to a Markovian transition kernel and proposed a Markov chain Monte Carlo algorithm for parameter estimation.

In this paper, we take a different approach to the problem. We treat the sequence of observed traffic volumes over days as a time series. We model the stochastic day-to-day variation of OD flows as a dynamic linear model (DLM). This approach allows us to capture the time dependencies of OD flows. DLMs are Bayesian in nature and allow us to sequentially update the state of knowledge on OD flows every new observation on traffic volumes. In the formulation of the DLM, we model variability in traffic volumes originating from variability in OD flows, route flows, and volume measurement on links. We establish the conditions under which mean OD flows may be estimated. By means of computational experiments, we test whether the DLM is capable of estimating unobserved mean OD flows from a time series of observed link volumes given uninformative prior distributions on OD flows.

This paper is divided in the following sections: in Section 2, we describe the mathematical formulation of the DLM; in Section 3, some computational experiments are performed in order to illustrate the application of the DLM; finally, in Section 4, we discuss the results and propose further developments.

2. DESCRIPTION OF THE PROPOSED DYNAMIC LINEAR MODEL

In the following subsections, we describe the formulation of the DLM, model inference, and observability conditions.

2.1. Model formulation

Let \((\mathcal{N}, \mathcal{L})\) be a transportation network in which \(\mathcal{N}\) is a set of nodes, \(\mathcal{L}\) a set of directed links, and \(\mathcal{J} \subseteq \mathcal{N} \times \mathcal{N}\) a set of OD pairs. For a sequence of consecutive time periods \(t = 1, 2, \ldots, T\), we define \(\theta_t = (\theta_{t1}, \theta_{t2}, \ldots, \theta_{tn})^T\) as the mean OD flow vector, in which \(\theta_{jt}\) is the mean OD flow in OD pair \(j \in \mathcal{J}\) at time \(t\) and \(n = |\mathcal{J}|\). We define \(z_t = (z_{t1}, z_{t2}, \ldots, z_{tm})^T\) as the vector of observed traffic volumes in a subset of links in a network at time \(t\), in which \(z_{ti}\) is the observed volume on link \(i \in \mathcal{I} \subseteq \mathcal{L}\) and \(m = |\mathcal{I}|\).

Unlike most previous models in the literature, which assume independent Poisson (or overdispersed) OD flows, we model OD flows as random variables following multivariate normal distributions. Thereby, we can benefit from a more flexible covariance structure. Moreover, the multivariate normal distribution is analytically convenient for Bayesian inference, because it is amenable to conjugacy. DLMs are Markovian state space models. We consider the vector of mean OD flows \(\theta_t\) as the system state, which we indirectly observe through the vector of traffic counts \(z_t\). A simple dynamic model for the time variation of the mean OD flow vector is based on the assumption that, in the short term, mean OD flows are locally constant. In other words, at time \(t\) mean OD flows should be equal to the previous OD flows at time \(t-1\) shifted by some stochastic variation \(\omega_t\), because of the passing of time:

\[
\theta_t = \theta_{t-1} + \omega_t
\]  

We assume that \(\omega_t \sim N(0, W_t)\), where the letter “\(N\)” stands for the multivariate normal density with the appropriate dimension, and \(W_t\) is a covariance matrix also referred to as an evolution matrix. Notice that Equation (2) implies that mean OD flows \(\theta_t\) are random variables with probability density \(p(\theta_t|\theta_{t-1}) = N(\theta_{t-1}, W_t)\).

In order to relate \(\theta_t\) and \(z_t\), we must take into account the distribution of OD flows over routes in a transportation network. Let \(x_t = (x_{t1}, x_{t2}, \ldots, x_{tn})^T\) be the vector of realized OD flows at time \(t\). We assume \(x_t \sim N(\theta_t, \Sigma_t^x)\) where \(\Sigma_t^x\) is the covariance matrix of the realized OD flows, which can account for correlations among OD flows or simply be a diagonal matrix in case OD flows are independent. Given a realized vector \(x_t\) for each OD pair \(j\), there is a vector of route flows \(y_{jt} = (y_{j1}, y_{j2}, \ldots, y_{jnm})\), in which \(n(j) = |K_j|\) is the size of the route set \(K_j\) of OD pair \(j\). We assume that...
\( y_j | x_j, p_j \sim N(x_j p_j, \Sigma_j' \Sigma_j') \), in which \( p_j = (p_{j1}, p_{j2}, \ldots, p_{j(n(j)-1)})^T \) is the vector of route choice probabilities of OD pair \( j \), and the covariance matrix \( \Sigma_j' \) has a multinomial-like covariance structure given by

\[
\Sigma_j' = x_j \left( \text{diag} \left( p_j \right) - p_j p_j^T \right)
\]

Notice also that, as \( \sum_{k \in K_j} p_{jk} = 1 \), the covariance matrix \( \Sigma_j' \) will be singular, and the corresponding multivariate normal distribution will be degenerate. This in fact will pose no difficulty in our further development.

In order to fix the degeneracy, we can specify a non-degenerate multivariate normal distribution on \( \epsilon_j \) - 1 components of the \( y_j \) vector, for example, \( \left( y_{g1}, y_{g2}, \ldots, y_{g(n(j)-1)} \right) \), and retain only the corresponding columns and rows of the covariance matrix \( \Sigma_j' \), with the remaining component given by

\[
y_{gn(j)} = x_j - \sum_{k=1}^{n(j)-1} y_{gk}.
\]

In large transportation networks, it may be infeasible or unnecessary to enumerate all possible routes. In this case, the covariance matrix \( \Sigma_j' \) includes only the terms related to a partial route set \( K'_j < K_j \). We denote as \( \pi_{ij} \) the probability of a trip occurring in a route in \( K_j \backslash K'_j \), so that \( \sum_{k \in K'_j} p_{jk} + \pi_{ij} = 1 \).

Let \( y_j = (y_{j1}, y_{j2}, \ldots, y_{jn})^T \) be the joint vector of route flows across all OD pairs. We have that \( y_j | x_j \sim N(P x_j, \Sigma_j') \) because we defined multivariate normal distributions for all subvectors \( y_j \) and \( P_t = \text{blockdiag}_{i \in J} \left\{ p_{ij} \right\} \) is a block diagonal matrix composed of the corresponding route choice probability vectors for each OD pair \( j \). Because we also assume that route flow subvectors \( y_{ij} \) are conditionally independent given realized OD flow vector \( x_t = (x_{t1}, x_{t2}, \ldots, x_{tn})^T \) and route choice matrix \( P_t \), then \( \Sigma_j' = \text{blockdiag}_{i \in J} \left\{ \Sigma_j \right\} \). Now, we are able to obtain the conditional \( p(y_j | \theta_t) \) by marginalizing \( x_t \):

\[
p(y_j | \theta_t) = \int p(y_j | x_t) p(x_t | \theta_t) dx_t
\]

Because both \( p(x_t | \theta_t) \) and \( p(y_j | x_t) \) are multivariate normal, and ignoring the dependence of \( \Sigma_j' \) on \( x_t \) for now (we will take this dependence into account in the estimation equations presented in Section 2), from the properties of the multivariate normal, we have [28]:

\[
p(y_j | \theta_t) = N(P_t \theta_t, P_t \Sigma_j' P_t^T + \Sigma_j')
\]

In order to complete the formulation of our model, we must obtain the conditional distribution \( p(z_t | \theta_t) \) of observed link volumes given mean OD flows. First, we assume that \( z_t | y_t \sim N(\Lambda y_t, \Sigma_t') \), where \( \Sigma_t' \) is the covariance matrix of the errors originated when observing volumes on links. \( \Lambda \) is the link-path incidence matrix for observed links, whose element \( \delta_{tk} = 1 \) if route \( k \) includes link \( t \) and \( \delta_{tk} = 0 \) otherwise. By marginalizing \( y_t \), we have

\[
p(z_t | \theta_t) = \int p(z_t | y_t) p(y_t | \theta_t) dy_t
\]

Because both \( p(z_t | y_t) \) and \( p(y_t | \theta_t) \) are multivariate normal, we have

\[
p(z_t | \theta_t) = N(\Lambda P_t \theta_t, \Lambda (P_t \Sigma_j' P_t^T + \Sigma_t') \Lambda^T + \Sigma_t')
\]

Finally, calling \( F_t = \Lambda P_t \) as an assignment matrix, we can relate the mean OD flow vector \( \theta_t \) to the observed link volume vector \( z_t \) as
\[ z_t = F_t \theta_t + v_t \]  

(4)

where \( v_t \sim N(0, V_v) \) is a zero-mean error term, which corresponds to the deviation of the observed volumes relative to the expected value \( E[z_t|\theta_t] = F_t \theta_t \), with covariance matrix given by

\[ V_t = F_t \Sigma_t^F F_t^T + \Delta \Sigma_t^A + \Sigma_t^v \]  

(5)

We draw attention to the fact that, although \( \Sigma_t^v \) may be singular, \( V_t \) will not be in most cases. Then the density \( p(z_t|\theta_t) = N(F_t \theta_t, V_t) \) will be non-degenerate. It is also noteworthy in Equation (5) that variability in OD flows, in route flows, and in volume measurement is represented in the covariance matrix. Together, Equations (2), (4), and (5) specify the proposed DLM. In next subsection, we develop the inference equations for mean OD flows.

2.2. Bayesian inference on mean OD flows

At a time \( t \), we denote by \( z_{0:t-1} = \{ z_0, z_1, \ldots, z_{t-1} \} \) the set of observed volume vectors in past time periods and \( z_{0:t} = z_{0:t-1} \cap \{ z_t \} \) as the set of observed volume vectors including the current observed \( z_t \). We assume that covariance matrices \( \Sigma_t^F, \Sigma_t^A \) and \( W_t \), the link-path incidence matrix \( A_t \), and the route choice matrices \( P_t \) are known parameters. (In Section 4, we discuss some ways to estimate these parameters.) We do inference on mean OD flows \( \theta_t \).

At time \( t-1 \), we have a posterior distribution \( p(\theta_{t-1}|z_{0:t-1}) = N(\hat{m}_{t-1}, C_{t-1}) \), which synthesizes an analyst’s knowledge on mean OD flows after observation of \( z_{0:t-1} \). Then, at time \( t \) we have a prior distribution \( p(\theta_t|z_{0:t-1}) = N(\hat{m}_t, C_t) \), which synthesizes knowledge before observation of \( z_t \), where \( \hat{m}_t = m_{t-1} \) and \( C_t = C_{t-1} + W_t \). Notice that uncertainty increases by the passing of time by the addition of the evolution matrix \( W_t \) to the prior covariance matrix \( C_{t-1} \).

We define the one-step forecast distribution of the vector of observed link volumes \( z_t \) to be

\[ p(z_t|z_{0:t-1}) = N(f_t, Q_t) \]

where \( f_t = F_t \hat{m}_t \) and \( Q_t = F_t C_t F_t^T + V_t \). It is worth noting that in computing \( V_t \) by Equation (5), we need to compute covariance matrices \( \Sigma_t^v \) of route flows by Equation (3). Because we do not directly observe realized OD flows \( x_t = (x_{11}, x_{12}, \ldots, x_{18})^T \), we substitute them for the estimate \( \hat{m}_t \). Then we have

\[ \Sigma_t^v = \text{diag}(p_{v_0}) - p_{v_0}^T \]

for all OD pairs \( j \) and \( \Sigma_t^v = \text{blockdiag}_{j \notin J} \{ \Sigma_t^v \} \). Finally, the parameters of the posterior distribution \( p(\theta_t|z_{0:t}) = N(m_t, C_t) \) are given by

\[ m_t = m_t + A_t (z_t - f_t) \]  

(6)

\[ C_t = C_t - A_t Q_t A_t^T \]  

(7)

where \( A_t = C_t F_t^T Q_t^{-1} \) is an adjustment matrix, which controls how the parameters from the posterior distribution are modified according to the new observation \( z_t \). In particular, the adjustment matrix is a function of the prior covariance matrix \( C_t \), and of the inverse \( Q_t^{-1} \) of the covariance matrix of the one-step forecast distribution of the link volumes, so that the adjustment matrix gives more or less weight to the observed link volumes according to their uncertainty relative to the uncertainty in OD flows.

The inference procedure starts at time \( t=0 \) from a distribution \( p(\theta_0|z_0) = N(m_0, C_0) \) where \( z_0 \) are not actually observed link volumes, but symbolically represents the modeller’s prior knowledge on OD flows. \( m_0 \) is a prior OD matrix (or our best guess for it), before any observation of link volumes, and \( C_0 \) is a covariance matrix, which synthesizes our uncertainty on the prior OD matrix \( m_0 \). Then, for each time \( t \geq 1 \), we compute the parameters \( m_t \) and \( C_t \) of the posterior distribution according to Equations (6) and (7), where \( \theta_t = m_t \) is an estimator of the mean OD flows at time \( t \). It is worth noting that this procedure is applied sequentially one vector of observed volumes at a time, without the need to gather a large sample of observed vectors before applying it.
2.3. Identifiability of mean OD flows

Parameter identifiability is concerned with the question whether model parameters can eventually be inferred from data. As in our model mean OD flows $\theta_t$ are varying in time, we cannot exactly know their values from a single observation $z_t$. On the other hand both $z_t$ and the assignment matrix $F_t$ give information on $\theta_t$, so that we expect the posterior distribution $p(\theta_t|z_t)$ to be more informative than the prior $p(\theta_t|z_0:t-1)$.

We do not investigate directly the increase in information from the Bayesian updating of prior to posterior. Instead, we investigate if it would be possible to know exactly the value of mean OD flows $\theta_t$ as we gather more observations over time given that they are constant, that is, $\theta_1 = \theta_2 = \ldots = \theta_T$, which implies that $\omega_t = 0$ in our local constant model given by Equation (2) for $t = 1, 2, \ldots$. In addition, we assume that there are no observation errors, that is, $\nu_t = 0$ in Equation (4) for $t = 1, 2, \ldots$, in order that $z_t = E[z_t|\theta] = F_t \theta$. This greatly simplifies our analysis.

We notice that for a finite time horizon $t = 1, 2, \ldots, T$ we have

$$z_T = \bar{F}_T \theta$$

where $z_T = (z_1, z_2, \ldots, z_T)^T$ and $\bar{F}_T = (F_1, F_2, \ldots, F_T)^T$. If rank $\left(\bar{F}_T\right) = n$, in which $n$ is the number of OD pairs, we may uniquely determine the mean OD flows by the least squares solution:

$$\theta = \left(\bar{F}_T^T \bar{F}_T\right)^{-1} \bar{F}_T^T z_T$$

provided that $T \geq \lceil n/m \rceil$, since $\bar{F}_T$ is a $(Tm) \times n$ matrix and rank $\left(\bar{F}_T\right) \leq \min(Tm, n)$. A sufficient condition for rank $\left(\bar{F}_T\right) = n$ is that $F_1, F_2, \ldots, F_T$ be all different, which is very likely in practice since transportation systems are dynamic.

With mean OD flows varying over time according to the local constant model from Equation (2), this result indicates that at time $t \geq t + \lceil n/m \rceil$ we can reasonably approximate mean OD flows $\theta_t$ from Equation (8) provided they have not changed considerably over time, and this approximation is better the lower the drift in mean levels caused by $\omega_t$.

In next section, we illustrate by computational experiments our proposed DLM.

3. COMPUTATIONAL EXPERIMENTS

In the following subsections, we test the formulated DLM in two computational experiments: the first on a small network in order to illustrate some concepts; and the second on the larger network Sioux Falls, often used as benchmark in the literature. The purpose of this second experiment is to evaluate if the DLM converges to the unobserved simulated OD flows in a larger network if started from an un-informative prior OD matrix.

3.1. A small network

In order to illustrate the application of our proposed DLM to the estimation of day-to-day OD flows, we simulate dynamic OD flows in a small network from the paper of Hazelton [16], which is shown in Figure 1:

![Figure 1. Network used in computational experiment 1.](image-url)
There are three OD pairs: (1,2), (1,3), and (2,3). OD pairs (1,2) and (2,3) have only one route each, and OD pair (1,3) has two available routes: route 1 runs through links 1 and 2, and route 2 directly through link 3. All links have the same length of one unit. In our experiment, we assume a local constant model as given by Equation (2) and that only volumes on link 2 are observed. The assignment matrix (a row vector in this case) is given by \( F_t = \left[ f_{t}^{(1, 3)}, f_{t}^{(2, 3)} \right] \), where \( f_{t}^{(1, 3)} \) and \( f_{t}^{(2, 3)} \) are respectively the mean fractions of OD flows from OD pairs (1, 3) and (2, 3) that pass through link 2. We draw attention to the fact that mean OD flows for OD pair (1,2) cannot be estimated from observing only volumes on link 2 because there is no route for (1,2), which includes link 2. Then mean OD flows \( \theta_t = \left[ \theta_t^{(1, 3)}, \theta_t^{(2, 3)} \right]^T \) and observed volumes \( z_t^{(2)} \) on link 2 are given by the following DLM:

\[
\theta_t^{(1, 3)} = \theta_{t-1}^{(3)} + \omega_t^{(1, 3)}
\]

\[
\theta_t^{(2, 3)} = \theta_{t-1}^{(3)} + \omega_t^{(2, 3)}
\]

\[
z_t^{(2)} = f_{t}^{(1, 3)} \theta_t^{(1, 3)} + f_{t}^{(2, 3)} \theta_t^{(2, 3)} + \nu_t^{(2)}
\]

where \( \omega_t = \left[ \omega_t^{(1, 3)}, \omega_t^{(2, 3)} \right]^T \sim \text{N}(0, \Sigma_t) \), \( \nu_t^{(2)} \sim \text{N}(0, V_t) \), and the variance \( V_t \) is given by Equation (5). Notice that \( \text{E} \left[ z_t^{(2)} \mid \theta_t^{(1, 3)}, \theta_t^{(2, 3)} \right] = \mu_t^{(2)} = f_{t}^{(1, 3)} \theta_t^{(1, 3)} + f_{t}^{(2, 3)} \theta_t^{(2, 3)} \) is the expected volume on link 2 and \( \nu_t^{(2)} \) is the observation error because of variability in OD flow generation, in route choices and in traffic measurement. Notice also that for this network \( f_{t}^{(1, 3)} = \bar{p}_{t_1}^{(1, 3)} \) and \( f_{t}^{(2, 3)} = \bar{p}_{t_1}^{(2, 3)} \), where \( \bar{p}_{t_1}^{(1, 3)} \) and \( \bar{p}_{t_1}^{(2, 3)} \) correspond to the probability of choosing route 1 of OD pair (1,3) and route 1 of OD pair (2,3) at time \( t \), respectively.

In the simulation of OD flows and traffic volumes, we assume a very small drift in mean OD flows with \( W_t = I \) (the identity matrix). We also assume the variances \( \Sigma_t = \Sigma_0 = I \), so that the variability of actual OD flows around expected flows and variability stemming from errors in link counts are small. Most variability in actual traffic volumes on links will be due the variability in route choice through the covariance matrix \( \Sigma_0 \). Route choice probabilities are sampled through Dirichlet distribution. We define by \( \pi_t^{(1, 3)} \) and \( \pi_t^{(2, 3)} \) mean probabilities of choosing routes 1 and 2 of OD pair (1,3), respectively, which are set from a multinomial logit model where the expected utility of each route is the negative of the length of the route and scale parameter \( \xi = 1.0 \), that is, \( \pi_t^{(1, 3)} = e^{-2}/(e^{-2} + e^{-1}) = 0.2689 \) and \( \pi_t^{(2, 3)} = 1 - \pi_t^{(1, 3)} = 0.7311 \). We then have \( \bar{p}_{t}^{(1, 3)} \sim \text{Dir} \left( \alpha_t^{(1, 3)}, \alpha_t^{(2, 3)} \right) \) for \( t = 1, \ldots, T \), with \( \alpha_t^{(1, 3)} = 26.89 \) and \( \alpha_t^{(2, 3)} = 73.11 \). The simulation starts at \( \theta_0 = \left( 70, 100, 80 \right)^T \), and we sequentially simulate \( \theta_t \) and \( z_t \) according to Equations (9), (10), and (11).

In order to estimate mean OD flows \( \theta_t = \left[ \theta_t^{(1, 3)}, \theta_t^{(2, 3)} \right]^T \) and mean volumes \( \mu_t^{(2)} \) on link 2, we apply Equations (6) and (7) sequentially for \( t = 1 \ldots T \) to determine posterior means \( m_t = \left[ m_t^{(1, 3)}, m_t^{(2, 3)} \right]^T \), which we take as estimators of mean OD flows, and posterior covariance matrices \( C_t \), which are useful to calculate credible intervals. We assume that the covariance matrices \( \Sigma_t \) and \( \Sigma_0 \) and the assignment matrix \( F_t \) are known for all \( t \). We use an evolution matrix \( W_t = 10I \), which is 10 times the one used in the simulation, because in a few cases we observed non-convergence of the estimators when using \( W_t = I \). The effect of using a greater evolution covariance is that the convergence process is slower. The estimator of the volumes is given by \( \hat{\mu}_t^{(2)} = f_{t}^{(1, 3)} m_t^{(1, 3)} + f_{t}^{(2, 3)} m_t^{(2, 3)} \). Notice that the number of OD pairs for which we try to estimate mean flows is greater than the number of links we observe, a situation which is typical in practice. We start at \( m_0 = \left( 10, 10, 10 \right) \) (we retain the value for OD pair (1,2) only for completion), which is far from the simulated initial
mean values, and a diffuse covariance matrix $C_0 = 10^4 I$. This means that we are quite uncertain on the actual mean OD flows.

Figure 2 shows simulated observed volumes $z^{(2)}_t$, simulated mean volumes $\mu^{(2)}_t$, and estimated mean volumes $\hat{\mu}^{(2)}_t$ for one simulated sample path with $T=100$. It can be seen that over the initial time steps, the estimate of link volumes given by $\hat{\mu}^{(2)}_t$ is far from the simulated mean volumes, because of the influence of the diffuse prior distribution on the mean OD flows. As more observations of traffic volumes $z^{(2)}_t$ are gathered, the estimates get closer to the simulated ones. Approximately, from $t=20$ on, the estimates are reasonably close to the simulated mean volumes.

Figures 3 and 4 show the results for OD pairs (1,3) and (2,3), respectively. It can be seen that the posterior means $m^{(1,3)}_t$ and $m^{(2,3)}_t$ reasonably converged to the simulated mean OD flows after some time steps. Figures 3 and 4 also show the 95% credible intervals for the OD flows, which become tighter with the time steps as the posterior variances decrease over the time.

In order to evaluate the convergence across many replications, we replicated the simulation $R=100$ times for $T=10, 30, 100, \text{ and } 300$. We took as estimation error measure the relative absolute error at...
for each simulation and calculated its mean across replications, which we call the mean relative absolute error at time $T$ for OD pair $j$ \( MRAE_j(T) \):

\[
MRAE_j(T) = \frac{1}{R} \sum_{r=1}^{R} \frac{|m_j^{(r)}(T) - \theta_j^{(r)}(T)|}{|\theta_j^{(r)}(T)|}
\]

We can see from Table I that the $MRAE_T$ becomes smaller as the simulation length $T$ increases. At $T=0$, we have the relative absolute error for the initial guess $m_0 = (10, 10, 10)^T$ in relation to the starting $\theta_0 = (70, 100, 80)^T$. With only one observation ($T=1$), the $MRAE_T$ shows a decrease to 0.6688 and 0.22909 for OD pairs (1,3) and (2,3), respectively, and after 100 observations, it has converged around 0.1047 and 0.0394. These results indicate that the DLM was able to progressively converge to the unobserved mean OD flows as more traffic volumes were observed. It is interesting that the estimation error is greater for OD pair (1,3), which may be due to the existence of two routes, while (2,3) has only one route.

In next section, we explore the application of our DLM in the larger Sioux Falls network.

### 3.2. Sioux Falls network

In order to evaluate the performance of the DLM in a network of non-trivial size, we test its application in the well-known Sioux Falls network. Figure 5 shows a schematic representation, while Table II shows its main features.

As there are many available routes for each OD pair, we used a restricted route choice set $\mathcal{K}_j$, including only the five shortest routes for all OD pairs $j$. We define by $\pi_{kj}$ with $k=1,2,…,5$ the mean probability

<table>
<thead>
<tr>
<th>T</th>
<th>Origin–destination pair</th>
<th>(1,3)</th>
<th>(2,3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td>0.9000 (0.0000)</td>
<td>0.8750 (0.0000)</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>0.6688 (0.0404)</td>
<td>0.2209 (0.0544)</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>0.2703 (0.2236)</td>
<td>0.0932 (0.0749)</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>0.1611 (0.1145)</td>
<td>0.0568 (0.0453)</td>
</tr>
<tr>
<td>100</td>
<td></td>
<td>0.1047 (0.0816)</td>
<td>0.0394 (0.0314)</td>
</tr>
<tr>
<td>300</td>
<td></td>
<td>0.1086 (0.0806)</td>
<td>0.0393 (0.0350)</td>
</tr>
</tbody>
</table>

Figure 4. Simulated sample path for origin–destination (OD) pair (2,3).
of a route $k \in \mathcal{K}_j^*$ being chosen. We also assume a positive probability $\pi_{0j} = 0.01$ for all $j$ of a route in $\mathcal{K}_j^*$ being selected. The mean probabilities $\pi_{kj}$ are set through a multinomial logit model where the expected utility is the negative of the length $l_{kj}$ of each route in the restricted route choice set and scale parameter $\xi = 10.0$, that is, $\pi_{kj} = \frac{1}{\sum_{k=0}^{5} e^{-l_{kj}/\xi}}$. The multiplication by $(1 - \pi_{0j})$ is required in order to satisfy $\sum_{k=0}^{5} \pi_{kj} = 1$. At each time $t$, for each OD pair $j$, we simulate the route choice probability vector according to a Dirichlet distribution, that is, $p_j \sim \text{Dir}(\alpha_j)$ and $\alpha_j$ is a vector with components $\alpha_{kj} = \pi_{kj}/\pi_{0j}$. The assignment matrices are set as $F_t = \Delta P_t$ and $P_t = \text{blockdiag}_{j \in J} \left\{ p_j \right\}$. We assume an evolution matrix $W_t = I$ so as to have a very small variation in mean OD flows over time. We also adopted $\Sigma_t = \Sigma_j^* = I$. Starting from $\theta_0$ equals to the OD matrix available in the literature as the “real” OD matrix, for each time $t = 1, 2, \ldots, T$, we sample $\theta_t \sim N(\theta_{t-1}, W)$ and $z_t \sim N(F_t \theta_t, V_t)$ with $V_t$ given by Equation (5).

Table II. Main characteristics of Sioux Falls network.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes</td>
<td>24</td>
</tr>
<tr>
<td>Links</td>
<td>76</td>
</tr>
<tr>
<td>Origin–destination pairs</td>
<td>552</td>
</tr>
<tr>
<td>Type of link</td>
<td>All bidirectional</td>
</tr>
<tr>
<td>Total number of routes</td>
<td>1.8 x 10^6</td>
</tr>
</tbody>
</table>

Figure 5. Schematic representation of Sioux Falls network.
In the estimation phase, we assume all links are observed. Although this may not be realistic, the number of OD flows to be estimated is still greater than the number of observed links, which is the typical situation in practice. We also assume that the assignment matrices $F_t$ and covariance matrices $\Sigma_x^t$ and $\Sigma_z^t$ are known. We set the evolution matrix $W = 10.0$ (10 times greater than the one used to simulate the data), because we experienced some cases in which the estimator did not converge when we used a very small value. We start from an uninformative prior OD matrix $m_0 = 10 \mathbf{1}$ (where $\mathbf{1}$ denotes a vector whose all components are equal to 1) and covariance matrix $10^4 \mathbf{I}$, which represents the lack of knowledge of an analyst with respect to the magnitude of the OD flows. We then sequentially applied the Equations (6) and (7) after each observed vector $z_t$. Figures 6 and 7 show OD flows on two sample OD pairs for $T = 300$.

We repeated the simulation $R = 30$ times with varying length $T$ and evaluated the mean relative absolute error at time $T$ over the replications. As we have 552 OD pairs, we considered the L1 norm of the OD flow vector, so that the $MRAE_T$ is defined as

$$MRAE_T = \frac{1}{R} \sum_{r=1}^{R} \frac{\|m_T^{(r)} - \theta_T^{(r)}\|_1}{\|\theta_T^{(r)}\|_1}$$

![Figure 6. Origin–destination (OD) flows on OD pair 1 $\rightarrow$ 10.](image)

![Figure 7. Origin–destination (OD) flows on OD pair 2 $\rightarrow$ 13.](image)
The results are given in Table III, in which $MRAE_T$ at time $T=0$ is calculated for the initial estimate $m_0$. With only one vector of observed link volumes, $MRAE_T$ decreases from the initial 0.9860 to 0.5898. This result would approximately correspond to the application of a static model for which the prior OD matrix is far from the true one. As we gather more data, $MRAE_T$ is monotonically decreasing until it reaches 0.1018 for $T=300$. This indicates that the DLM is converging to the unobserved mean OD flows.

4. DISCUSSION

In this paper, we formulated a DLM for the estimation of time-varying day-to-day OD matrices. We have taken into consideration variability in OD flows, route flows, and link volumes. We applied Bayesian inference on mean OD flows given observed link volumes. We have also established the conditions upon which the mean OD flows may be estimated and tested the ideas in two networks from the literature. Our main hypothesis was that the DLM would converge to unobserved mean OD flows as more traffic volumes were observed over time, despite assuming uninformative prior distributions on mean OD flows. The proposed DLM converged to unobserved mean OD flows in both experiments carried out.

Some discussion is necessary on assumptions and limitations of our proposed model. We assumed that assignment matrices are known a priori. In practice, they have to be estimated in some way. Static models estimate assignment matrices by assuming that the transportation network is in equilibrium, and then resort to traffic assignment algorithms in order to obtain OD matrices, which are consistent with an equilibrium state. In this case, OD flows and assignment matrices are assumed constant over time. However, when we model OD flows as a dynamic system, the equilibrium assumption has been questioned [30]. When we model OD flows as a dynamic system, it is reasonable to assume that assignment matrices are also varying in time. There may be many sources of variability in assignment matrices, such as changes in congestion level due to varying OD flows as well as other factors, such as shifts in personal preferences, entrance of new users, and transitory changes in the transportation system. Then, assignment matrices should be estimated for each time period.

We envisage two alternatives to estimate assignment matrices: by direct sampling or by modeling. By direct sampling, we mean, for example, the use of plate scanning technology, which is becoming ubiquitous in large cities. Thereby, we can gather data on user’s routes, enabling the estimation of route choice probabilities and then assignment matrices. In the second alternative, by modeling, we could embed route choice models in a DLM so as to jointly estimate mean OD flows and assignment matrices. These models could take into account the dynamic evolution of factors influencing route choices, such as the learning process of users and changes in infrastructure. Watling and Cantarella [31] have studied some learning models, which could be integrated in a DLM, and Hazelton and Parry [32] have recently explored by computational experiments the estimation of parameters of dynamic models of traveler behavior. We see the integration of such models as a promising research avenue, and we are already working on new models in which we jointly estimate mean OD flows and parameters of a route choice model.

Regarding covariance matrices, we are working on parsimonious specification of them. This is we do not have to estimate all elements of the covariance matrices. As an example of this approach, if we assume OD flows are independent and variances are proportional to mean OD flows in covariance matrix $\Sigma_x$, we have to estimate only a proportionality constant, as shown by Hazelton [17]. A further
possibility for the estimation of the covariance of OD flows is to use geographical data. Because of the spatial nature of OD flows, we may expect that OD flows, which share the same origins or destinations, are correlated.

The evolution covariance matrix \( \mathbf{W}_t \) could be specified through a scalar discount factor \( \varphi \), which represents the increase in uncertainty from time \( t-1 \) to \( t \). Because the prior covariance matrix of OD flows at time \( t \) is given by \( \mathbf{C}_t = \mathbf{C}_{t-1} + \mathbf{W}_t \), then we can write it as \( \mathbf{C}_t = (1/\varphi) \mathbf{C}_{t-1} \), where \( 0 < \varphi \leq 1 \), which implies that \( \mathbf{W}_t = ((1 - \varphi)/\varphi) \mathbf{C}_{t-1} \). Thus, we need to specify only the discount factor \( \varphi \) and the starting covariance matrix \( \mathbf{C}_0 \), which synthesizes uncertainty on the prior OD matrix \( m_0 \).

When \( \varphi = 1.0 \), we have \( \mathbf{W}_t = 0 \) and then mean OD flows are constant over time. As \( \varphi \) approaches zero, \( \mathbf{W}_t \) increases, and variability in OD flows from time \( t-1 \) to \( t \) is greater.

With respect to the covariance matrix \( \mathbf{\Sigma}_t \) of observed volumes due to the errors in measurement, these may be estimated from the precision of the equipment used. If it is very precise, \( \mathbf{\Sigma}_t \) could be set to very small values or even 0.

Finally, our proposed DLM assumed a locally constant model for the dynamic evolution of mean OD flows. It could be extended to include trends and seasonal factors, which would also enable its application to forecasting link volumes.
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