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RESUMO

Este trabalho propde uma estratégia de controle preditivo MPC aplicado a um conversor boost
com célula de comutacdo em 3 estados (CCTE) que confere mais simplicidade e sistematiza¢ao
nas fases de projeto e andlise do controlador. O ganho integral do controlador pode ser ajustavel,
dispensando o reprojeto nas matrizes de ponderacdo. Para simplificar a andlise de estabilidade
do controlador, utiliza-se o conceito de elips6ides de estabilidade. O controle MPC proposto
parte da modelagem da planta no espago de estados médio linear e variante no tempo (LTV).
As variagOes paramétricas, no contexto deste trabalho, sdo tratadas como incertezas politopicas
expressas por meio de desigualdades matriciais lineares (LMIs) com relaxacdes. Aspectos
tedrico-experimentais sao aplicados e analisados em um conversor boost CCTE de 1kW com
incertezas na tensdo de entrada e na carga. Para os ensaios, sdo considerados os testes de degrau
de tensdo e de carga para o projeto em SO0W e para o degrau de carga com operacao em 1000W.
Além disso, para estabelecer uma base de desempenho, o MPC proposto € comparado com o
controlador LQI cldssico conhecido na literatura. A estratégia de controle proposta apresenta
vantagens considerando as varia¢cdes do modelo decorrente dos testes de cargas em aplicacdes
boost CC-CC do tipo CCTE, sendo uma proposta vidvel na solu¢@o de problemas em conversores

de alto rendimento.

Palavras-chave: Conversor boost. Controle Robusto. Modelo boost via LTV. MPC-LMI

Relaxado offline.



ABSTRACT

This work proposes a MPC predictive control strategy applied to a three-state switching cell
boost (3SSC) converter that gives more simplicity and systematization to the control design steps
and analysis. The integral gain controller can adjusted, eliminating the re-design the weighting
matrices. Besides, the stability elipsoid theory are used to simplify the stability analysis of
converter. The proposed MPC begins using the linear time varying (LTV) model plant. The
parameters variations are considered polytopic uncertainties using linear matrix inequalities
approach (LMIs) with relaxations. Theoretical and experimental aspects are applied and analyzed
to a 1kW 3SSC boost converter with voltage input and load uncertainties. To 500W experimental
test, it 1s considered load and voltage input steps variations. To 1000W experimental test, it 1s
only considered load steps variation. Also, the proposed MPC-LMI is compared with a classical
LQI known in the literature. Theoretical-experimental aspects are applied and analyzed in a 1kW
converter with uncertainties in the input voltage and load. For the experiments, the voltage and
load step tests for the SOOW project and a load step test for the 1000W one were considered. In
addition, to establish a performance reference, the proposed MPC is compared with the classic
LQR controller known in the literature. The proposed control strategy presents advantages
considering the variations of the model due to load tests in DC-DC 3SSC boost applications,

being a feasible proposal in solving problems for high-performance converters.

Keywords: Boost Converter. Robust Control. LTV Boost Model. Offline Relaxed MPC-LMI
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1 INTRODUCAO
1.1 Consideracoes Iniciais

Com o avanco das tecnologias de geracio de energia renovaveis, o uso de drives de
poténcia tem ganhado mais relevancia no mercado e na pesquisa académica. A eletronica de
poténcia tem desempenhado um papel importante nas pesquisas, pois com o surgimento de novas
topologias de chaveamento colaborou com a produgdo de dispositivos mais modernos, seguros e
acessiveis tanto ao pequeno como ao grande consumidor e produtor de energia, sob o contexto da
cogeracdo, geracao distribuida e o smart grids. Dentre as areas de geracdo de energia renovaveis,
a geracdo fotovoltaica se destaca como sendo uma opg¢do vidvel tanto para o pequeno como para
o grande consumidor de energia. Contudo, a geracdo fotovoltaica possui a desvantagem do baixo
rendimento de geracdo de energia. Esse problema proporcionou incentivos em pesquisas na area
de topologia de conversores visando uma entrega mais eficiente de energia ao consumidor ou
produtor, seja ele de pequeno ou de grande porte como podem ser vistos nos trabalhos de Araujo
et al. (2010), Aquino et al. (2015)

Acrescenta-se ainda um numero crescente de aplicagdes de controle digital em
estruturas de eletronica de poténcia. Este sucesso deve-se, principalmente, ao aprimoramento
nas estruturas da eletronica de poténcia e microprocessadores assim como aos avangos da teoria
do controle utilizando técnicas de controle robusto (OLALLA et al., 2012; LINARES-FLORES
etal.,2014).

O avanco das proposi¢des e novas formulacdes de estratégias de controle digital em
topologias cldssicas, como os conversores CC-CC, podem ser vistos nos trabalhos de Linares-
Flores et al. (2014), Chan (2014), Garcia et al. (2015), Zeng et al. (2014) e Bastos et al.
(2014), com destaque ao conversor boost. Este conversor de estrutura simples apresenta algumas
dificuldades referentes a sua modelagem como o efeito da fase ndo minima e variacdes de
parametros, tais como a resisténcia de carga e a tensdo de entrada (LINARES-FLORES et al.,
2014; ORTEGA, 1998; REZ, 2006). Tradicionalmente, sdo utilizadas técnicas indiretas para
o controle do conversor, tais como o controle de tensdo e o controle de corrente empregados
em cascata (ERICKSON, 2001). Estas técnicas desacoplam o efeito da fase ndo minima
por meio das funcdes de transferéncia de corrente e de impedancia. Outras técnicas menos
convencionais sao também aplicadas como: controle algébrico ndo linear (LINARES-FLORES

et al., 2014), controle fuzzy (BASTOS et al., 2014; BEID; DOUBABI, 2014), controlador
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por modos deslizantes (GARCIA et al., 2015) e o controlador preditivo (TONG et al., 2014;
KENNEL; LINDER, 2001; WANG et al., 2014).

Na édrea de controle aplicado a eletronica de poténcia, os controladores preditivos
tém se mostrado promissores em aplicacdes com conversores estiticos € em dispositivos de
acionamentos elétricos. Introduzido inicialmente por (KENNEL; LINDER, 2001), atualmente,
este conceito de aplicacdo do controle preditivo se expandiu para conversores AC-AC e AC-DC
como visto em Zhang et al. (2016), Yaramasu et al. (2015), Vazquez et al. (2014), Cortes et al.
(2008). O controle preditivo caracteriza-se na minimizacao sistemdtica do indice de desempenho
utilizando de predicdo com base em um determinado modelo (CAMACHO, 2007). Existem dois
tipos de controle preditivo baseado em modelo (MPC-Model Predictive Control): o modelo com
horizonte finito (RH - Recending Horizon), cuja formulagdo do controle decorre do nimero de
passos a frente e 0 modelo com horizonte infinito (/H - Infinite Horizon), cuja estabilidade é
considerada garantida independente do horizonte de predi¢cado. O RH-MPC possui a vantagem
de estabelecer um niimero definido de passos a frente, isto implica na antecipagdo do sinal de
controle dentro das condi¢des de predi¢do definida, contudo a estabilidade nao é garantida para
grandes horizontes de predi¢do, por conta do problema da esparsidade matricial do modelo
(CAMACHO, 2007). Ja o IH-MPC resolve o problema da estabilidade garantida para horizonte
infito, mas nao se pode controlar a quantidade de passos a frente, pois o horizonte de predi¢cdao
torna-se intrinseco a modelagem do MPC.

Além disso, o MPC permite a inclusdo de restricdes nas varidveis de entrada e
saida na sua estrutura, permitindo que o controlador seja mais robusto diante das limita¢des de
operacdo (OLALLA et al., 2009; OLALLA et al., 2011; OLALLA et al., 2012; JR et al., 2016).
Cada extremo destas variacdes podem ser politopicamente modeladas usando LMIs(Linear
Matrix Inequalities) (BOYD et al., 1994; GAHINET et al., 1995), cuja aplicacdo enfatiza o
modelo preditivo de horizonte infinito (KOTHARE et al., 1996; CUZZOLA et al., 2002).

Entretanto, ainda € incipiente o uso da aplicacdo de controles MPC robustos em
topologias mais complexas de conversores CC-CC. O uso de técnicas de MPC robustos por LMIs
(MPC-LMI) em conversores mais complexos visam dar maior capacidade do conversor rejeitar
distdrbios e garantir a estabilidade com condig¢des fora dos seus limites nominais de operacao
e também proporcionar maior simplicidade na sua implementagao digital. Portanto, existe um
potencial a ser explorado na pesquisa de controladores MPC-LMI em conversores CC-CC de

topologia de chaveamento mais complexo. O conversor boost com Célula de Comutacao de
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Trés Estados (CCTE) de Bascopé e Barbi (2000) é uma topologia a ser explorada no campo do
MPC, cujo potencial engloba além da complexidade da caracteristica boost do modelo, existe a
presenca da célula de comutag@o de duplo chaveamento que possui caracteristicas ndo analisadas
do ponto de vista critico de operacdo via um controle preditivo robusto. Além disso, as restrigdes
de projeto do conversor podem ser modeladas no algoritmo MPC, como a limita¢ao do sinal de
controle, podendo minimizar os efeitos adversos do modelo de malha fechada ainda ndo resolvido
em pesquisas anteriores como a minimizagao do overlap, que € o fendmeno de chaveamento
simultneo de chaves defasadas entre si.

Portanto, este capitulo apresenta o estado atual e justifica a necessidade de pesquisa
do conversor boost CCTE submetido ao controle MPC e as bases bibliogréficas que fundamentam

este trabalho.

1.2 Revisao bibliografica

A revisdo bibliogréfica apresentada neste trabalho aborda as técnicas de de controle
aplicadas ao conversor boost, bem como o levantamento bibliografico concernente aos contro-
ladores MPC-LMI. Esta sec@o apresenta mostra ainda as principais pesquisas levantadas neste

trabalho sobre controladores MPC-LMI aplicados ao conversor boost e suas variacoes.

1.2.1 Técnicas de controle aplicadas ao conversor boost

A necessidade do controle de malha fechada em conversores boost € de extrema
relevancia para eletronica de poténcia (ERICKSON; MAKSIMOVIC, 2001; SKVARENINA,
2002; MOHAN, 2003). O conversor boost caracteriza-se pelo modelo submarmotecido com
zero no semiplano direito (SPD) na sua funcao de transferéncia da malha de tensdo em func¢ao
do sinal de controle, considerando o modelo linearizado. As modelagens linearizadas mais
populares de conversor CC-CC sdo a chave PWM de Vorperian (1990) e o modelo no espago de
estados de Middlebrook e Cuk (1976). O primeiro consiste na andlise do conversor por pequenos
sinais da chave, em seguida, faz-se a andlise via impedancia do modelo, obtendo-se a funcao
de transferéncia. Ja o segundo método consiste no modelo no espago de estados médio, o qual
obtém-se a ponderacdo em fun¢do do modelo com chave aberta e chave fechada. Convertendo o
modelo de espacos de estados de Middlebrook e Cuk (1976) para funcao de transferéncia, obtém-

se 0 mesmo modelo de Vorperian (1990) considerando a modelagem no modo de conducao
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continua.

Ambas as modelagens sao aplicadas ao modelo cldssico dos conversores como
em modelagens equivalentes. Contudo, a modelagem via chave PWM ¢ a mais adotada na
literatura cléssica de eletronica de poténcia (ERICKSON; MAKSIMOVIC, 2001; MOHAN,
1995; MOHAN, 2003). Com o avanc¢o da informadtica, o uso de computadores mais modernos
possibilitaram a aplicacao de leis de controle no espaco de estados para conversores CC-CC.
Leung et al. (1993), por exemplo, projetaram uma metodologia alternativa para o controle
LQR (Linear Quadratic Regulator) aplicado em conversores DC-DC. Este trabalho considera
parametros do indice de desempenho alinhados as condi¢des de operacdo do conversor.

No inicio da década de 2000, Garcera et al. (2002) realizaram estudos das estratégias
de controle robusto em conversores DC-DC considerando as variagOes paramétricas de projeto.
Portanto, este trabalho mostra que o projeto considerando apenas o ponto de operagdo nominal
¢ insuficiente para garantir a estabilidade nos demais pontos de operacdo do conversor. Ja
Todorovic et al. (2004) fazem uma andlise dos parametros de entrada e de saida do conversor
para o projeto do controlador. Este trabalho considera uma faixa de variacdo das tensoes de
entrada e de saida, em que conversor € projetado para satisfazer as condicdes de operacao de um
painel fotovoltaico. Portanto, existe um aprimoramento da pesquisa de Todorovic et al. (2004)
em relacdo ao proposto por Garcera et al. (2002), pois o primeiro mostra os efeitos da variagdo
da carga e da tensdo de entrada no conversor. Essas caracteristicas sdo bases para modelagem do
controlador proposto nesta tese.

J4 o uso de conversores CC-CC robustos projetados via LMIs nos mesmos moldes
proposto por Boyd et al. (1994) foi apresentado por Olalla et al. (2009), que aplicou o controle
LQR analégico via LMIs. Esse trabalho fez aplicagdes de simulagdes como aplicagcdes expe-
rimentais de analise no conversor buck-boost classico. Além disso, considerou as incertezas
paramétricas na obten¢do do controlador robusto. Nos anos seguintes, Olalla et al. (2011), Olalla
et al. (2012) aplicaram técnicas de controle via LMIs e controle tipo LMI-LPV em conversores
CC-CC, demonstrando o potencial de controle robusto por LMIs em conversores estaticos.
Cita-se também a existéncia de técnicas de controle por LMIs aplicados em inversores estaticos
com filtro LCL como pode ser visto na tese de Junior (2015)

No entanto a técnica de controle robusto em conversores aplicados até 2010 restringiam-
se ao modelo cldssico. Em 2011, Reis et al. (2011) desenvolveram uma aplicagdo usando o

controlador LQR com acdo integral (conhecido por LQI) em um conversor de alto ganho com
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célula de comutacdo em 3 estados. O conversor CCTE ¢é inicialmente proposto por Bascopé
e Barbi (2000) e possui uma célula de comutacdo que permite alto rendimento ao conversor
CC-CC. De 2012 em diante, aplicagdes utilizando LMIs em conversores CCTE sao vistos em
Costa et al. (2012), Costa et al. (2014), que mostraram o uso de controladores com LMIs para
estabiliza¢do do conversor, mesmo considerando as restri¢des de operacdo. Diante das citacdes
mostradas, o uso de novas estratégias de controle robusto pode resolver problemas referentes a
estabilidade do conversor CCTE e suas implicacOes quanto aos seus pontos de operacao € algo

ainda pouco explorado neste tipo de topologia.

1.2.2 O controle preditivo MPC-LMI

O conceito de MPC-LMI € inicialmente proposto por Kothare et al. (1996), que
consiste na formulagdo da lei de controle conforme o horizonte infinito, portanto um IH-MPC-
LMI. O modelo proposto por Kothare consiste na modelagem por restricoes LMIs baseados
no indice de desempenho quadratico. Além disso, as restricdes permitem ajustar o controlador
conforme as limitacOes de entrada e de saida em um determinado sistema. A partir desse trabalho,
Wan e Kothare (2003) desenvolveu uma aplicacao offline do MPC-LMI de Kothare et al. (1996),
o qual o ganho do controlador pode ser obtido utilizando uma look-up table por elipsoides de
estabilidade. A proposicao offline de Wan e Kothare (2003) permitiu a simplificagdo da lei de
controle, o qual basta inserir no microcontrolador os ganhos da look-up table que o sistema se
comportard de forma similar ao online de Kothare et al. (1996).

Paralelo ao trabalho de Wan e Kothare, Cuzzola et al. (2002) propés um MPC-LMI
com relaxacdo que aumenta regido de factibilidade do sistema, pois torna o processo menos
conservador do ponto de vista da otimizacdo. Contudo, o modelo de Cuzzola et al. (2002) ficou
restrito a aplicacdo online dos processos. Portanto, o uso de uma look-up table com relaxagdes
ainda ¢ algo a ser explorado do ponto de vista da pesquisa, ja que a simplificaciao da lei de
controle via procedimento offfine permitiria o uso de um controlador MPC robusto mais eficiente
do ponto de vista da otimizacao, sem perder as caracteristicas da realimentagdo de estados do
trabalho do Kothare.

Cita-se ainda a formulagdo MPC de Capron (2014) que propde um MPC-LMI a partir
do modelo de Kothare et al. (1996). Contudo, sua aplicacdo € restrita a engenharia quimica, cuja
lei de controle € atualizada online. Bououden et al. (2014) desenvolveu uma aplicagio MPC-LMI

fuzzy em conversores boost. Entretanto, esta aplicacdo estd restrita ao modelo cldssico também
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na sua concepgao online.

Os livros de Maciejowski (2002), Camacho (2007) mostram a aplicagdo do MPC
tanto na forma RH como na forma IH. Observa-se que boa parte das aplicagdes sdo restritas
a processos quimicos, sendo entdo a drea de conversores pouco explorada, exceto o trabalho
de Bououden et al. (2014), com a aplicagdo do MPC-LMI fuzzy via simulacdo no conversor
classico.

As referéncias abordadas nesta subse¢do mostram a aplicabilidade do MPC-LMI em
conversores boost. Além disso, as bibliografias estudadas nao detalham as andlises inerentes a
natureza da planta,bem como os efeitos da fase ndo minima e o nivel de estabilidade robusta das
estratégias de controle considerando as incertezas nao paramétricas. Os trabalhos mencionados
ndo realizaram andlise de robustez em seus processos € ndo os submeteram em pontos de operacao
criticos. Acrescenta-se ao fato de que o MPC-LMI aplicado em alguns trabalhos mencionados
(KOTHARE et al., 1996; WAN; KOTHARE, 2003, 2003; CAPRON, 2014) foi apenas analisado
matemdticamente, sendo necessdrio uma andlise experimental visando comprovar os efeitos
da estratégia de controle utilizada. Logo, o uso do MPC-LMI no conversor boost CCTE visa
comprovar a eficiéncia da estratégia de controle nao apenas no modelo tedrico usando as anélises
matemadticas aceitas na teoria do controle robusto, como também avaliar o comportamento da
planta em malha fechada experimentalmente submetida a variagdes paramétricas de carga e

tensao de entrada.
1.2.3 Controle preditivo aplicado em conversores boost

O uso de estratégias de controle aplicados em conversores tem ganhado cada vez
mais espago nas pesquisas académicas. Existem bibliografias que ensinam desde as técnicas
classicas (ERICKSON; MAKSIMOVIC, 2001; SKVARENINA, 2002; MOHAN, 2003) até
as mais avancadas, que fazem uso de técnicas de controle ndo linear (ORTEGA, 1998; REZ,
2006; SIRA-RAMIREZ; SILVA-ORTIGOZA, 2006). O estudo dessas aplicacdes ganharam
forca quando Kennel e Linder (2001) questionou a possibilidade do uso do controle preditivo na
eletrOnica de poténcia. Nos anos seguintes, técnicas envolvendo MPC em conversores estaticos
ganharam notoriedade como podem ser vistos nos trabalhos de Cortes et al. (2008), Wang et al.
(2014), Vazquez et al. (2014), Zhang et al. (2016), Yaramasu et al. (2015).

Cita-se ainda que o problema da fase-ndo minima em conversores boost € um

problema que motiva diversos estudos (ORTEGA, 1998; REZ, 2006; LINARES-FLORES et al.,
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2014; GARCIA et al., 2015).

O conversor boost se destaca pelo seu modelo matematico ser utilizado tanto na sua
forma original como na sua forma equivalente para topologias alternativas e em retificadores
(ERICKSON, 2001; MOHAN, 2003). O desenvolvimento de topologias mais modernas de cha-
veamento em conversores proporcionou um aumento de eficiéncia na conservacio e transmissao
de energia, implicando reducdo de perdas na chave por processo de comutagdo. O trabalho de
Bascopé e Barbi (2000) ilustra este proposito. Contudo, a melhoria da eficiéncia também motiva
a necessidade de estratégias de controle capazes de acompanhar a complexidade da topologia,
garantindo o controle mesmo em condi¢des criticas de operacao. O conversor boost CCTE citado
possui caracteristicas que garante a transferéncia de poténcia com maior eficiéncia, porém, além
de acumular as caracteristicas negativas existentes do conversor boost classico, seu método de
chaveamento possui limitagdes decorrente a defasagem de 180 entre as chaves. Portanto, sinais
de controle acima do limite de 0,5 gera o overlap de chaveamento em que durante 0 mesmo
ciclo de trabalho, o sinal PWM de ambas as chaves se sobrepdem, ocasionando curtos-circuitos
no lado de poténcia do conversor.

Além disso, diversas pesquisas envolvendo técnicas de controle aplicado ao conversor
boost aplicam suas teorias na topologia cldssica ou em topologias cuja literatura estd consolidada
como podem ser vistos em Linares-Flores et al. (2014), Bastos et al. (2014), Beid e Doubabi
(2014), Tran et al. (2015). Contudo, ainda nao foi analisado o uso de controle MPC robusto
aplicado em conversores boost visando a minimizagao dos efeitos do chaveamento e da fase ndao
minima existente no seu modelo. Acrescenta-se ainda a inexistécnia até entdo da aplicacao do
MPC em conversores boost CCTE proposto por Bascopé e Barbi (2000), cuja complexidade
decorrente do seu método de chaveamento € uma dificuldade a mais para o desenvolvimento
do projeto do controlador. Observa-se também que o modelo do boost € sujeito a variagdes
decorrente da carga demandada e da tensdo de entrada que lhe € fornecida, tornando sua operacao
complexa e sensivel a perturbacdes. Logo, a modelagem cldssica conhecida em literatura
juntamente com a topologia CCTE mostram aspectos que precisam ser melhor estudados para
que o controle atenda as condi¢des de projeto do conversor. Portanto, a modelagem CCTE
proposta mostra os seguintes problemas:

- Efeito da fase ndo minima: no modelo linear, a funcdo do transferéncia da tensao de saida
em funcdo do ciclo de trabalho possui um zero no semiplano direito(SPD). Na literatura

cldssica da teoria de controle, ndo sdo feitos projetos de controle para tal situagdo, pois nao
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€ possivel fazer uma compensacao eficiente que anule o zero no SPD. Para se contornar tal
problema, a funcdo de transferéncia é decomposta na funcdo de transferéncia da corrente
do indutor e de impedéncia de saida. Assim sendo, sdo aplicadas as técnicas cldssicas de
controle nos conversores boost. Contudo, esta modelagem requer que a malha de corrente
seja compativel com a malha de tensao. Logo, € possivel que a variagdo de parametros
da carga e da tensdo de entrada torne invidvel a controlabilidade do processo por conta
do deslocamento do zero do SPD no plano complexo. Existem aplicagdes LMIs em
conversores (OLALLA et al., 2009; OLALLA et al., 2012; BOUOUDEN et al., 2014) e
até em aplicacoes MPC-LMI fuzzy (BOUOUDEN et al., 2014). No entanto, ndo se tem
aplicacdes MPC-LMI com relaxacdes na topologia CCTE proposta nesta tese.

- Variacdes paramétricas do modelo: pelo fato do conversor boost cldssico estar sujeito
as variagdes de carga e da tensdo de entrada, o modelo ndo linear por defini¢ao sofre
um complicador, pois seus parametros de projeto variam. Deste modo, as estratégias de
controle cldssicas sdo insuficientes para minimizar os problemas do modelo quando este é
submetido a variagdes fora do projeto nominal. Nos trabalhos de Olalla ez al. (2012), Bou-
ouden et al. (2014) sao propostas solucdes H.-LPV e MPC-LMI fuzzy respectivamente,
mas apenas focada na resolu¢do do modelo classico do conversor boost.

- O fendmeno do overlap de chaveamento: o modelo CCTE possui duas chaves em sua célula
de comutagdo. Em condig¢do critica de operacgao, o sinal PWM nas chaves se sobrepdem
causando curto-circuito em algum momento do ciclo de trabalho. Tal fen6meno além de
indesejavel, € perigoso ao circuito, pois pode causar danos as chaves ao conversor na sua
totalidade.

- Incertezas nos demais pontos de operacdo: os controles cldssicos aplicados em conversores
boost dificilmente consideram as incertezas existentes da variacdo da carga e da tensdo de
entrada. Logo, o comportamento do conversor em outros pontos de operagdo diferentes
ao nominal podem ocasionar respostas indesejadas quanto a estabilidade e desempenho
do processo em geral. Os levantamentos bibliogréficos feitos nessa pesquisa apenas faz a
aplicacao nas topologias cldssicas da literatura da eletronica de poténcia.

Dessa forma, o conversor boost CCTE neste trabalho trata-se de um sistema ndo
linear, com incertezas paramétricas, sujeito ao overlap em operacao critica e quando modelado
linearmente possui zero no SPD por defini¢do. Logo, esta pesquisa surgiu da necessidade de

aplicar um controle robusto capaz de atender as necessidades de projeto considerando varia¢des
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do modelo como tensdo de entrada e carga. Essas duas varidveis modeladas sob um contexto real
de operagdo,o qual ambas variam conforme demanda de carga e tensdo fornecida de uma fonte
variavel, torna o modelo do conversor boost mais complexo. Isto porque esta modelagem, além
de mais completa, aumenta a nao linearidade paramétrica do modelo, ja que essas duas varidveis
influenciam diretamente o no modelo final. Acrescenta-se ao fato que o controlador digital seja
capaz de minimizar os efeitos da fase ndo minima em sua malha de tensdo sem uso do controle
em cascata. Cita-se ainda a complexidade do boost utilizado, que possui a célula de comutagcdo
de 3 estados em sua topologia de chaveamento. Tal topologia, quando modelado no modo de
condugdo continua, ndo se pode trabalhar com ciclo de trabalho superior a 0,5, ocasionando
superposicao de chaves e implicando em um curto circuito no mesmo ciclo de trabalho. Tal
fendmeno nao € considerado no projeto cldssico da estratégia de controle, pois o controlador
€ projetado nas condi¢des nominais de operacao e ndo nas suas condi¢des criticas. Logo, o
fendbmeno do overlap de chaveamento é desprezado no projeto de controle. O controlador
MPC-LMI relaxado proposto nesta tese, além de considerar as variacOes de carga e da tensao
de entrada, é capaz de tolerar o fendbmeno da superposic@o das chaves nas condi¢des criticas de

operacao, garantindo a estabilidade e o seguimento de referéncia conforme proposto.

1.3 Contribuicoes propostas

Este trabalho propde o uso de controle MPC robusto aplicado em conversores boost
visando a minimizac¢do dos efeitos do chaveamento e da fase ndo minima existente no seu modelo,
isto porque ainda ndo se tem conhecimento da aplicagao de controladores robustos MPC-LMI na
topologia proposta por Bascopé e Barbi (2000), cuja complexidade decorrente do seu método de
chaveamento € uma dificuldade a mais para o desenvolvimento do projeto do controlador.

Além disso, a tese apresenta uma formulacao LTV do modelo no espago de estados
médio de Middlebrook e Cuk (1976) aplicada ao modelo equivalente do boost, o qual a mode-
lagem baseada em Cuzzola ef al. (2002) tanto ao modelo classico como para o modelo CCTE
utilizado nesta pesquisa.

Cita-se ainda que este estudo apresenta uma andlise de incertezas politopicas via mo-
delagem de incertezas ndo estruturadas de pior caso em LTV, generalizando a proposta de andlise
ao que é conhecido em literatura (DORF; BISHOP, 1998; FADALLI, 2009; MACIEJOWSKI,
1989; SHAHIAN; HASSUL, 1993) para sistemas lineares variantes no tempo. E usado ainda a

andlise de polos e zeros do modelo de malha fechada LTV, visando acompanhar o deslocamento
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dos polos e zeros de acordo com a variagdo do tempo;

E proposto também uso de elipséides de estabilidade criados em uma "lookup table"
conforme Wan e Kothare (2003) como solucdo offline. Uma vez escolhida a elipséide, a lei
de controle € implementada digitalmente com a escolha do ganho que melhor se adequa as
necessidades de projeto;

Acrescenta-se ainda o desenvolvimento de um diagrama de blocos de ganho integral
ajustavel inspirado nos livros de Ogata (1986), Levine S (1999).

Visando validar a metodologia de controle proposta nesta tese, o controlador MPC-
LMI é comparado com o controlador LQI cldssico nas mesmas condi¢des projeto, sendo este
ultimo um benchmarking de referéncia.

Portanto, estas propostas visam mostrar a viabilidade técnica da estratégia de controle
proposta, usando as restricdes do modelo equacionadas matematicamente para formulacao da lei
de controle. O conversor CCTE, como € conhecido em literatura, possui caracteristicas proprias
que requerem um projeto mais sofisticado. Dai a necessidade de usar o MPC-LMI relaxado

apresentado nessa tese.

1.4 Evolucao da pesquisa até a tese

Esta pesquisa iniciou-se a partir da possibilidade de aplicacdo dos conceitos de LMI
com D-estabilidade digital em plantas reais de engenharia. Por ser uma drea com potencial de
pesquisa na drea de controle robusto por LMIs, fez-se testes de simulagdo no conversor boost
proposto neste trabalho usando-se o LQR-LMI digital como é visto em Costa et al. (2014).
Em 2016, Costa et al. (2016) propde o conceito do MPC-LMI digital no conversor CCTE para
uma poténcia de 60W, considerando uma anélise tedrico-experimental. Subseqiientemente, foi
realizado testes tedrico experimentais no conversor CCTE considerando uma poténcia de 1000W,

resultando na aprovacao do trabalho de Costa et al. (2017) em um periddico nacional.

1.5 Trabalhos publicados nesta pesquisa

- COSTA, M. V. S;; REIS, F. E. U.; CAMPOS, J. C. T.; ALMEIDA, O. M. Robust Mpc-Imi
Controller Applied To Three State Switching Cell Boost Converter. Revista Eletronica
de Poténcia, v. 22, n. 1, p. 81-90, Mar-2017, 2017.

- COSTA, M. V.S.;REIS,E E. U.; CAMPOS, J. C. T.; ALMEIDA, O. M. Controlador MPC
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robusto offline otimizado via LMIs aplicado ao conversor boost com célula de comutacdo
em tres estados. In: XXI CONGRESSO BRASILEIRO DE AUTOMATICA, CBA 2016,
VITORIA, ES, 21th., 2016. Anais... [S.L.]: SBA, 2016.

- COSTA, M. V.; CAMPOS, J. C. T.; REIS, E. E. U.; ALMEIDA, O. da M. Analysis and
simulation of discrete Iqr control via LMIs applied in the alternative boost converter. In:

CBA2014 . Belo Horizonte, MG: [s.n.], 2014.

1.6 Resumo dos capitulos

O Capitulo 2 apresenta a modelagem do conversor boost CCTE, os aspectos tedricos
sobre a célula de comutacdo de 3 estados, pontos de operagao, apresentacdo do modelo no espaco
de estados médio e andlise do modelo via incertezas paramétricas e nao paramétricas LTV.

Em seguida, no Capitulo 3, sdo mostrados os conceitos basicos sobre as inequacgdes
matriciais lineares(LMIs) e os conceitos da estratégia de controle no MPC-LMI com relaxacoes
proposto neste trabalho.

Ja no Capitulo 4, s@o aprofundados os conceitos do MPC do Capitulo 3, apresentando
a proposta de MPC-LMI com relaxacdes e mostrando o algoritmo offline para aplicagdo no
CONVErsor.

O Capitulo 5 mostra o MPC-LMI proposto aplicado ao conversor, bem como ¢é
apresentada a teoria aplicada utilizando as elipsoides de estabilidade e mostra a andlise das
incertezas por politopos e métodos nao paramétricos, encerrando o capitulo com um roteiro de
implementagdo do controle aplicado proposto.

No Capitulo 6, é abordada a andlise numérica do conversor com base no que foi
mostrado no Capitulo 5. Além disso, sdo feitas as andlises das elipsoides de estabilidade e suas
projecdes. Sao mostrados ainda os ganhos e a lookup table o qual pode ser escolhido os ganhos
de realimentacdo de estados para conversor operando em 1000W e em 500W.

Os resultados tedrico-experimentais implementados no circuito sdo vistos no Capi-
tulo 7, validando a teoria controlador MPC proposto visto nos capitulos anteriores.

As consideragdes finais deste trabalho sao vistos no Capitulo 8, em que s@o descritos
as conclusdes obtidas da pesquisa, bem como as limitacdes e dificuldades encontradas. Também

¢ apresentada propostas para trabalhos futuros e a contribui¢do desta tese no meio académico.
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2 MODELAGEM DO CONVERSOR BOOST CCTE

Neste capitulo serd abordado os conceitos basicos do conversor boost CCTE, bem
como suas caracteristicas de chaveamento e pardmetros de projeto. Além disso, serd apresentado
as contribuicdes tedricas no contexto da modelagem no espago de estados médio no dominio
LTV, mostrando desde a defini¢do do circuito e os procedimentos de linearizacdo. O capitulo se
encerra apresentando uma andlise de incertezas politpicas e os conceitos de incertezas sob a

analise nao-estruturada LTV.

2.1 Conceito inicial do modelo CCTE

O conceito de célula de comutacdo em 3 estados usado nessa tese € baseado no
modelo proposto por Bascopé (2001). Seu trabalho propds o estudo da CCTE em dois tipos de
células: a célula tipo B e o tipo D. Esta tese faz uso do modelo B, também usado nos trabalhos
de Reis et al. (2011) e Costa et al. (2014). A tese de Bascopé (2001) desenvolve o modelo CCTE
no conversor boost, pois este conversor tem utilidade em multiplas aplicacdes como fontes de
alimentacdo e pré-reguladores de tensdo. A tese ainda mostra uma andlise mais completa da
topologia CCTE com detalhes ao principio de chaveamento do modelo. Nesta secdo, serdo
mostrados apenas os conceitos basicos do principio de chaveamento, mostrando as informacdes
necessarias para se entender seu funcionamento em malha fechada. E apropriado ressaltar que a
modelagem proposta por Bascopé (2001), para efeitos de controle fez simplificacdes no modelo
do conversor, desprezando a resisténcia série-equivalente do capacitor de saida R.,. Neste
trabalho, as simplificacOes sugeridas no trabalho original sdo consideradas para a andlise do
chaveamento e do modo de operacido da modelo CCTE. Contudo, para modelagem no espaco de
estados, considera-se os efeitos decorrentes das perdas no capacitor, bem como sua influéncia

nos efeitos da fase ndo minima na topologia do conversor boost.
2.1.1 Modo de operacdo da Célula de Comutacdo em 3 Estados

Nesta subsecao, serd abordado o principio de chaveamento considerando o modo
de conducgdo continua (MCC) e descontinua (MCD) do conversor boost CCTE representado na
Figura 1. Esse conceito é fundamental para saber entender a dindmica do conversor submetido a
varia¢do de carga R, e tensdo de entrada V.

Segundo Bascopé (2001), existem 4 pontos de operagdo do processo de comutacao.
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Figura 1 — Conversor boost com célula de comutacio em 3 estados.
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Fonte: Bascopé e Barbi (2000), Costa (2012)

Cada ponto possui um intervalo de tempo o qual as chaves operam em agrupamentos distintos,
o qual ON significa que a chave estd em conducdo e OF F encontra-se bloqueado dentro da
frequéncia de PWM. A Figura 2 mostra didaticamente o principio de funcionamento do conversor
visto na Figura 1, o qual o 1Estado opera para Dy, > 0,5 € o estado neutro opera apenas no
modo de conducao descontinua (MCD), os demais atuam no modo de condugdo continua (MCC).
A partir da figura do modo de operacdo e do circuito da Figura 1, descreve-se os estados da
seguinte forma:
- 1° Estado - S1, S2— ON e D1, D2 — OFF: Nesse estado, D, > 0,5, considerado de
overlapping de conducgdo, o qual ambas as chaves operam simultaneamente e que diodos

estdo bloqueados. Observa-se que nao ha energia transferida para carga, logo
Ve=L—. (2.1)

- 2° Estado - S1, D2 — ON e D1, S2 — OF F: Nesse ponto de operagdo, S1 e D2 estdo em
conducdo, S2 e D1 bloqueados. A corrente do indutor /7, divide-se igualmente para os
enrolamentos do transformador 7'1 e 72 de acordo com o circuito da Figura 1. Observa-se
que a corrente i, cresce linearmente e a energia € entdo armazenada, a tensdo de saida
neste estado € dada por % No estudo deste estado, os efeitos da indutancia muatua do
transformador e do indutor L sdo desprezados. Portanto a equagao diferencial do circuito

no instante do 2° Estado € expressa por:

v, =L,
8§ T dr

v

> (2.2)

Cita-se ainda que a condicdo S2, D1 —ON e D2, S1 — OF F € andloga, ou seja, (2.2) se

aplica a esta condicao.
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Figura 2 — Principio de chaveamento da célula de comutaciao em 3 estados.
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Fonte: Bascopé e Barbi (2000), Costa (2012)

- 3° Estado-D1, D2 — ON e S1, S2 — OF F: Nesse ponto de operagdo, D1 e D2 estdo em
condugdo, $2 e S1 bloqueados. A energia da tensdo de entrada V, € totalmente entregue a

carga. Desse modo, a expressao que define o circuito é

dig,
Vo=L—+YV,. 2.3
8 dt + ( )

- Estado Neutro -D1, D2, S1, S2— OFF': esse ponto de operagdo corresponde a0 momento
do trecho que o ciclo de trabalho € zero. Portanto ndo existe nenhuma transferéncia de
energia a carga, nem circulacio de corrente entre a entrada e a saida, logo a corrente iy, = 0.
A energia existente na saida € referente a energia armazenada no capacitor de saida durante

os modos de operagdo anteriores. Logo,

dV
Veo = (Ro +Rco)7co- (2.4)

O modo neutro de operagdo, portanto, trata-se da forma de operacao no MCD, pois I = 0.

Sendo assim, nao ha energia no indutor nesse instante de tempo.
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2.1.2 Andlise de operacd@o no MCC/MCD e Critico

Segundo Bascopé (2001), o ganho estatico do conversor boost CCTE operando no

MCC ¢é dado por:

Vo 1

= =— (2.5)
Vg I- Dcycle

0 qual é similar ao modelo do boost classico. Dessa maneira, se aplica ao boost CCTE as
mesmas expressoes do boost tradicional sem perdas na modelagem. Além disso, Bascopé (2001)
provou que (2.5) € vilido tanto para D¢yee < 0,5 como para Dy > 0,5, logo para o MCC,
0 < D¢yeje < 1, permitindo o conversor operar ou ndo em overlapping sem danos ao dispositivo.

Para o ganho estitico no MCD, tem-se duas expresoes:

2
2(Deycle +Y
%7 se Dcycle < 075

G, = (Deyee) o (2.6)
(ZDC)'cle_l)
— 2, se Deyere > 0,5

emque Yy = —4L‘£"fs
8

, sendo 1, a corrente de saida do conversor e f a frequéncia de chaveamento.
Da expressdo em (2.6) pode-se interpretar duas condigdes fisicas possiveis do conversor operar
no MCD: a primeira € quando o conversor opera préximo a carga vazio e tensao critica, pois nesse
caso a corrente iy, pode chegar proxima de zero e ciclo de trabalho D¢y < 0,5. Desse modo,
mesmo que o conversor CCTE seja projetado no MCC, em condi¢des similares ao mencionado,
o conversor assumird conducao de corrente no MCD, ou seja, as condi¢des de projeto no MCC
ndo sdo mais garantidas. Da mesma forma o conversor pode operar em plena carga com tensao
de entrada critica, possuindo um Dy, < 0,5. Nesta situa¢do, as condig¢des de projeto no MCC
nao mais se aplicam.

Portanto, o conversor boost CCTE projetado no MCC podem assumir condi¢des
MCD em algumas situagdes extremas de operacdo. Em uma condicdo critica persistente, os
parametros obtidos no MCC n@o se aplicariam mais e para que o conversor mantivesse em
condi¢des adequadas de funcionamento, seria necessario uma aplicacdo do mesmo conversor
em uma condicao de poténcia inferior ao que foi projetado no MCC. Bascopé (2001) monta o
conversor boost nas condi¢Oes supracitadas e mostra que boa parte dos pardmetros no MCC
poderiam ser aproveitados no MCD, sendo que a escala de poténcia submetida no conversor seja

menor.

Quando o conversor opera no modo de conducdo critica, que € uma condi¢do
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intermedidria entre 0 MCC e o MCD, o ganho estatico critico é dado por

4
m’, se Dcycle < 0, 5 (27)

Gyerir = A

T£/1-8y’ se Dcycle >0,5
A expressdo (2.7) € obtida ao igualar (2.5) e (2.6), em que o modo de conducio critica representa
matematicamente que ndo hé diferenca entre 0 MCD e o MCC no conversor. Fisicamente,
significa que a corrente iz, cruza o zero e retorna ao modo de operacdo em cada ciclo de trabalho.
O MCD ocorre a desmagnetizagcdo completa do indutor, ja o modo critico nao hd desmagnetizagao
indutiva, contudo o valor da corrente indutiva € nula instantaneamente em algum periodo do
ciclo de trabalho.

Observa-se que a andlise do boost conforme cada modo de conducdo segundo
Bascopé (2001) é essencial para entender as dinamicas existentes no conversor CCTE em
diferentes situacdes de operacdo. Em situagdes extremas de operacao, o conversor projetado
no MCC pode se comportar ou no modo critico ou no MCD, sendo que esta dltima pode ser
apenas considerado se e somente se a poténcia aplicada ao conversor for bem inferior a poténcia
de projeto no MCC, considerando os mesmos parametros de projeto dos componentes passivos

do dispositivo.
2.1.3 Procedimento de projeto do conversor utilizado

O projeto do boost CCTE usado nesta tese segue as expressoes do capitulo 2 da
tese de Bascopé (2001), considerando a operagdo do conversor no MCC. Dessa maneira, as
expressoes para o dimensionamento dos componentes do conversor sdo dados pelas subsecoes

subseqiientes.
2.1.3.1 Calculo da Indutdncia

O célculo da indutancia é dado por:

Vo

L=—2
16AIL 1,

(2.8)

o qual o valor obtido consiste no parametro minimo com base na freqiiéncia de chaveamento
fs, porcentagem de variacdo do ripple da corrente do indutor Al; e tensdo desejada de saida V.

Obtido o valor da indutincia, € necessario fazer o calculo do dispositivo fisico, que institui-se
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da escolha do nudcleo e do numero de espiras necessdrias. Portanto, para obten¢do da bitola do

condutor, usa-se da expressao do valor eficaz da corrente do indutor e seu valor de pico dados

por:
2 2
ILef _ 1 2 4+ ngDcycle (ZDcycle - 1) (29)
1 —Deyere \| ° 4812 f2 ’
I V.D 2D —1
Ika _ o gleycle ( cycle ) : (2.10)
1— Dcycle 4Lf:v (1 - Dcycle)

onde I7.y corresponde ao valor eficaz da corrente do indutor € I, € o valor de pico. Esses

valores de corrente de (2.9) e (2.10) sdo parte da seguinte expressao para escolha do nicleo

o Ll eIy pi
kamameax

x 10*[em?), (2.11)
onde
Ap =A,, X A, - produto das areas do nicleo e da janela tal que A,, =2,5e¢ A, = 3,54 ;
k,, = 0,7 - fator de utilizacao da janela do nucleo;
Jmax = 300[A/cm?] - densidade de corrente;

Bax = 0,3[T] - maxima de densidade de fluxo magnético.

Ja para o célculo do nimero de espiras

Ll
Ny = —2% 10t (2.12)
AeBmax
Uma vez obtido as condi¢cdes minimas do nucleo do indutor, segue-se o valor do gap do entreferro,

que € dado por

_ .uoNLer

T % 1072, (2.13)

lg

em que U, = 47 x 1077 consiste na permeabilidade magnética no vicuo. Contudo, McLyman
(2004) recomenda um fator de correcao F, de modo ajustar o nimero de espiras as condi¢des

mais adequadas e reduzir possiveis perdas no cobre. Logo, o valor do fator é dado por

i 2G
F.=1 L) cony 2.14
C + \/14—6 n ( lg ) ( )

Em que G,y = 37 consiste no coeficiente de corre¢do conforme McLyman (2004). Dessa

maneira, (2.12) € corrigida para a seguinte expressao:

LI} i

Nipe = ——2% — % 104, (2.15)
¢ AeBmax\/Fc
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em que Ny, consistem no nimero de espiras considerando a corre¢ao necessaria. Além disso,

para o célculo da bitola do condutor, usando-se da equagado (2.9), tem-se

) (2.16)

o qual Sz, é valor em [cm?] da sec¢io do condutor usada para o indutor. Além disso, com base na

(2.16), compara-se o valor de mercado Sy existente na tabela AWG. Dati, a partir de

St

= 2.17
5, (2.17)

nr

obtém-se a quantidade condutores n;, em paralelo que sdo enrolados no nicleo indutivo. Para
que a quantidade de condutores em paralelo atendam o espago do nicleo, faz-se o cdlculo do
fator de utilizacao da janela, o qual € dado por

. nLNLSf

k
u A,

(2.18)

Esse valor deve ser sempre inferior ao fator de utilizacdo do ntcleo escolhido para que seja

garantida a drea de espaco do enrolamento.
2.1.3.2  Cdlculo do Transformador

O transformador, segundo Bascopé (2001), tem a fun¢@o de equilibrar a energia
transferida durante o processo de chaveamento do conversor. A mdxima tensdo admissivel
nos enrolamentos do transformador € dada por Vy| = % A corrente eficaz do enrolamento do

transformador, juntamente com a maxima corrente sdo dados por:

Lot
legri = =5, (2.19)
e

11 pi
Ipkr1 = Tp, (2.20)

onde (2.19) e (2.20) sdo as correntes eficaz e de pico do transformador respectivamente. Além
disso, como a relacdo de transformacgdo usada € unitaria e a poténcia processada no calculo serad
de 50%, o produto das dreas do nucleo € dada por:

b

Ap g =Ap 1Ap 1 = 2 x 10%, (2.21)
P=T woT e T ktku—TkamaxABmax (Zfs)
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onde ABy, = 0,3[T]. Além disso, a expressdo que define o niimero de espiras do transformador

€ dado por:
4Ae—TeBmaxfs

onde A._7. € a area do nucleo comercial escolhido. Ja o diametro do fio do transformador é

Nri x 10%, (2.22)

formulada pela expressao de acordo com McLyman (2004)

15

J4 o valor da corrente eficaz que conduzird no condutor do transformador € dada pela metade do
valor obtida em (2.9), pois considera-se que a corrente do indutor dividir-se-4 igualmente entre
os enrolamentos do transformador. Cita-se ainda que o valor da corrente de pico no condutor
do transformador consiste na metade do valor da corrente de pico do indutor da (2.10). Para a

escolha da sec¢do do condutor do transformador, segue-se a seguinte formula:

I

Su-r1 = 11, (2.24)
Jmax

o qual observara o valor obtido de (2.24) com as se¢des comerciais AWG. Logo, n,,_71 = %,

onde Sawg—71 € a seccdo escolhida para o bobinamento do transformador . Para a anélise do

fator de ocupagdo do nicleo do transformador, usa-se a férmula

w—T1NT1S _
kg = 2w TISTIPAWGTL 0 < 0,4, (2.25)
Ae—Te

em que o bobinamento apenas € vidvel se o fator de utilizacao k,_7 for igual ou inferior a 0,4.

2.1.3.3 Cdlculo das chaves S1 e S2

Para obtencao das chaves S1 e S2 necessdrias, sdo consideradas: a mdxima tensao
admissivel das chaves quando bloqueadas, ou seja Vs> = V,, o valor da corrente eficaz nas

chaves, dado por

Dcycle/f
s

2
1 V,(1—D
Lysi= | fi / [5 (1ka+%¢>] dr. (2.26)

0
Utilizado-se a forma simplificada de (2.26), tem-se

2 Al
IefSl = ILmechycle + E (2.27)

Ja a méaxima corrente admissivel nas chaves, € dado pela mdxima corrente admissivel nos
transformadores, de tal modo que Ii51 > Ikr1, onde Iys1 € a corrente de pico na chave S1

obtida a partir da especificacdo do fabricante.
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2.1.3.4 Cdlculo dos diodos DI e D2

Para obtenc¢do dos diodos adequados, a escolha se baseia nas correntes do transfor-
mador e a tensdo nos diodos deve ser,no minimo, igual a tensao de saida V,,. Portanto, Vp; =V,
Lefp1 > Lefr1 € Lpkpt = Lpkr1, onde L py € Ipkpy s@o pardmetros de especificagdo do fabricante
do dispositivo. Dessa maneira, a escolha dos parametros dos diodos € baseado na tensdo de saida

V,, e o valor das correntes admissiveis no transformador.
2.1.3.5 Cdlculo dos capacitor C,

O célculo do capacitor se dd pela minima tensdo de saida de projeto, tal que V,, =V,,.

J4 o cédlculo da corrente eficaz no capacitor é dada pela seguinte expressao:

IefCo =

Igmechycle (1 - 2Dcycle) (2 - 3Dcycle) Nf
5 + o . (2.28)

A ondulacao de corrente admissivel no capacitor é dado por

I 3
Al = %“’ + AL (2.29)

Ja no célculo da capacitancia, usa-se a seguinte férmula:

lloDcycle (1 - 2Dcycle)

Co > (2.30)
? 2 Avofs (1 _Dcycle)

Uma vez escolhida a capacitancia comercial, observa-se se a resisténcia série-equivalente se
aproxima a seguinte restri¢ao:

RC() < AVO

< =, (2.31)
AICo

onde I¢, consiste na corrente do capacitor escolhido no site do fabricante.
2.1.4 Dimensionamento numérico do conversor CCTE

Para o dimensionamento numérico do boost CCTE, usa-se as expressdes para a
operacdo no MCC da Subsecdo 2.1.3. Dessa forma sao mostrados o modelo numérico e o valor
adotado. Para a condi¢do numérica considera-se o conversor boost CCTE conforme a Tabela 1.

A escolha do rendimento percentual em 11 = 97% deve-se a uma recomendagdo de
projeto feita por Bascopé (2001). Em sua tese, € demonstrado que a topologia do boost CCTE

€ mais eficiente que o modelo classico existente em literatura. De acordo com os valores de
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Tabela 1 — Parametros de dimensionamento do conversor CCTE.

Conversor boost

Parametros Valores
Tensdo de Entrada Média (V, neqia) 33,6 [V]
Tensao de Saida (V,) 48 [V]
Ciclo de Trabalho médio (D¢yciemedio) 0,3
Frequéncia de chaveamento( f;) 20,8[kHz]
Rendimento (1) 97%
Corrente Média no Indutor (I7,eq) P _ 31,63 [A]
ngedia
Regulagdo de Corrente no Indutor (A, ) 12% Ijpea = 3,8 [A]
Corrente madxima no Indutor (/7x) 33,53 [A]
Corrente eficaz no Indutor (/. r) 31,65 [A]
Tensdo nos enrolamentos do autotransformador (V1) 24 [V]
Corrente eficaz nos enrolamentos do autotransformador (L s71) 15,82 [A]
Corrente de pico nos enrolamentos do autotransformador (/71) 16,77 [A]
Corrente média nos diodos (Ip1 meq) 11,41 [A]
Corrente de pico nos diodos (Ip1 pico) 16,77 [A]
Corrente eficaz nos diodos (Ip1 pico) 13,24 [A]
Tensao nos diodos (Vp1) 48 [V]
Corrente eficaz no Capacitor (I, rco) 7,79 [A]
Tensdo no Capacitor (V¢,) 48 [V]

Tabela 2 — Parametros calculados e adotados para o conversor CCTE.

Parametros Dimensionado Adotado
Indutancia (L) 38 [uH] 35 [uH]
Numero de espiras do Indutor (Np) 9,62 [esp.] 10 [esp.]
Secdo condutora do Indutor (S,,) 0,11 [cm?] 0,001287 [cm?] (AWG26)
Condutores em paralelo do Indutor (S,,) - 88
Nucleo usado pelo Indutor - 55/28/21 Thorton
Gap utilizado (/o) 1.552 [mm] 1.552 [mm]
Numero de espiras do transformador (N7) 5,43 [esp.] 6 [esp.]
Secio condutora do transformador (S,,7) 0,055 [em?®]  0,001287 [cm?] (AWG26)
Condutores em paralelo do transformador (S,,) - 21
Nucleo usado pelo transformador - 55/28/21 Thorton
Mosfet utilizado - IRF8010
Diodo utilizado - MBR60100
Maixima Resisténcia Série Equivalente (R¢,) 110 [mQ] 26,7 [m] (EPCOS)

dimensionamento da Tabela 1, juntamente com os calculos da Subsecao 2.1.3 a Tabela 2 mostra
a relacdo entre os valores calculados e adotados para a montagem do conversor.

O capacitor utilizado para montagem com base na melhor resisténcia série equiva-
lente adotada R¢, trata-se de dois capacitores em paralelo da EPCOS de Co = 2200uF cada.
Para mais detalhes sobre o dimensionamento do conversor CCTE, recomenda-se consultar os

trabalhos de Bascopé (2001) e de Reis (2012).
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2.2 Modelagem no espaco de estados do boost CCTE

O método da modelagem no espaco de estado médio (Space-state Averaging) de
Middlebrook e Cuk (1976)combina as modelagens do chaveamento nos intervalos S| e S,
considerando as condi¢cdes em regime permanente do conversor e de pequenos sinais no MCC.
Contudo, o modelo proposto nesta tese consiste na expansao do método de Middlebrook e
Cuk (1976) para sistemas LTV definido por Kothare et al. (1996). Neste caso, para tensdo de
entrada V,(¢) e para a resisténcia de carga R,(t) = f(Pot(t)), sendo esta varidvel variante em
fun¢do da poténcia demandada. Portanto, o modelo no espaco de estados assume as seguintes

caracteristicas LTV para os momentos S; e S, respectivamente:

FO=A OO +BI(OVe 1) F=As(0)(0) + By (1) Ve (1)

, * (2.32)
Vo=Cy(t)X+Dy (1) Vg (1) Vo (t) =Ca(t)X(t) + Do (1) Ve (2)

Sendo ciclo de trabalho dado por Dy, considere o fato de que S1 — D¢/, € S2 € 0 complemento
de S, logo S — 1 — D, ycje. Além disso, X consiste no estado com os armazenadores de energia
do conversor, que sdo a corrente do indutor /7, € a tensdo no capacitor V., respectivamente. A
Figura 3 mostra a defini¢do do ciclo de trabalho, elucidando o conceito de modelagem no espago
de estados. Visando simplificar o entendimento ao leitor, considera-se do texto em diante que
X(t) = X. As subsegdes seguintes visam mostrar o desenvolvimento do modelo no espaco de
estados com base no circuito chaveado, bem como os detalhes do modelo linearizado no espago

de estados do conversor boost.
2.2.1 Modelo no espago de estados do conversor boost

Para entender as equagdes diferenciais do conversor na condi¢do LTV no MCC,
primeiramente, € necessario analisar o comportamento do ciclo de trabalho da Figura 3. Com
base na Figura 3, existem dois pontos de operagdo do conversor boost: o estado operando em
D, ycle € 0 seu complemento 1 — Dgyeje. O estado em que D,y estd acionado consiste no estado
S1 e o estado S, € o complemento de S;. Observa-se entdo que o boost CCTE reduzido a forma
cldssica possuem 2 circuitos: o circuito S| da Figura 4 e o circuito S, da Figura 5.

O circuito §; LTV-MCC considera que existe energia nos estados armazenadores de

energia. Desse modo a energia no capacitor C, é descarregada em R, € em R,(t). Portanto, as



Figura 3 — Defini¢do dos intervalos de chaveamento do conversor.
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Figura 4 — Modos de operacao S; do boost.
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Figura 5 — Modos de operacgao S, do boost.
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expressoes que definem o circuito da Figura 4, com base na Lei de Kirchoff, sdo:

Vg(t> _ Ldi2£t>
€

Veo(t)
Veo(t) + (Reo +R,) Co =0.
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(2.33)

(2.34)



Organizando as expressoes (2.33) e (2.34) tem-se

di;ft) = %Vg(t)»
dVeo(t) 1
i ReiR)G W
Além disso
_ R,(1)
Vo) = R TR () C, o)
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(2.35)

(2.36)

(2.37)

Ja com base na Figura 5, tem-se as seguintes equagdes de acordo com as leis de

Kirchoff das tensoes e das correntes

Vo(t) - Rcaico(l) +Vco(l);

Vg<[> = Ldlfl—gt) +Rcoico(t) + VCOO)?
€
) =G dVZzoz(t) N R(,l(t) V).

Substituindo (2.38) em (2.40), tem-se

v [ Ro(t)+Reo dVeo(t) 1
’L(’)‘( Ro(0) )C” TR

Reorganizando (2.41) e (2.39), segue-se que

dVe,(t) R, (1) 1

i R +RCGH ) T ROTRAIC

Veo(t),

dir(t) dVeo(t)
Vo(t) = L——=+R,,C,
5(?) ar > dt

+ Veo(t).

Substituindo (2.42) em (2.38) e em (2.43), tem-se entao

Volt) = LU 4 (R Ra000) o Vil ) Ve,

R”—(t)iL(t) — ;v (z)) + Vo(2).

(Ro(t) +Reo)

(2.38)

(2.39)

(2.40)

(2.41)

(2.42)

(2.43)

(2.44)

(2.45)
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Reorganizando (2.44) e (2.45), segue-se que

di;ff) _ _Ro(t;" IRco ir(t) — I (ROIE:)(:)_ R..) Veo(t) + %Vg, (2.46)
Vo(t) = Ro(1)[|Reoir (1) + (&)(:;%vw.(t) (2.47)

Portanto, as equacdes do modelo do conversor boost equivalente ao CCTE para
o intervalo de chaveamento Sy, basta organizar (2.35), (2.36) (2.37), no modelo no espacgo de

estado considerando

ir(t

i(r) = L0 (2.48)
Veo(t)

Ja para §,, basta organizar (2.42), (2.46) e (2.47) de forma andloga. Logo, as expressdes no

espaco de estados para 7 e S sdo:

- Estado Si:
0 0 1
Al - 1 ;Bl = L ;
0 ~ (ReotR,)Co 0 (2.49)
a=[o gty J:oi—0
- Estado S,:
RCOHR{) o R 1
A, = LR (Rw+1RU)L gy—| L |:
N (Rmﬁ%o)co " (Reo+R,)C, 0 (2.50)
Cr=| ReollRy 72op ] :D; = 0;

2.2.2 Modelagem LTV no espaco de estado do boost

O modelo no espaco de estados médio de Middlebrook e Cuk (1976) considera uma
média ponderada entre os pontos de operacao de chaveamento do conversor. Para o boost CCTE
usado neste trabalho, o modelo deste conversor € reduzido a modelagem cléssica conhecida em

literatura. Dessa forma, o modelo cldssico no espaco de estados do conversor boost é dado por
X = (A1(N)%+B1(1)Ve (1)) 8 + (A2 (1) + Ba (1) Ve (1)) (1= 8), 2.51)
Vo(1) = (C1(1)Z+ D1 (1) Vg (1)) 8 + (Co ()% + D2 (1) Ve (1)) (1= 6),

onde 6 € ciclo de trabalho real do conversor. Reorganizando a expressdo (2.51), tem-se que

= (A1(1)8 +As(1) (1= 6)) X+ (B1(1)6 +Ba(2) (1 - 8)) Ve (1),

* (2.52)
Vo(t) = (Ci(t)8+Co(t) (1= 8)) X+ (D1(t)6 +Da(t) (1 — 8)) Vy(2).
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Fazendo-se a separacdo dos componentes CC e CA de (2.52), observa-se que
I=X+ux;
Vo =Voce +y, y=Vo; (2.53)
0 = De¢yele + 1,

onde X € o vetor de estados em considerando os valores CC, V¢ € D¢yl 830 0s valores de
regime permanente da tensdo de saida e o ciclo de trabalho, respectivamente. Em (2.53), x, y e
u sdo os vetores de estado, tensdo de saida e o sinal de controle em pequenos sinais do boost.
Substituindo (2.53) em (2.52), tem-se a formulacido em regime permanente e a formulacdo de
pequenos sinais de Middlebrook e Cuk (1976). O modelo em pequenos sinais é o modelo no
espaco de estados médio usado neste trabalho. Considerando o fato de que o modelo de regime

permanente a derivada € nula, sendo assim, (2.53), assume a seguinte expressao:

X435 =A()X+B(t)Vs(r) + A(t)x+ (A1 (t) = Az(1)) X + (B (1) — Ba(1)) Vg (1)) u,

Voce +y=C(t)X +D(t)V, (1) + C(t)x+ ((C1 (1) — Co(t)) X + (D1 (1) — Da(t)) Vi (1)) (29
de modo que de (2.54), vem
A(t) = A1(t)Deyete +A2(1) (1 = Deyere) (2.55)
B(t) = B1(1)Deycre + Ba(t) (1 — Deyere) (2.56)
2(t) = C1(t) Deyete + Ca(t) (1 — Deyere) » (2.57)
D(t) = Di(t)Deycre + D2 (1) (1= Deyere) - (2.58)
Em (2.54), ajustando-se as expressdes, observa-se que
X =A()X +B(t)Vg(t), X =0 A0)X +B(t)Ve(t) =0 =X =A(t) "' B(t)V,(2): 2.59)

Voce = C(t)X +D(t)V, D(t) =0 — Voo = C(2)X.
Portanto, de (2.54), a expressao no espaco de estados médio de pequenos sinais de

Middlebrook e Cuk (1976) é dado por

x=A;(t)x+ B (t)u,

(2.60)
y=G(t)x+Di(t)u,
onde
Al(t) :A1<I>Dcycle +A2<t>(1 _Dcycle)7 (2.61)

Bi(t) = ((A1(t) —Aa(t)) X + (B1(t) — Ba(t)) V), (2.62)
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Cl(t) =G (I)Dcycle+c2(t)(l _Dcycle>7 (2.63)

Dy(1) = ((C1(1) = G2 (1)) X) (2.64)

sendo Dy, 0 ciclo de trabalho equivalente, x € a varidvel de estado em pequenos sinais € u € 0

sinal de controle. Portanto, parametros de regime permanente sao dados por

X = % : (2.65)

V.(t) (1 =D R, (t
Voo —y = Ve Rf””) olt) (2.66)

Portanto, as matrizes no espaco de estados do conversor boost considerando o MCC sdo:

(I_Dcycle)(RCOHRa(t)) (I_Dcycle)Ro(t)

_ L L(Rco+R,(1))
At (t) - (17Dcycle>R0(t) 1 ’ (267)
"CoReo+Ro (1)) ~ Co(ReotR,(1))

R, (l‘) (1 _Dcycle)Ro (t)+Rco
V(i
Bi(1) = (") ot ( ‘;(,)), (2.68)
" Ro()+Reo
G(1) = [ (1= Deyete) (ReolIRo (1)) g 2eltds ] (2.69)
Reol[Ro(t)

Dy (1) = —Vq(1) (2.70)

R

sendo A;(t), B;(t), C;(t) e D;(t) sdo as matrizes no espago de estados médio LTV e R/ 2

( 1— Dcycle) ?

€ a tensdo de saida no conversor no modelo de pequenos sinais.

Ro(t) + Deyete (1 = Deyete) (Reol |Ro(t)), x = [I, Veo]', 0 qual y = Vo(t), sendo Vo(t)
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2.3 Analise de incertezas do Conversor

A partir do modelo no espago de estados médio LTV em (2.67), (2.68), (2.69)
e (2.70), observa-se que o modelo € sujeito a uma série de pertubacdes oriundas da tensao
de entrada V, e da carga demandada Por. Isto porque a varia¢do de Vg, além de influenciar
diretamente as expressoes (2.68) e (2.70), esta varidvel influencia diretamente o ciclo de trabalho
D,ycl. Portanto, analisando profundamente o modelo do conversor, vé-se que existe uma nao
linearidade intrinseca no sistema LTV quando o ciclo de trabalho torna-se um parametro variante
no tempo.

Os trabalhos de Gahinet et al. (1995) e Boyd et al. (1994) propde o uso de incertezas
estruturadas na busca da solug¢do de problemas relacionados com parametros variantes. Sendo
assim,Vy (1) e Pot(t) podem entdo ser tratadas como incertezas do modelo devido ao fato de tais
parametros variar de modo imprevisivel dentro dos limites de operagcdo do projeto. Na teoria
do controle robusto, a incerteza pode ser tratada na forma estruturada, com estruturas definidas
no modelo ou ndo estruturadas, cujo modelo € variado até o ponto que ndo seja capaz de ser
controldvel. A drea do controle robusto consiste em projetar um controlador que seja capaz de
garantir a controlabilidade do processo mesmo submetido a variacdo das incertezas do modelo.

O controle robusto projetado por incertezas estruturadas possui a vantagem do
modelo ser submetido a uma estrutura de incerteza ja conhecida, de modo que o controlador
seja capaz de suportar-la. Isso € visto e amplamente estudado no trabalho de Boyd et al. (1994)
e aplicada por Olalla ez al. (2009), que usa de incertezas politopicas para garantir o controle
robusto.

Contudo, os livros de Maciejowski (1989), Shahian e Hassul (1993), Skogestad e
Postlethwaite (2005) usam o conceito de incertezas ndo estruturadas para comprovar a robustez
do sistema de malha fechada.

Do ponto de vista das incertezas politdpicas, o conversor boost deste trabalho possui
duas incertezas limitadas a uma regido de operagdo. Portanto, V, e Pot variam de modo que
x=A(p)x+B(p)uey=C(p)x+D(p)u, sendo p = f(V,,Pot) o conjunto de pontos de operagio
do conversor.

Sendo R,(t) = f(Pot) € Deyere = f(Vg(2)), segue-se que

2

Ro(t) = f(Por(£)) = =22 Pot € [Puins Puas). @71

Pot (t)
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>Vg(t> € [Vg,minyvg,max]- (2.72)

Deste modo, o modelo no espago de estados aplicado ao boost constitui-se de um
sistema do tipo linear com parametros incertos (Linear with Uncertain Parameters ). Sendo
n = 2 pardmetros variantes, logo p = 2" — p = 22 = 4 matrizes politépicas do conversor.

Diante da andlise do modelo por incertezas estruturadas, existe a necessidade de
comparagdo do sistema incerto submetido ao conceito de incertezas nao estruturadas conhecido
em literatura. Contudo, a literatura de controle robusto considera a condi¢@o de robustez limitado
a uma variacdo LTI do sistema, ou seja, as condi¢des de pior caso para garantia de robustez sao
dimensionados no contexto LTI.

Para o caso da andlise de incertezas aplicado ao conversor, usa-se o conceito de

incertezas multiplicativas de Maciejowski (1989), Shahian e Hassul (1993), Dorf e Bishop (1998)

definidas por:
_ (6B _
An(2) = ( o) ) (2.73)

em que A, (z) é fungdo de transferéncia da incerteza multiplicativa, G(z) é o modelo real e G(z)
0 modelo nominal.
Considera-se entdo que um sistema € estavelmente robusto no tempo discreto

(SHAHIAN; HASSUL, 1993), se, somente se

[An(joq)| < 'ﬁ , 0 € [—oo, g] (2.74)
em que
T(z) = G(2)K(z) (I + G(2)K(2)) ", (2.75)

o qual 7'(z) significa a funcéo de transferéncia de malha fechada no plano z.

A necessidade de analisar um sistema projetado por incertezas estruturadas no
contexto da andlise ndo-estruturada se dé pelo fato da garantia da estabilidade robusta em qualquer
situacdo de projeto. Isto porque a andlise estruturada com base em politopos permite a obten¢do
do controlador usando-se dos métodos de otimizacdo convexa. Contudo, essa modelagem
nao deixa claro se a regido convexa utilizada garante a robustez em todos infinitos pontos de

operacdo que podem existir dentro da caixa convexa. Por conta disso, justifica-se a necessidade
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da comprovacdo da estabilidade robusta por incertezas ndo-estruturadas considerando as mesmas
regides de incertezas modeladas politopicamente.

Para este trabalho, a anélise de robustez ndo-estruturada por incertezas multiplicativas
¢ expandida para o sistema LTV do conversor. Logo, a variacdo LTV tanto do modelo de malha
fechada como das incertezas adquirem infinitos pontos de operacao na frequéncia discreta.
Para estabelecer a condi¢do de pior caso, traga-se a maxima curva de incerteza multiplicativa
composta pelo conjunto vetores também variantes no tempo de tal modo que seja sempre inferior
ao minimo absoluto conjunto de vetores LTV da sensibilidade complementar 1/7(z, p) em todo
o espacgo de tempo discreto. Logo, a partir da (2.74), este trabalho propde a seguinte andlise de

robustez LTV:

< 1 T

An(joq,kTy)| < |min ———|, @y € [0, —],k =1 — oo, 2.76
em que
Zm(jwd)z[szl Q - Q; - QP], (2.77)

em que Q; € o conjunto LTV na frequencia LTV das incertezas multiplicativas e p € o numero
de pontos de operagdo (politopos) do sistema submetida a uma variagdo LTV, cuja expressao do

conjunto das incertezas multiplicativas é dado por

nlp9.2) = (T 1) [anlr00.5) € 2, @78)

o qual p(k) consiste na variagdo LTV das varidveis incertas. Portanto, para cada conjunto LTV,
existem um conjunto de fun¢des de transferéncia LTI, que geram um conjunto de incertezas
LTI. A estabilidade robusta existe, se € somente se quando o pior caso ponto-a-ponto da co-
sensibilidade ndo se cruza com o pior caso ponto-a-ponto do conjunto politépico da incerteza

multiplicativa.

2.4 Consideracoes Finais do Capitulo

Este capitulo apresentou os principais conceitos da topologia CCTE. Acrescenta
ainda que o conteiido apresentado mostra o principio de chaveamento, modos de operacao
continua, descontinua e critica. Além disso, € provado que o modelo do boost CCTE operando

no MCC apresenta caracteristicas idénticas ao seu equivalente cldssico, servindo-se de base para
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a modelagem no espago de estados de acordo com o modelo de Middlebrook e Cuk (1976). O
modelo proposto para o modelo no espaco de estados médio considerando os efeitos LTV a partir
da expansdo do modelo cldssico LTI superou as deficiéncias observadas do modelo classico.
Além disso, foi realizada a anélise de incertezas do conversor, utilizando os conceitos de politopos
sob a perspectiva das incertezas ndo-estruturadas, para chegar as proposi¢des analiticas da anélise
de incertezas nao estruturadas LTV para o conversor em estudo. Os conceitos apresentados
neste capitulo constitui-se como base para formulag@o do controle MPC-LMI, bem como para a

andlise numérica do conversor nos capitulos seguintes.
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3 FUN DAMENTACAO TEORICA

Este capitulo apresenta os principais fundamentos tedricos sobre desigualdades
matriciais lineares (LMIs) e controle preditivo baseado em modelo (MPC). Os conceitos LMIs
abrangem a introdug¢@o, os principais resolvedores utilizados, os conceitos bésicos de estabilidade
de Lyapunov, uma introdugdo sobre politopos e incertezas politdpicas, complemento de Schur
e relaxacdo. Cada um destes conceitos serdo fundamentais para se entender a modelagem
LMI proposta da tese. A introdugdo sobre MPC abordard a defini¢do do controle preditivo
considerando o horizonte infinito de predi¢ao limitada a derivada funcao de Lyapunov (Derivation
Upper Bound). Esse conceito visa alinhar a teoria deste MPC as bases das restricdes LMIs,
sendo entdo a explicagdo base para proposta desta tese de MPC-LMI com relaxacgdes. Além
disso, serd proposta a formulacio de diagrama de blocos que serd utilizada no controlador MPC
desta tese visando melhorar o desempenho do controlador com o aumento de graus de liberdade

do sistema.

3.1 Conceitos basicos de LMIs

Nesta secdo, sdo tratadas os conceitos bdsicos sobre as desigualdades matriciais
lineares (LMIs), bem como os detalhes das principais técnicas LMIs usadas neste trabalho. As
subsec¢Oes seguintes apresentam as principais bases tedricas necessdrias para compreender a
modelagem LMIs da tese tais como: teorema de estabilidade de Lyapunov no espacgo de estados,
complemento de schur, relaxacdes das LMIs. Além disso, esta secao apresentard um breve

resumo dos principais resolvedores LMI usados atualmente.
3.1.1 Introducdo as Desigualdades Matriciais Lineares

Os conceitos bdsicos das desigualdades matriciais lineares (LMIs) e suas técnicas
correlatas surgiram como poderosas ferramentas de projeto de controladores robustos por incer-
tezas estruturadas(GAHINET et al., 1995). Os fatores que tornam a otimiza¢do LMI atraente sdo
(COSTA, 2012)

- Uma variedade de especificacdes de projeto e restricdes que podem ser expressas como
LMIs.
- Uma vez formulado em termos de LMIs, um problema pode ser resolvido através do uso

dos algoritmos de otimizacao (“resolvedores LMI”).
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- Enquanto muitos dos problemas com multiplas restricdes ou objetivos carecem de andlise
de solucdes em termos de equagdes matriciais, estes muitas vezes permanecem trataveis
nas formas LMIs. Isso faz com que o projeto baseado em LMIs seja uma alternativa
valiosa para cldssicos métodos analiticos.

Uma vez justificado os fatores que tornam o uso das LMIs atrativos para a estabiliza-

¢do robusta, o contetido a seguir mostra o embasamento tedrico sobre a sua implementagao.

Definicao 3.1.1 Uma desigualdade matricial linear (Linear Matrix Inequalities - LMI) é descrita

pela seguinte expressdo (BOYD et al., 1994):

F(x)=xiFi + b +xB+.. .+ xaFn > —F (3.1)
ou
m
F(x)=F+ Y xjF;,>0 (3.2)
k=1

sendo x € Z™ e F (x) é uma fungdo afim, em que F; € ™" ,i =0, ...,m sdo matrizes simétricas
semi-definidas positivas. A restricdo em (3.2) consiste numa restri¢do convexa, isto é, o conjunto
{x|F (x) > 0} é convexo. Sendo estabelecidas as varidveis de otimizagdo e restri¢des, é executado

o seguinte processo de otimizacdo(BOYD et al., 1994):

min ¢/x
sujeitoaF (x) >0 .

Como € visto na Defini¢ao 3.1.1, uma LMI trata-se de uma combinacao linear de
matrizes cuja a solucdo das varidveis x,xz,...,X, sdo obtidas com a minimizacao da funcdo
objetivo. A fung@o matricial F(x) consiste num conjunto matricial simétrico com autovalores nao-
negativos. Boyd et al. (1994) apresenta uma série de técnicas de otimizagdo para problemas LMIs.
Um mesmo sistema pode ser modelado matematicamente por varios métodos de otimizacdo. Em
seu livro, € mostrado vdrias solucdes para resolver o mesmo problema. Para o caso desta tese
sdo utilizados a otimizagdo convexa de Gahinet et al. (1995), que é o LMITOOL do Matlab, e a
otimizacao por programagao semidefinida, que é o Yalmip/SeDuM:i.

Portanto, o uso das técnicas LMI permitem encontrar uma solucio 6tima que atendam
as restricdes impostas pelo problema. Observa-se ainda que o conceito de otimizagdo LMI nao
precisa de uma solugao analitica, ja que a solug@o € submetida a uma condi¢do primal e dual com

objetivo de identificar se esta solu¢d@o € a unica. No principio da dualidade, uma solug@o primal
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consiste na formulacdo de otimizagdo mais intuitiva que o problema pode oferecer do ponto de

vista da otimizag20.A solu¢do dual consiste na modelagem alternativa do problema. Em ambos

os casos residuos da otimizacao precisam convergir a um valor ligeiramente inferior a tolerancia.

3.1.2

Resolvedores LMIs

Os resolvedores LMIs tratam-se de ferramentas para resolu¢cdo de problemas relacio-

nados a restri¢cdes. Alguns dos resolvedores apresentados nessa subse¢do sdo capazes de resolver

vérios problemas de restri¢des, inclusive LMIs. Os resolvedores mais conhecidos para problemas

de restri¢des LMIs sao:

3.1.3

LMILAB: instalado no Matlab, € uma referéncia muito conhecida no estudo de LMIs.
Seu método de resolugdo foi desenvolvido por Nesterov e Nemirovski em 1994, também
disponibilizado em 1994. O manual de resolu¢do do LMILAB foi escrito por Gahinet et
al. (1995) e € uma base bibliografica muito citada em trabalhos com LMIs;

LMITOOL: disponibilizado no software livre do Scilab, é um pacote matematico ami-
gavel, baseado no método de resolugao por programacao semi definida desenvolvido por
Vandenberghe e Boyd 1996;

Yalmip: consiste em um parser que suporta programacao semidefinida desenvolvida por
Johan Lofberg. Seu pacote é capaz de resolver diversos problemas de otimiza¢cdo com
restri¢des, desde programacao Linear até otimizac¢do convexa conica;

SeDuMi: é um pacote de otimizacdo de matrizes semi definidas desenvolvido por Jos
Sturm. Além disso, o SeDuMi é de uso bastante amigavel e versdtil em diversas interfaces
para resolu¢do matemdticas de problemas com LMIs, como o YALMIP e o préprio
LMILAB;

LMISol: é um pacote de otimizacdo desenvolvidos pelos brasileiros Oliveira, Farias e
Geromel em 1997;

SDPT3: € um pacote desenvolvido para problemas de programacao conica por K.C. Toh,

R. H. Titiincii e M. J. Todd.

Estabilidade de Lyapunov discreta

O conceito de estabilidade de Lyapunov na teoria do controle é formulada inicial-

mente no conceito da equagdo homogénea simples linearizada em um ponto de operacdo qualquer

e uma funcdo de Lyapunov tipica(MACIEJOWSKI, 1989; BOYD et al., 1994; AGUIRRE, 2008).
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O uso da teoria da estabilidade de Lyapunov se deve, principalmente, na busca do
ponto de equilibrio por meio da formulacdo de uma representa¢do quadrética da fun¢do modelo.

Logo, seja um sistema linear autobnomo definido por
Alx(1)] = Ax (1), (3.3)

em que o operador Ale] em (3.3) pode significar x(¢) no tempo continuo ou x(k + 1) no tempo k

discreto. O critério de estabilidade de Lyapunov € definido como
V(x(t)=x(t)Px(t),P=P >0,PcZ"", (3.4)
cujo ponto de equilibrio do modelo € satisfeito se

V(x(1)) <0. (3.5)
Aproximando (3.5) pelo método de discretizacdo por avanco de Euler, segue-se que

Alx(0)] =V (x((k+1)T;)) =V (x(kTy)) (3.6)

sendo 7 o tempo de amostragem. Considerando o tempo de amostragem conhecido, tem-se

entao
V(x(k+1)) =V (x(k)) =x (k) (A’lPA—P) x (k). (3.7)

Para garantir o ponto de equilibrio, x(k) = 0, é necessario que (3.7) seja menor que zero portanto,

A'PA—-P<0 (3.8)

Considerando uma condi¢do mais conservadora, seja a matriz P, > 0, tal que —P, < 0, um ponto

de operagdo escolhido pelo projetista. Alinhando (3.8) a esta condicao, obtém-se

A'PA—-P<—-P,<0, (3.9)
logo,
A'PA—P< —P,, (3.10)

Logo, o conceito de estabilidade de Lyapunov pode ser descrito pelo seguinte teorema via

desigualdades:
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Teorema 3.1.1 (Estabilidade de Lyapunov discreta) Dado o sistema do tipo x(k+ 1) = Ax(k),
existe uma solugdo P > 0 simétrica de modo que A'PA — P < —P,,N/x # 0, sendo P, > 0 simétrica,

uma matriz arbitrdria for¢ada ao ponto de operagdo.

O conceito apresentado no Teorema 3.1.1 constitui-se a principal base matematica
da aproximacao da desigualdade de Lyapunov para pontos de opera¢do convenientes, como um
indice de desempenho ou uma norma tipo H> ou H.., por exemplo. Esse tipo de alinhamento
matematico permite uma infinidade aproximacao de restri¢des a uma funcio objetivo por LMIs.
Esta € uma das principais vantagens da estabilidade de Lyapunov em sistemas incertos LMIs

como podem ser vistos nos trabalhos de Kothare et al. (1996) e Cuzzola et al. (2002).
3.1.4 Conceito de Politopos

Dentro do conceito de incertezas estruturadas, um determinado sistema € modelado
obedecendo uma estrutura, que pode ser por funcao de transferéncia ou espaco de estados. No
caso dessa estrutura de modelo estar sujeita a variagdes, seus pontos de operacao podem ser
representados por vértices de um conjunto numérico que pode assumir uma forma geométrica
convexa (tridngulo, quadrilatero, etc). Portanto, cada ponto de operagdo pode ser considerado

como um vértice do conjunto de incerteza. A Defini¢do 3.1.2 esclarece o conceito de politopo.

Definicao 3.1.2 (GAHINET et al., 1995) Um politopo consiste num conjunto poliedral limitado
e é uma casca convexa de um conjunto finito de vértices , sendo que todo elemento no politopo

pode ser gerado pela combinagdo convexa dos seus vértices.
Matematicamente, a partir da Defini¢ao 3.1.2, € formulado o seguinte teorema:

Teorema 3.1.2 (GAHINET et al., 1995) Dado um sistema incerto com n vértices:
A p p
Ax(1)] =Ax(1),Ac Z =S AA=Y ajAj, ;>0,) aj=1¢. (3.11)
j=1 i=1
O sistema incerto é quadraticamente estdvel se, somente se para sistemas de tempo discreto

existe uma matriz P=P > 0|JA’'PA— P < 0VA € #"" ouA’jPAj—P <0,Vj=1,2,...n, que

consiste no método de otimizacdo via LMIs de (3.1.1)

Com base no Teorema 3.1.2 pode-se generalizar o Teorema 3.1.1 para modelos

politépicos, estabelecendo-se o seguinte coroldrio:
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P

Corolario 3.1.1 Do Teorema 3.1.1, dado o sistema do tipo x = Y, Ajx, p € N, existe uma
j=1

solucdo P > 0 simétrica de modo que A;.PA j—P < —=P,,Vx #0, sendo N > 0 simétrica, uma

matriz arbitrdria.
3.1.5 Incerteza politopica em sistemas LTV

Em Kothare et al. (1996) estabeleceu uma relagdo entre sistemas LTV e incertezas
politépicas conhecido como paradigma do multimodelo (multi-model paradigm), em que um
sistema LTV consiste simplesmente num conjunto infinito de politopos. Este conjunto infinito é

definido como €, o qual consiste no seguinte modelo no espaco de estados:

x(k+1)=A(k)x(k)+B(k)u(k),
(k+1) = A (k) x (k) + B (k) u (k) 3.12)
LAk B | €@,
onde u(k) € %" ¢ o sinal de controle e x(k) € #™ sdo os estados armazenadores de energia.

Considere que o conjunto 2 pode ser modelado politopicamente tal que

QeCO{ [Al Bl] [Az 32] [As 33] [Ap Bp} } (3.13)

em que (3.13) consiste numa casca convexa de conjuntos politépicos. Se p = 1, tem-se um
sistema LTT cléssico conhecido em literatura. Entao, o modelo politépico apresentado em (3.13)
€ definido da seguinte maneira conforme Kothare et al. (1996):

1. Considere um sistema (possivelmente nio linear) com diferentes pontos de operacdo para
diferentes instantes de tempo. Para cada conjunto de dados, desenvolve-se um conjunto
linear de modelos baseados no mesmo vetor de estados. Logo, € razodvel que os sistemas
modelados em (3.12) e (3.13) com vértices dados por modelos lineares no espaco de
estados serdo aplicados a0 mesmo sistema.

2. De acordo com o item anterior, suponha que a Jacobiana [ ‘3_45 ‘3_5 ] de um sistema nao
linear discreto variante no tempo x(k+ 1) = f (x(k),u(k),k) é conhecido existindo dentro
de um conjunto Q. Entdo pode ser mostrado que toda a trajetdria (x,u) do modelo ndo
linear original trata-se de uma trajetdria definida em (3.12) para qualquer sistema LTV
dentro do conjunto Q. Logo, o sistema original, ndo linear, pode ser aproximado a um
sistema LTV modelado no espaco de estados por incertezas politdpicas. Semelhantemente
a isto, pode ser mostrado ainda que os limites dos coeficientes da resposta ao impulso

podem ser convertidos em uma descric@o politdpica incerta de matrizes no espago de

estados. Portanto, a descri¢do por incerteza politopica em (3.13) € aceitavel para (3.12).
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Matematicamente, a afirmac¢do de Kothare ef al. (1996) € entdo representada por:

[A(k) B(k)]éco{ [Al Bl} [Az Bz} [A3 33} [Ap B,,] }69,

justificando o conceito de incertezas politopicas em sistemas LTV no espaco de estados. A
generalizacdo mostrada em (3.14) trata-se de uma conseqii€éncia matemadtica proposta por Kothare
a partir do artigo de Liu (1968). Logo, o sistema linear incerto limitado a casca convexa de (3.13)

modela adequadamente um sistema LTV definido por (3.12).
3.1.6 Complemento de Schur

O Complemento de Schur consiste em um artificio matematico amplamente utilizado
para converter uma desigualdade convexa em uma LMI ou vice-versa (BOYD et al., 1994). Além
disso, o complemento de Schur é ideal para casos em que estdo presentes expressdes matriciais
ndo lineares, convertendo-as em LMIs. Tal conceito € aplicado tanto em solu¢des no dominio
do tempo continuo como no tempo discreto. Além disso, o complemento de Schur € ideal para

casos em que estio presentes expressdes matriciais ndo lineares, convertendo-as em LMIs.

Lema 3.1.1 (Complemento de Schur) (BOYD et al., 1994) Seja a seguinte matriz de blocos

Mi(x) My(x

M(x) = 1) Malx) (3.15)
My (x)" Ms(x)

sendo M3(x) uma matriz quadrada ndo singular (ou seja, Mz(x)~' #0). O complemento de

Schur de M3 em My, denotado por (M/Ms3), é definido por:

Mix) = Mi(x) M,(x) B 1 ,
(x) = = M, (x) — M (x)M3(x)” Mp(x)",M3(x) > 0. (3.16)
My(x)" Ms(x)

Se M (x) > 0, obtém-se a forma equivalente

Mo — | M (x) Mr(x) | ) .
(x) = = M3 (x) — My (x)' M (x)” " M>(x),M;(x) > 0. (3.17)
M;(x) M;3(x)

O complemento de Schur pode assumir uma formulacdo matricial equivalente. A
versdo equivalente trata-se da sua versdo diagonalizada de M(x) do Lema 3.1.1. Usando as
técnicas de diagonalizagdo empregadas na teoria de Algebra Linear, é formulado o seguinte

lema:
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Lema 3.1.2 Outra forma equivalente, usando as propriedades da transformagdo de congruéncia
sao
M, M, M, — MMM, 0
mM=|"" & 2 . (3.18)
Mé M 0 M;

Isto para o caso da matriz arbitrdria T definida por

I 0
T = , (3.19)
—MiMy T

sendo esta ndo singular.
Contudo, o Lema 3.1.2 € restrito a situacdes mais especificas de modelagem com

restricoes. Para esta tese, a versao do Lema 3.1.1 € a que serd mais utilizada para a modelagem

das restrigdes LMIs.
3.1.7 Formulagdo da estabilidade de Lyapunov por LMIs

As subsecdes anteriores apresentam as teorias fundamentais para modelagem da
estabilidade de Lyapunov utilizando restricdes LMIs. Considerando o que foi definido no

Corolario 3.1.1 de modo que
A;-PAj —P< P, (3.20)
Tome N = 0 na condicdo simplificada de (3.20). Seja Q = Q' > 0 tal que P = Q. Substiuindo
P = Q! em (3.20), para N = 0, tem-se que
A0 'A;— 07! <o. (3.21)
Multiplicando —Q a direita e a esquerda em (3.21),
Q—0A’07'A;0 > 0. (3.22)
Rearranjando e aplicando o Lema 3.1.1 em (3.22) torna-se em

0 o4

AjQ 0

que consiste na desigualdade de Lyapunov por LMI, a qual também pode ser resolvida pelo

>0, (3.23)

seguinte problema de minimizagao:
min tr (Q)
0 QA} (3.24)
A0 0O

sujeitoa
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Note que o tr{Q} é o tragco da matriz, que é a soma dos elementos da diagonal principal, € uma
fungdo linear (AGUIRRE, 2008).
Seja um sistema no espago de estados definido por (3.12) modelado por incertezas

politépicas conforme a Subsecdo 3.1.5. Seja o modelo entdo formulado politopicamente tal que

x(k+1)=Ax(k)+Bju(k),

(3.25)
u(k) = Fx (k)
Aplicando a realimentagdo de estados, (3.25) torna-se
x(k+1) = (Ajx+B;F)x(k) = Ax (k). (3.26)

Substituindo (3.26) em (3.24) e fazendo Y = FQ, tem-se a seguinte restricao de Lyapunov via

LMI para sistemas de malha fechada:

min 1r(Q)
0 (4,0+B)Y)’ 0 (3.27)
(Aj0+B)Y) 0 -

onde F = YQ~!. Portanto, (3.27) consiste na desigualdade necessaria para obtencio do modelo
de malha fechada para um sistema politépico com realimentacdo positiva. Considerando um

modelo com realimentag@o negativa, basta fazer K = —F para obtenc¢do do ganho do controlador.
3.1.8 Relaxagao das LMIs

Até a Subsecado 3.1.7, o conceito de estabilizacdo de Lyapunov com restrigdes LMIs
€ aplicado em sistemas que aceitam, em sua modelagem politépica, critérios conservadores de oti-
miza¢do. Define-se que um critério é conservador quando atende a uma determinada modelagem
bem condicionada, normalizada a uma referéncia base. Para sistemas mal condicionados, essas
restricdes conservadoras de LMIs podem nao atender as condicdes de factibilidade do problema
em (3.27) ou haver uma violacdo do processo de otimizacao, havendo uma solucdo factivel,
porém fora do espaco convexo. Visando contornar condi¢des conservadoras de otimizagdo para
sistemas mau condicionados, sd@o propostas relaxacdes no procedimentos de restri¢des, tornado
o conjunto de solugdes mais “eldstico” em relagdo aos critérios LMIs mais tradicionais. Os
procedimentos de relaxacdo sdo abordados por Cuzzola et al. (2002) e mostram a efetividade do
modelo, aumentando os intervalos de operacao até o ponto de ruptura do modelo LMI tradicional.

Seja uma matriz G, compativel ndo-simétrica e semidefinida positiva tal que G+ G’ >

0. A matriz G é uma matriz de relaxagdo, que permite o procedimento de otimiza¢do encontrar
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uma solugdo para situagdes em que o modelo classico de (3.27) ndo € capaz de resolver. Considere
também a matriz Q; = Q} >0 o qual QJTI > 0 aplicado em um sistema mal condicionado no
espaco de estados de (3.25), o qual é factivel em pelo menos um vértice do politopo, mas nao

lhe é garantida a factibilidade aos demais vértices do politopo, de modo que

Q;l > 0. (3.28)
e que
G+G > Q;l > (). (3.29)

Multiplicando por (G — Q;)" a esquerda e por (G — Q) a direita, (3.28) torna-se
(G-0))'0;'(G-0)) >0. (3.30)
Desenvolvendo (3.30), € mostrada a seguinte desigualdade

G'07'G>G+G -0 (3.31)

A desigualdade apresentada em (3.31) consiste na condicdo que garante a convergéncia e
linearidade em um sistema com restricdo LMI com relaxacdes. Para que a relaxagdo seja obtida,
o conceito da estabilidade de Lyapunov de (3.21) serd tratada em relacdo a matriz G e nao
a matriz Q da forma tradicional, ja que a condicdo desta secdo se aplica para sistemas mal

condicionados. Portanto, multiplicando —G’ a esquerda e G a direita para Q;, (3.21) torna se
G'0;'G-GA07'A;G <. (3.32)

Este tipo de artificio € necessdrio para que a simetria matricial seja garantida caso seja aplicado
o Lema 3.1.1. Aplicando o lema de Schur, (3.32) € tratada pela seguinte desigualdade
G0'G (A;G)
(4;G)  Qj

(3.33)

Substituindo a condicao de relaxacdo de (3.31) em (3.33), obtém-se a estabilidade de Lyapunov
com relaxacdo LMI:
G+G — 0Qj (AjG)/
(4;G) 0

(3.34)
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Observe que (3.34) garante a relaxacao, sem perder a otimizagdo por LMI, pois a aplicacdo de
(3.31) torna a desigualdade mais restritiva, garantindo a factibilidade. Expandindo o conceito
para o espaco de estado em malha fechada, tem-se que

G+G —-Q; (AjG+BjY)

(A;,G+B;Y) of

>0, (3.35)

sendo F = YG~!. Portanto o conceito de relaxacio LMI permite que sistemas nio convexos
tornem-se convexos através de uma matriz de relaxacdo G > 0 mas ndo-simétrica, cuja formula-
¢do permite expandir a regido de factibilidade do sistema sem violar as condi¢des de convergéncia

da técnica otimizacao.

3.2 Controle IH-MPC

O controle preditivo baseado em modelo(MPC) com horizonte infinito (IH) consiste
na formulacdo matemdtica do uma estratégia de controle cujo horizonte de predicao visa a

minimizacao do indice de desempenho dado por

min maxJo (k)
e (3.36)

Jo(K) = ¥ [x(k+ilk) Qux (k+ilk) +u (k+ilk) Ryu (k+ik)]

Itas

oqual Q; = Q] >0e Ry =R} > 0. Na funcio custo proposta, x(k + i|k) indica o passo de
predic@o a frente do estado e u(k + i|k) é o passo de predi¢do a frente do sinal de controle.
O indice apresentado em (3.36) trata-se de um problema min — max conforme Kothare et al.
(1996). Nesse contexto, a maximizagdo do conjunto €2 deve-se a escolha dos pontos de operacao
do modelo LTV dado por A(k+i) B(k+i) | € Q,i > 0, o qual, se usado nas condicdes de
predicdo, é capaz de atingir a condi¢@o de pior caso do valor de J..(k) entre todas as plantas de Q.
Dai entdo, o valor de pior caso de J..(k) é minimizado em torno dos horizontes presente e futuro
de predicdo para u(k+ilk),i =1,2,...,m. Esse problema min — max, entdo considerado para o
limite m, ndo € computacionalmente tratdvel, de modo que esta formulagcdo em (3.36) ndo € muito
utilizada na literatura. Para que a defini¢do em (3.36) seja utilizada para fins do MPC, usa-se o
método da derivacio do limite superior (Derivation of the Upper Bound) considerando o limite
dado pela realimentacdo de estado pelo sinal de controle u(k+i|k) = Fx(k+ilk),i > 0. Portanto,
considere a busca do ponto de equilibrio da fung¢do de Lyapunov V(x) = xX'Px,P =P >0

alinhando o ponto de operacdo na funcao custo em (3.36) no tempo discreto

V(x(k+i+1]k)) =V (x(k+ilk)) < —Jo(k). (3.37)
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Para que o desempenho robusto seja atingido, x (eo|k) = 0, logo V (x (eo|k)) = 0. Dessa maneira,

(3.37) pode ser visto como

=V (x(k+ilk)) < —Jo(k). (3.38)
Portanto
Joo (k) <V (x (KK)). (3.39)

Usando o critério min-max de (3.36), a derivacdo considerando o limite superior da funcdo

Lyapunov para funcao custo € dado por

max Joo (k) <V (x(k|k)). (3.40)

A(k+i) B(k+1i) |€i=0
A condi¢do definida em (3.40) mostra que a medida que k — oo, a lei de controle u(k + ilk) =
Fx(k+ i|k) atua de modo que a funcéo custo seja sempre inferior a funcdo de Lyapunov do
sistema LTV. Portanto, para todo o sistema definido no espaco de estados LTV discreto, a
condicdo em (3.40) garante a estabilizacdo da matriz P da fun¢do de Lyapunov em cada instante

de tempo k.

3.3 Diagrama de blocos proposto

O uso de mecanismos de seguimento de referéncia € indicado para problemas na
busca do erro nulo em regime permanente. Inicialmente utilizado em servomecanismos, o
mecanismo de seguimento de referéncia é abordado massivamente na literatura, tanto para
modelos no tempo continuo (LEVINE S, 1999; SKOGESTAD; POSTLETHWAITE, 2005) como
para modelos discretos (FADALI, 2009).

A Figura 6 apresenta o diagrama de blocos proposto neste trabalho para obtengao
do ganho de controle do conversor (FADALI, 2009; LEVINE S, 1999). O diagrama proposto
minimiza erro de regime através da acdo integral e do ajuste fino das varidveis g e h. A varidvel
g consiste na varidvel do denominador da acdo integral e 4 a varidvel do numerador. Na sua
forma classica, a acdo integral no tempo continuo € dado por % Usando a discretiza¢ao por
avanco de Euler , torna-se ZIS—’I e por atraso de Euler, usa-se a fracdo Z’i—’zl No livro do Ogata
(1986), ¢ realizada a discretizacdo da acao integral por atraso de Euler na sua modelagem da

acdo integral. Contudo, a modelagem apenas torna-se vidvel para D = 0 no modelo no espaco de

estados da planta de malha aberta. J4 Fadali (2009) modela a acdo integral por avanco de Euler,
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permitindo a modelagem para D # 0 e tornando as matrizes expandidas similar ao modelo do

tempo continuo de Dorf e Bishop (1998).

Figura 6 — Diagrama de blocos proposto.

r(k) e(k)

y(k)

Fonte: Autor.

Baseado no livro de Fadali (2009), é proposta uma variacao da acao integral com o
objetivo de aumentar os graus de liberdade do modelo. Para o modelo da Figura 6, g =1 e & pode
variar de modo a melhorar a resposta de regime de acordo com o perfil de projeto. Inicialmente,
considera-se que g = 1 e h = 1, conservando a configuracdo cldssica da acdo integral. Com base

na figura referente ao diagrama de blocos, as expressdes do modelo sdo dadas por:

x(k+1) = Ax (k) + Bu (k), (3.41)
y (k) = Cx (k) +Du k), (3.42)
vik+1)=gv(k)+he(k), (3.43)
u (k) = —Kx (k) +Kpv (k) (3.44)
e(k) =r(k)—y(k). (3.45)

Substituindo (3.45) em (3.43), tem-se

v(k+1)=gv(k)—hy(k)+hr(k). (3.46)
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Agora, substituindo (3.42) em (3.46), obtém-se a seguinte expressao:
v(k+1) = gv(k)—hCx (k) — hDu (k) + hr (k). (3.47)

Fazendo r(k) = 0, pois 0 modelo no espago de estados trabalha-se no formato de regulador,

e reorganizando (3.41) juntamente com (3.47). Vé-se que essas duas equagOes podem ser

x(k
organizadas utilizando o espago de estados expandido tal que £ (k) = (k) . Portanto, de
v (k)
(3.41) e (3.47), tem-se que
x(k+1 A 0 x(k B
(k+1) ) _ G u (k) (3.48)
v(k+1) —hC g v (k) —hD
onde
. A 0 R B
A= e B= . (3.49)
—hC g —hD

Para o modelo de malha fechada, basta substituir (3.44) em (3.48) e considerar r(k) # 0 de

(3.47). Portanto, a expressao torna-se

x(k+1) A—BK BK; x (k) 0
_ + r(k). (3.50)
v(k+1) —h(C—DK) g—hDK; v (k) h

Aplicando (3.44) em (3.42), a equacgdo de saida é

[ x (k)
(C—DK) DK; . 3.51)
v (k)

y(k) =

As matrizes Ay, f, By r,Ciny € Dy p de malha fechada de (3.50) e (3.51) sdo:

A—BK BK; 0
) Bmf = )
“h(C—DK) g—hDK; h (3.52)

2>
3
I

Cnf = [ (C—DK) DK; |,Dms=0.

Considerando g =1, h=1e D =0, (3.52) torna-se o modelo classico utilizado na
literatura de controle. Logo o diagrama de blocos proposto trata-se de uma generalizagdo do
modelo classico, sendo entdo aplicado e ajustado para sistemas no espago de estados discreto

com D # 0.
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3.4 Conceito de espaco de estados expandido com incertezas politépicas LTV

Considerando um sistema LTV modelado no espacgo de estados expandido conforme

o diagrama de blocos proposto na Secdo 3.3 definido por

Rk+it1k)=Ak+i)x(k+ilk)+B(k+i)u(k+ilk),

. o D (k+i) .
y(k+ilk) = [ Clk+i) 0 }x(k—l—l|k)+ . u (k+ ilk) (3.53)
é(;;i) -
D(k-+i)

de modo que [ A (k+1) B (k+1) ] € Q. Conforme visto na Subsecao 3.1.5, o conjunto LTV
Qtal que Q € Co{ , [ A, B, } [ A, B, ] }, que consiste em um conjunto politépico
convexo. Cada politopo é modelado como um vértice convexo conforme definido por Kothare et

al. (1996), logo Vk,3p #0|A;(k), j=1,2,...,p tal que

i =1— [A(k) [B(k+i)]

H Mm
>
>

) [Aj|B;] (3.54)

constitui-se a defini¢do proposta por Cuzzola et al. (2002). A partir de (3.54) e fazendo x(k +
i|k) = x(k), (3.53) torna-se

A

£(k+1)=A;x (k) +Bju(k),

v = c; 0]ek)+ u (k) (3.55)

3.5 Consideracoes sobre o capitulo

As teorias apresentadas neste capitulo constituem-se uma concepg¢ao resumida das
principais ferramentas tedricas utilizadas para formulacao da teoria proposta na tese. Os aspectos
tedricos sobre LMIs serdo usados para obtencdo do modelo com restri¢des no espago de estados
do MPC proposto. Cita-se ainda que a introduc¢do ao IH-MPC apresentado na Secdao 3.2
concatena os conceitos de controle preditivo a funcdo de estabilizacdo de Lyapunov. Acrescenta-
se também os conceitos do modelo do diagrama de blocos generalizado proposto, que combinado
aos conceitos da secdes anteriores, sdo fundamentais para se entender a teoria do MPC-LMI

Relaxado proposto no capitulo subseqiiente.
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4 CONTROLE MPC COM RELAXACOES

Este capitulo apresentard os principais conceitos do MPC com relaxagdes LMIs.
Inicialmente, serd apresentado as defini¢des, bem como o conceito de estabilizacdo de Lyapunov
baseado no indice de desempenho quadratico. Em seguida, serd mostrado o processo de relaxacao
aplicado ao MPC, o que permite a aplica¢do do controle preditivo em sistemas mal condicionados,
pois o conceito relaxado aumenta a regido de factibilidade. Além disso, a andlise de relaxacdo
serd simplificada de modo que a garantia de convergéncia se da pela matriz de relaxacio e nao
pela matriz de Lyapunov Q através da andlise das elipsdides de estabilidade. Apresentar-se-4
ainda as modelagens das restri¢des de entrada e de saida por LMIs, obedecendo as condi¢des de
relaxagdo do procedimento de otimizacdo. No final do capitulo, serd proposta a abordagem offline
do conceito MPC relaxado, o que permite a formulacdo da lei de controle sem a necessidade de
atualizag¢ao do ganho de realimentacdo a cada processo iterativo, como € conhecido na literatura.
A proposta offline apresentada € a base da aplicacdo do conceito do MPC-LMI relaxado em

conversores boost CCTE.

4.1 Definicao do IH-MPC Relaxado por LMIs

O conceito do IH-MPC proposto consiste na técnica de otimizagdo passo-a-passo
de um sistema no tempo discreto visando a minimiza¢do da fungdo custo baseado na Segdo 3.2.

Considerando as mesmas condi¢des da teoria abordada no Capitulo 3, o IH-MPC expandido é

definido por:
min maxJo (k),
. uh) o : (4.1)
Joo (k) = ¥ [£(k+ilk) Q1% (k+ilk) +u(k+ilk) Ryu(k+ilk)]
i=0

o qual Q; = Q] >0e Ry =R} > 0. Na funcio custo proposta, £(k + i|k) indica o passo de
predicao a frente do estado e u(k +i|k) € o passo de predi¢do a frente do sinal de controle.
Considerando o fato de que o sinal de controle do conversor boost do Capitulo 2 é

dado por 0 < u(k+ilk) < 1. Logo, o sistema possui restri¢des de operagio do atuador. Portanto,

||ur (k+ilK) ]2 <Upmax, 1 >0, r=1,2,...,n,

. (4.2)
[[yr (k+ilk)] |2 < Yrmax, i 20, r=1,2,...,ny
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Observa-se entdao que a definicdo do MPC visa resolver o problema do sistema no
espaco de estados LTV com restri¢des no sinal de controle e na saida conforme Cuzzola et al.
(2002). Seja uma fungdo quadrética do tipo V (x) = £'P;, sendo Pj = PJ’. > 0. Considere o estado
£(k|k) = £(k) do sistema (3.53). A partir de (4.1), deseja-se atingir o equilibrio de Lyapunov, tal

que
V(%(k)) < —Jw (k). (4.3)

Aplicando a estabilidade Lyapunov, com base na Secdo 3.2, segue-se que
V(#(k+1) =V (%K) < —%(k) Q1% (k) +u(k) Ryu(k). 4.4)

Considerando o modelo de malha fechada da expressao cujo controlador é LTV, de (3.26),

segue-se que
£(k+1)=(A;+B;F(k))£(k), (4.5)

substituindo (4.5) e u(k) = F'(k)%(k) em (4.4), obtém-se a seguinte desigualdade, considerando

a independéncia linear de £(k) ,

(Aj+BE(K)) P (A;+ B;E (k) — P+ (01 + E(K)Ri F (k) <O0. (4.6)

Fazendo P; = }/Q]TI , € substituindo em (4.6), segue-se

(A,G+BjF (k)G) vQ; " (A;G+B,F (k) G)

4.7)
~YG'Q7'G+ (G Q1G+G'F (k)R F (k) G) <0,
multiplicando (4.7) por —y !, tem-se
G'0;'G— (A;G+BjF (k)G)' 0;' (A;G+B;F (k) G) s
—~Gy'QIG-GF (k) v 'R (k)G >0,
G'07'G— (A;G+B;F (k) G)' Q7' (A;G +B;F (k) G)
12\ 1 1/2 1/2 4 " 1/2 (4.9)
—( 1 G) 4 (Ql G) - (R1 F(k)G> 14 (R1 F(k)G) >0,
aplicando o Lema 3.1.1 quatro vezes em (4.9), obtém-se a desigualdade
[ G0 s o+ s |
AjG+B;F (k)G Q; * =
Ry we e > 0. (4.10)
RPPEKG 0 0 9
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Entretanto, a expressao (4.10) ainda ndo tem condicdes de ser uma LMI por causa de 2 problemas:
primeiro € a bilinearidade de G’ Q;IG, segundo € a situagdo de inversao de Q;l. Para isso, é
necessdrio estabelecer uma restri¢do de relaxagdo em que G+ G’ > Q;, o qual G seja quadrada,
nao singular e ndo simétrica. Tal restricio permite que as LMIs aumentem a sua regido de
factibilidade, ou seja, aumentem suas regides de solu¢do. Tal condi¢do é adotada por Cuzzola
et al. (2002) para obter a relaxacdo do MPC proposto por Kothare et al. (1996). Para que o
procedimento convirja em uma solug@o convexa, € estabelecida relaxa¢des nas LMIs conforme
visto na Subsecdo 3.1.8. Aplicando (3.31) em (4.10) e fazendo Y = F(k)G, é obtida a seguinte
LMI de Cuzzola et al. (2002):

G+G —-Q; = * «
AjG-l-éjY Q;j * x
01’6 0 y =«

Ry 0 0 y

>0,i=1,...,p, (4.11)

em que F(k) =YG™ .

Contudo, a restri¢do em (4.11) apenas garante a estabilizacdo por minimizac¢ao do
indice de desempenho definido em (4.1), sendo entdo uma das restricdes necessdrias para garantir
a robustez do IH-MPC. A subsec¢do seguinte define o conceito das elipséides invariantes de

estabilidade e a sua importancia na garantia da minimizacao do indice de desempenho.
4.1.1 Elipsoides invariantes de estabilidade

Para que (4.11) seja garantida, considera-se que V (x(k|k)) < 7, sendo ¥ a varidvel
objetivo do processo de otimizagdo. Portanto, para V(x(k|k)) <y = Ju(k) < V(x(klk)) <7,

tem-se a seguinte restri¢ao:
x(klk)' Ppx(k|k) <y = x(k[k)'Q; 'x(k[k) < 1= 1—x(k|k)'Q; ' x(k[k) > 0. (4.12)

Em que P; refere-se a matriz de estabilizag¢@o para cada politopo do conjunto €. Aplicando

Schur em (4.12), tem-se

1 x(klk)

/ >0,0;=0>0. (4.13)
x(klk)”  Qj

Tal definicao proposta por Kothare et al. (1996) e por Cuzzola et al. (2002) garante a estabilidade

do controlador F (k) com solugio factivel e BIBO estdvel para k — . Sendo assim, & medida
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que k — oo = Q,:l > Q,;ll. No entanto, Cuzzola et al. (2002) propds o uso da elipsoide
invariante utilizando uma varidvel objetivo paralela B em seu processo de otimizagdo. Contudo,
o procedimento tornaria o processo de otimiza¢do mais complexo, pois seria um processo de
otimizac¢do multiobjetivo para obtenc¢do da solugdo para minimo ¥ e maximo f3. Para resolver
este problema, é proposta uma simplificagcdo do método de otimizagao de Cuzzola et al. (2002).

Portanto, considera-se que G < Q;, de modo que

G>0;=G'<0o;". (4.14)
Considere a restri¢do definida por (4.12), o qual

X0 'x<1, (4.15)
multiplicando x’ a esquerda, x a direita de (4.14) e comparando com (4.15), observa-se que
X6 'x<xXQ;'x <1 (4.16)
Portanto, para que a restri¢cao seja satisfeita para o MPC robusto em 7, basta

G—0;>0. 4.17)

Dessa forma a convergéncia em (4.13) continua garantida acrescentando-se a restri¢dio G — Q; >
0 nos processos de otimizacdo. A Figura 7 mostra uma ilustragdo geométrica do conceito
matematico das elipséides invariantes de Kothare et al. (1996) e Cuzzola et al. (2002).

O conceito adotado por Kothare et al. (1996) faz uso Q;l unico, que atenda a todos
os politopos disponiveis do projeto de controle. Portanto, seu estudo contempla o caso em que
Qi=0= Q' > 0. Ja Cuzzola et al. (2002), relaxa o conceito das LMIs adotados por Kothare ef
al. (1996), considerando tanto o caso online como o offline. Para o caso offline, Cuzzola et al.
(2002) estabelece uma matriz simétrica semidefinida positiva Q,;l, diferente da matriz Q; do
caso online. Contudo, para que QJTI e 0, sejam satisfeitos, seria necesséria a escolha de um dos
parametros objetivo para que a regido € da elipsdide. Entretanto, a escolha de um ndo garantiria
a eficiéncia da outra. Visando resolver este problema, sem perder as caracteristicas online de
Cuzzola et al. (2002), utiliza-se o método offline de Wan e Kothare (2003), acrescentando (4.17)
no processo de restri¢cao, tornando a solucdo suficiente, mesmo sendo uma condi¢do intermedidria
entre as opcoes adotadas por Kothare et al. (1996) e Cuzzola et al. (2002).

O conceito fisico das elipsdides de estabilidade no controle robusto € interpretado da

seguinte forma: seja uma resposta BIBO estdvel de malha fechada por excitacdo tipo FIR (Finite
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Figura 7 — Elipsoides invariantes.
x

Q;' (KOTHARE et al., 1996)

G1! - Proposto
UZZOLA et al., 2002)

X1

L

x(k+ilk) € &,¥i>1

Fonte: Autor.

Impulse Response), dentro das condic¢des iniciais circunscritas na regidao da curva elipsoidal,
tenderd a zero em regime permanente sem violar qualquer um dos limites dentro da elipséide.
Logo, cada matriz G~! pode ser projetada geometricamente como uma elipse (se for 2 x
2) ou uma elipséide (caso seja 3 x 3) de acordo com os principios da diagonalizacdo e da
projecdo quadratica da algebra linear (LAY, 1997). A ilustracdo da Figura 7 trata-se de uma
visdo bidimensional do conceito apresentado nesta se¢do, a mesma formulacao € valida para
matrizes SDP (semi definida positiva) de ordem 3. A justificativa matematica do desenho
das elipsoides deve-se ao fato dos autovalores das matrizes serem geralmente positivas e nao-
negativas, garantindo uma projecdo geométrica e uma andlise fisico-matematica, pois a trajetoria
de malha fechada da resposta FIR (Finite Impulse Response) precisa manter-se circunscrita no
espago matricial representada geometricamente por uma elipse ou elipsoide (KOTHARE et al.,
1996).

Nas secOes seguintes, € acrescentado algumas restricdes capazes de buscar uma solu-
¢do para sistemas com limitacdes de entrada e saida. Desta forma, as elipsoides de estabilidade

podem ser formuladas considerando limita¢des do sinal de controle ou dos valores de saida.
4.1.2 Restricdo no sinal de controle

O uso das restri¢des do sinal de controle € indicado para problemas que exista a
necessidade de limitacdo das varidveis de entrada. Uma vez considerada esta restri¢do, adota-se
uma condicao de limitagdo factivel com o sistema real. Desta maneira, é calculado o ganho
conforme a restricao do indice de desempenho da (4.11) e da restricao de entrada baseada na

condi¢do da norma euclidiana do sinal ser inferior ou igual ao sinal méximo permitido. Portanto,
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para a restri¢ao no sinal de controle conforme Cuzzola et al. (2002) considera-se a restri¢ao

adotada em (4.2). Define-se que o sinal de controle é dado por
l|lu(k+ilk)|, < tmax- (4.18)
Fazendo uma manipula¢do de varidveis baseado em Kothare et al. (1996), tem-se que
2
k+ilk)||5 = YG x(k+ilk
max [lu (k+ i) rgﬂg” x (k+ilk) ||

_ 2
< max Y G|

1o
= Amax (YG"Q; 0; G"IY’) :
Sendo ||u (k+ilk) ||% <u?..,i >0 e reorganizando a expressdo anterior, segue-se
2 ! —1 /
umaX2Y<GQJ. G)Y.
Portanto, aplicando o complemento de Schur definido na Se¢ao 3.1.6, tem-se

ur I Y

max

¥ <G’Q]TIG> > 0. (4.19)

Considerando a desigualdade em (3.31), logo

ur I Y

max

Y  G+G —Q,

> 0. (4.20)

Ajustando a desigualdade de (4.20) de modo que X seja uma varidvel semidefinida positiva, tal

que X, < u%max, logo

X Y
Y G+G -0,

>0, Xer <, F=1,2,.....1 (4.21)

r,max»

A modelagem fisica da restricdo do sinal de controle consiste no fato de que o
atuador tem um limite de operacdo dentro de uma faixa definida. Portanto, essa faixa de operagdo
¢é acrescentada no processo de restricdo. Em sistemas de fase ndo minima, existe o fato do
sinal de controle ser negativo em uma parte do regime transitério. Contudo, dificilmente isto é
implementado na prética, pois a maioria dos atuadores apenas considera valores positivos ou
igual a zero. O processo de otimizacdo LMI considerando a restri¢ao do sinal de entrada visa
encontrar uma solucio em que a estabilidade seja garantida dentro da drea de restri¢do desejada.

Portanto, o efeito da fase ndo minima € atenuado pelo fato de que a solu¢do de malha fechada
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sempre serd estdvel, mesmo considerando a sua existéncia dentro da modelagem do sistema.
Portanto, a restricao do sinal de controle em (4.21) no procedimento de otimizagao contribui
para que a estabilidade de malha fechada seja garantida dentro das condi¢des de otimizagao,

independente dos efeitos dos polos e zeros existentes no sistema, incluindo a FNM.
4.1.3 Restricdo na varidvel de saida

O modelo de restri¢dao de saida segundo Kothare et al. (1996) e Cuzzola et al. (2002)
considera a matriz D = 0 para formulacio das desigualdades. Logo, a defini¢cio do modelo no
espaco de estados em (3.53) possui D = 0. A condic¢do para D # 0 assume uma modelagem
bilinear em que ndo pode ser realizada via LMIs como proposto neste trabalho. Para o modelo
politépico de Cuzzola et al. (2002), seja o modelo definido por [ A (k+j) B(k+j) | €Q 2
Co{ [ A, B } [ A, B, } [ A; B ] },j: 1,...,p conforme mostrado no inicio
da Segdo 4.1. Considere ainda a condicio y(k) = C;%(k) na expressdo (3.53) e a restrigdo da

variavel de saida em (4.2). Portanto,

[y (k+i[k)[[5 < Ymax (4.22)

Manipulando as varidveis de forma andloga a Subsecao 4.1.2

max ||y (k+ilk)||5 = max éj(AJ—f—l?JF(k)))?(k—i—ﬂk)Hz
< max Ci(Aj+B,F (k) zl[;.j =0

sabendo que ||y (k+i[k)||3 < y2 .. aplica-se ento a seguinte desigualdade
N A oA a 1
6 |(Cj(Aj+B,F (k) Qj} < Vax- (4.23)

Desenvolvendo (4.23), tem-se

_1
Multiplicando Q ; % a direita e a esquerda, em seguida, extraindo G da expressdo e multiplicando

G’ a esquerda e G a direita, obtém-se

G'0;'G— (¢ (A,G+BY)) vl (C; (A;G+B;Y)) > 0. (4.24)
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Aplicando Schur em (4.24), obtém-se a desigualdade

Go G *
A AQJ R , > 0. (4.25)
Cj(AjG+BjY) Vol

Reorganizando (4.25), tem-se entao:

G+G —-Q; =« )
A A >0,Zyr < Yimaxs T=1,2,...,1ny. (4.26)
Ci(AjG+Bjy) Z

Portanto, caso a restri¢ao de saida seja limitada a algum sobressinal, basta acrescentar

no procedimento de otimizagao a condi¢do da expressao (4.26), considerando D = 0 mencionado

anteriormente € y;,,x 0 valor desejado incluindo o sobressinal desejado.

4.2 MPC-LMI Relaxado Offline

A Secdo 4.1 mostra a modelagem e a demonstracio do MPC-LMI com relaxagdes em
uma abordagem online do modelo, ou seja, o ganho do controlador € atualizado a cada iteragdo
por periodo de amostragem. Nesta secdo, € mostrada a versao offline do processo, conforme
proposto por Wan e Kothare (2003), que usa o modelo de Kothare et al. (1996) na sua forma
offline usando o conceito das elipséides invariantes de estabilidade da Subsecao 4.1.1. Portanto,

a formulagdo do teorema do MPC online € dado pela seguinte descri¢ao:

Teorema 4.2.1 (CUZZOLA et al., 2002) Dado um problema de otimizacdo via LMI com as
seguintes restricoes min Y (4.13),(4.11), (4.21). Se tais LMIs alcancam a solugdo para todo
tempo discreto k, entc{o ’esjtas admitem solugdo para todas as condigoes futuras mantendo-se as
restri¢bes supracitadas.

Portanto, se a lei de controle para horizonte recente no espaco de estados pode ser

calculado passo a passo via restricoes LMIs do paragrafo anterior, entdo existe solugdo F que

estabiliza (3.55) para todo tempo discreto k.

prova 4.2.1.1 A demonstracdo do Teorema 4.2.1 é mostrado com clareza durante toda a Se¢do

4.1.

Lema 4.2.1 Considere uma planta modelada de acordo com (3.55) e o ganho de realimentacdo
de estados dado por u(k) = YG'%(k), em que Y e G sdo obtidos através do algoritmo do

Teorema 4.2.1 para um sistema no espago de estados com condi¢do inicial em Xy. Entdo, o
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subsistema & = {)? e A"\ & G li<y® Q; < 1} no espago de estados definido em %", sendo
ng o numero de linhas do vetor X, é considerado uma elipsdide invariante assintoticamente

estdvel.

prova 4.2.1.2 Conforme procedimento andlogo a Wan e Kothare (2003), seja G uma matriz
semidefinida positiva que permite relaxa¢do conforme proposto por Cuzzola et al. (2002). Se
para o procedimento online de Cuzzola et al. (2002), existe F =Y G~ para todo tempo discreto
k conforme Teorema 4.2.1, logo, dado um conjunto de X obtido via resposta ao impulso de malha
aberta em (3.55) com condigoes iniciais ndo nulas, existird para cada tempo k, uma solugdo tal

que G 1% < )?’Q}l)ﬁ <1 a medida que X — 0.

Com base na defini¢do de elipséide proposta por Wan e Kothare (2003) e com o
Lema 4.2.1 o algoritmo do controlador MPC via LMI offline segue procedimento andlogo ao

Teorema 4.2.1.

Algoritmo 4.1 (Controlador MPC-LMI offline com relaxacées) Considere um sistema incerto
(3.55) sujeito as restricoes (4.2). Para um sistema offline, dado uma condi¢do inicial de pontos
X2 obtido via resposta impulsiva de malha aberta, gera-se uma sequencia de minimizadores
%,0;,Gi,Xi,Y;eZi(i=1,...,N). Tomei:=1
1. compute os minimizadores Y;,G;,Q;,X;,Y; e Z; com base no Teorema 4.2.1 com as restri-
¢oes adicionais Gi_1 > Gj, G; > Q; e armazene G;l, F;, X; e Y; em uma look-up table;
2. sei <N, escolha o estado (x2)y1 satisfazendo || Héfl < ||&it1 ”2le <1. Tomei:=i+1
e vd para o passo 1.

Para o processo online, dado uma condigdo inicial ||£(0)||7.-1 < 1, tome o estado x(k) para o

Ie
G;

respectivo tempo k. Desenhe a busca envolta de G;l na look-up table para encontrar o maior

indice i(ou equivalente, a menor elipsoide &; = {)? S %"fﬁ’G;]ﬁ < )?’Q;IJG < 1} de modo que

1% (k)| 71 < ||& (k)71 < 1.

2
2,
Aplique a lei de controle u(k) = Fix(k).

2
I

O Algoritmo 4.1 consiste em uma emulacdo do MPC online em um contexto de
aplicagdo offline, o qual escolhe-se o melhor valor que atenda as necessidades de projeto.
Geralmente, o melhor valor trata-se do enésimo valor do procedimento, ji que considera-se uma
otimizacdo cujo ¥; é praticamente constante. No entanto, os demais valores sdao também vélidos,
pois todos sao aplicados em uma condi¢do de estabilizacdo por LMIs. Logo, a escolha de F; deve

ser visto conforme as especificagdes e perfis desejados do projetista.
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4.3 Consideracoes finais do capitulo

Neste capitulo foi abordado as defini¢des principais do IH-MPC no espago de estado
LTV considerando seu modelo aumentado apresentado no Capitulo 3 e levando-se em conta as
restricoes de entrada e de saida do modelo. Além disso, a definicao considera a estabilizacao
do MPC baseado no indice de desempenho quadratico e na condicao de equilibrio da funcao
de Lyapunov discretizada e cuja lei de controle € submetida as variacdes LTV que podem
ser representadas por incertezas politopicas como provado por Kothare et al. (1996). Além
disso, é proposta relaxagdes que permitem uma solu¢do menos conservadora e que € indicado
para modelos mal condicionados, cuja garantia de convergéncia sdo provadas pela anélise das
elipséides de estabilidade. Cita-se ainda que o processo de otimizagdo por LMIs permite a
modelagem de restricdes de entrada e de saida para o MPC relaxado, garantindo a obtencdo da lei
de controle em um sistema com limites reais de operacao. A teoria do MPC relaxado é aplicado
inicialmente em sistemas LTV online. Entretanto, este capitulo propds uma condi¢do offline do
MPC relaxado através de um algoritmo inspirado na proposta de Wan e Kothare (2003), o qual
a andlise das elips6ides se d4 pela matriz de relaxacdo G. A teoria apresentada neste capitulo
constitui-se a principal base da aplicacdo do controlador MPC-LMI relaxado offline ao boost
CCTE, justificando a necessidade de se entender os fundamentos da teoria proposta, para em

seguida, propor a aplicacdo do MPC no conversor.
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S CONTROLE DIGITAL MPC-LMI RELAXADO APLICADO AO CONVERSOR

O capitulo a seguir apresenta a aplicag@o do controle digital MPC-LMI no conversor
boost CCTE considerando a teoria abordada nos Capitulos 3 e 4. Primeiramente, serd mostrado
o diagrama do controle digital aplicado ao conversor no MCU utilizado. Na mesma secao,
serd apresentado conceito do modelo em espago de estados LTV, analisando a variacao dos
parametros no modelo do boost e considerando a sua operacdo no MCC, permitindo que a
modelagem cléssica seja utilizada na topologia CCTE. A secdo detalha ainda a andlise de
incertezas paramétricas usando o conceito de politopos levando-se em conta o conceito de
estabilidade robusta LTV por incertezas ndo estruturadas, o qual usa-se da condi¢do politdpica
para tracar a condi¢do de robustez pelas incertezas e pelo modelo de malha fechada LTV. O
capitulo também abordara a andlise das restri¢des, justificando seu uso e aplicacdo em relagdo aos
limites de operacdo do conversor, bem como utiliza¢ao do algoritmo do Capitulo 4, juntamente
com o conceito das elipsoides de estabilidade aplicados ao modelo do conversor para obtengdao
dos ganhos de realimentacdo de estados em lookup table . No final do capitulo, exibir-se-a
um diagrama que ilustra as etapas de implementagao de acordo com a teoria apresentada até o

momento.

5.1 Controle digital proposto

Para o controle digital aplicado ao conversor boost CCTE, considera-se que o
modelo do conversor opera no MCC. Dessa maneira, observa-se que seu modo de operagdo sera
equivalente ao conversor boost classico existente na literatura. Além disso, com uso do modelo
cldssico, a modelagem no espaco de estados médio de Middlebrook e Cuk (1976) é facilmente
aplicada ao conversor. Considerando a aplicacdo do controlador digital, o modelo no espago de
estados médio € discretizado utilizando aproximacdo continuo por avango de Euler (OGATA,
1986). Portanto, as aplicagdes do controle MPC-LMI apresentado no Capitulo 4 podem ser
facilmente aplicadas no modelo da planta.

A Figura 8 mostra o diagrama de blocos do controle digital proposto aplicado ao
conversor boost CCTE. Os sensores Hy, e Hjj, tratam-se respectivamente dos sensores de tensdao
e de corrente. Hy, consiste em um divisor de tensdo em que se converte a tensiao V, em um
valor de leitura do microcontrolador. Por ser um divisor de tensao, Hy, trata-se de um ganho

proporcional fixo dado pela relag@o entre o valor de saida V,, e o valor de medicao. J4 Hy; é um
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sensor de corrente tipo Hall que converte o valor de corrente no indutor a um valor equivalente
de tensdo. De forma andloga ao ganho Hy,, Hj; também € um ganho proporcional fixo. No
processo de discretiza¢do por samlpe/hold do microcontrolador, tem-se o uso do ganho do A/D.
Simbolizado por Hy p, trata-se de um conversor A/D de 10 bits, cuja relagdo de ganho ¢ medida
pela escala de leitura de tensao pela resolucao em bits (no caso 1023). Além disso, o sinal de
controle PWM ¢ utilizado com a resolugdo de 389 passos a uma frequéncia de chaveamento de
20,5kH z para 0o MCU MSP430G2553 Launchpad.

A escolha desta resolucio de PWM deve-se a taxa do preescaler para frequéncia
de clock de 16MHz. Como o conversor original possui 2 chaves defasadas entre si de 180,
a frequéncia do sinal triangular do MCU precisa ser o dobro da frequéncia de chaveamento

desejada. Portanto, a resolucio PWM € dado por Npwy = 1461]‘13111{1 2 =~ 39(0). Sendo Npwy = 390,

sua variacdo é de 0 —389. Com o objetivo de estabelecer um limite de seguranga, o atuador
PWM € limitado a 0 — 274, que corresponde a 70% do valor maximo. Logo, o valor eficaz do

PWM € limitado a 0,7 em caso de algum problema adicional.

Figura 8 — Controle digital proposto.
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As subsecdes seguintes apresentardo os detalhes da implementacdo sistematica
do controle digital aplicado ao conversor, o que inclui a formulagdo do modelo digital, a
andlise politépica do modelo e a andlise com base nas elipséides de estabilidade do processo de

otimizacao.
5.1.1 Modelo Discretizado

O modelo digital do conversor parte da discretizacdo das equagdes (2.67), (2.68),
(2.69) e (2.70) do modelo continuo por Avango de Euler. O modelo discretizado LTV € expresso
matemdticamente por (OGATA, 1986)

—(very) ()~ (Vi) ey

AKL) =expm | Ts |y ) Ry (kTy) Ry (KTy) -1y
(va(kTs)) Co(Reo+R, (KTy)) ~ Co(Reo+R, (KTy))
kTs)
R, (kT C"+<Vg (KTy) ) Vo (kT
B(kTy) = (A(KTy) — 1) (A (kTy)) ™! ( L ) Ek;o)w (kT (Réj EkTS; > (5.2)

m
em que R, () é definido por (2.71) e expm é a exponencial matricial neperiana. Com base no
modelo aumentado de (3.49) , formula-se entdo as matrizes de estados base para obtencao do
controlador MPC-LMI relaxado. Conforme demonstrado na Secdo 4.2, as matrizes LTV podem
ser convertidas em politopos e, dessa forma, ser calculado o ganho de realimentacdo de estados
pelo Algoritmo 4.1. Considerando o modelo aumentado definido em (3.49), sendo k75 = k no

tempo discreto e utilizando (5.1) e (5.2) tem-se que

A Ak) 0

Ak)= (5.3)
| —C(k) ¢

€

B(k) = _ B (54)
| - hV, (k) (RC(}QUka)(k))

2

em que R (k) = (&Eg) R, (k) + ( &Eg) (\%83) (Reo||Ro (k)). Observa-se que (5.3) e (5.4)
sdao matrizes do modelo aumentado com variacdao LTV, sendo um sistema variante no tempo,
a variacao do modelo muda a cada instante de tempo discreto, assumindo diversos pontos de

operacgdo. Kothare et al. (1996) provou que a variacdo LTV do modelo pode ser tratada como um
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conjunto convexo delimitado politopicamente. Portanto, as matrizes de estado aumentado em

(5.3) e (5.4) podem ser representados como um conjunto convexo de modo que

Aw) B |ee=a=co{ [4 5| [4 &] ~ [4 8]}  ©5

logo

) A, 0

A= | A (5.6)
__ p g

c

) B

B, = (;’CDHRM) (5.7)
__hvg’n R;nn’

oqual R, , = (K’ju” ) 2R07m + (1 — %”) (%”) (R¢o||Ro,m), sendo a tensdo de saida fixada em um
valor fixo V, (k) =V,, p=2(m—1)+n,V,, € { Vemin Ve max } eRom € { Romin  Romax },
que sdo a representacao politdpica dos limites maximos e minimos de operacdo da planta. Dessa
maneira, os valores LTV da planta podem ser tratados dentro dos limites politépicos do modelo.
Analisando a planta do conversor, observa-se que existe alguns aspectos ndo lineares na sua
modelagem, tais como R’ e a relag@o de produtos entre V,(k) e R, (k). Contudo, tal influéncia ndo
comprometeu as condi¢des de otimizagdo, pois Kothare et al. (1996) usou suas demonstracdes
com base no sistema nao linear linearizado LTV. Aproveitando a mesma analogia proposta,
pode-se afirmar entdo que o modelo ndo linear do conversor pode ser linearizado tipo LTV e que

esta condi¢do pertence a um conjunto convexo politépico, de modo que os valores LTV podem

ser representados por uma faixa de valores por incerteza politdpica.
5.1.2 Andlise das Incertezas

A Subsecdo 5.1.1 mostra a relagdo entre o modelo LTV e o modelo politépico
com base no trabalho de Kothare et al. (1996) aplicado ao conversor. Na teoria referente ao
controle robusto, existem dois tipos de andlises de incertezas utilizados em sistemas lineares: a
incerteza paramétrica e a nao-paramétrica (SKOGESTAD; POSTLETHWAITE, 2005). Quando
um determinado sistema é modelado parametricamente, o sistema € trabalhado com base em um
modelo limitado a pardmetros. Ja o conceito de incerteza ndo-paramétrica parte da andlise da
frequéncia entre o modelo de malha fechada e a funcao de transferéncia das incertezas, que sao

extraidas a partir de um modelo nominal.
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Considerando o modelo do conversor boost conforme (5.6) e (5.7), observa-se que a
obtencao do controlador robusto € dado pelo processo de otimizacdo que atendam cada um dos
pontos de operacdo da planta. De acordo com a teoria de Boyd et al. (1994), uma vez obtido
o ganho que atenda cada um dos politopos do modelo, logo a solugdo de controle encontrada
¢ robusta. Entretanto, usando critérios mais conservadores de controle robusto em sistemas
nao lineares, diz-se que um controlador € robusto se, somente se, o inverso da funcdo de co-
sensibilidade ndo cruzar com as funcdes de transferéncia de incertezas em todo dominio na
freqiiéncia. Como foi apresentado no Capitulo 2, a condicao para que seja garantida a estabilidade
robusta do conversor se da pela concepg¢ao de pior caso conforme visto em (2.76).

As sub-subsecdes seguintes tratard a anélise das incertezas do modelo do conversor
sob a perspectiva das incertezas politépicas LTV e sob condicdo cldssica adaptada para modelos
LTV como proposto no Capitulo 2. Dessa maneira, deseja-se garantir que o modelo de malha
fechada do controlador atenda os critérios de robustez tanto para incertezas politépicas como
para o sistema modelado por incertezas nao paramétricas, obedecendo os mesmos limites de

operacdo do método paramétrico por politopos.

5.1.2.1 Andlise das incertezas politopicas aplicadas ao conversor

Na Subsecdo 2.3 foi observada a andlise de incertezas do conversor considerando os
limites paramétricos do modelo. Neste item, serd abordado com mais detalhes a defini¢ao vista
no Capitulo 2,considerando a variagdo politdpica para o modelo aumentado de (5.6) e (5.7).

A Figura 9 representa a regido de incertezas politdpicas referente aos pontos de
operacao do conversor boost. Na figura, observa-se que os contornos s@o numerados de 1 a 4
com setas em seus extremos. Em termos fisicos, os contornos numerados representam variagdes
de pontos de operacdo. Os contornos de numeragdo impar refere-se aos degraus de carga e os
contornos de numeragdo par refere-se aos degraus de tensdo de entrada. Portanto, as etapas dos
testes fisicos realizados no conversor com base na Figura 9 sao:

1. Degrau de subida e descida de tensdo Vg nin — Vg max — Vg min para baixa carga (Poty,;,);
2. Degrau de subida e descida de carga para Vg yq para Poty,i, — Potyax — Potyin;
3. Degrau de subida e descida de tensao Vy juin — Vg max — Vg,min Para baixa carga (Potyqyx);
4. Degrau de subida e descida de carga para Vg i, para Potyi, — Potyax — Potyin;

Essas variagdes mostradas na Figura 9 demonstram ensaios fisicos que sdo aplicados

ao conversor considerando os extremos de operagdo desenvolvido em projeto. Logo, cada vértice
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Figura 9 — Representacdo das incertezas.
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Fonte: Autor.

mostrado indica um extremo de operacdo da planta, ou seja, um politopo. Dessa maneira, o
modelo no espago de estados possui quatro pontos de operagdo em que o processo de otimiza¢ao
MPC-LMI encontrard um ganho que satisfaca a todos os pontos inseridos no processo. Uma vez
obtido o ganho MPC-LMI, € feito a andlise de incertezas sob a perspectiva ndo paramétrica, em
que sdo colhidos um conjunto de incertezas em fun¢do do valor nominal e os demais pontos
de operacdo. Desta maneira € feita a andlise de estabilidade robusta LTV conforme visto na
Secdo 2.3. A sub-subsecdo seguinte detalha este tipo de anélise, permitindo a comprovagao da

estabilizacdo robusta independente do modelo de incerteza escolhido.
5.1.2.2 Andlise das incertezas ndo-paramétricas aplicadas ao conversor

Na teoria do controle robusto, o uso de incertezas nio estruturadas é a forma mais
usual e conservadora para que se garanta a estabilidade robusta. A Secdo 2.3 mostra a aplicacdo
do modelo em sistemas LTV, permitindo uma generalizacdo para sistemas cujas varidveis variam
no tempo discreto.

Para obtencdo das incertezas LTV na frequencia discreta, seja Ga(z) a fungdo de
tranferencia LTV do conversor de malha aberta tal que Ga(z) = G(Vg(k),Pot (k),z). Seja G(z)
a funcdo de transferéncia de malha aberta para cada ponto de operagao politépica do conversor
no tempo discreto. Com base na expressao (2.73) da Secdo 2.3 generalizada para LTV, tem-se a

seguinte expressao da fungdo de transferéncia de incertezas LTV

Ga (V, (K),Pot (K),2) 1)
Gj(2) ’

o qual existe uma funcao de transferéncia no tempo discreto LTI para cada instante variagao no

B Ve 8 Por (8),2) = 58)

tempo discreto k da poténcia (Por) e varia¢ao da tensdo de entrada V,. Analisando (5.8), vé-se
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que o sistema LTV na freqiiéncia consiste no conjunto infinito de variacdes LTI. Logo, para que
seja garantida a estabilidade robusta para sistemas LTV, € necessario tragar as condi¢cdes de pior
caso tanto para a curva de incertezas como para a curva do modelo de malha fechada. Portanto,
da mesma forma que existe o modelo LTV das incertezas, existe o modelo LTV da sensibilidade

complementar. Logo, a expressdao que define o modelo LTV da co-sensibilidade ¢ dado por
~1
T (Vg (k) , Pot (k) 7Z) = Cmf (k) (SI—Amf (k)) Bmf <k> +Dmf (k) ) (5.9)

em que (5.9) varia de forma andloga a (5.8). Para se extrair a curva de incertezas, obtém-se a
condic¢do de pior caso de (5.8). Para isso, deve-se extrair o mdximo valor na frequencia para cada

conjunto A, ; em todo o intervalo do tempo k, portanto
Anmax,j (2) = | Q)] [ A j (Ve (k) Pot (k) ,2) € Q, (5.10)

onde Q; € o conjunto das incertezas LTV do politopo j. Como o modelo do conversor boost
possui 4 politopos, a funcdo de transferéncias das incertezas consiste no maximo valor ponto-a-
ponto na freqiiéncia dos politopos. Logo, combinando (5.10) para os quatro politipos, a fung¢do

de incerteza multiplicativa é

-

A (Z) = Qr Q) Q3 Q|- (5.11)
Anélogo a (5.10), para obter a condi¢do de pior caso da co-sensibilidade, € necessario o valor
minimo ponto-a-ponto na frequéncia do conjunto de valores de (5.9). Portanto, a funcio da curva

inversa da co-sensibilidade é dada por

-1

! T (V (k) Pot (K) ,2) € Q. (5.12)

— = min
Tinax (]wd)

Qr
Combinando (5.11) e (5.12) na expressao (2.76) proposta no Capitulo 2, sendo satisfeita a

condi¢do, diz-se entdo que o controlador € robusto tanto considerando as incertezas paramétricas

como ndo-paramétricas

5.2 Anadlise das restricoes do modelo e estabilidade

Para obteng@o do ganho MPC-LMI, € necessdrio ainda a apresentacdo das restrigdes
que serdo utilizadas no processo de otimizacdo. A metodologia usada consiste na aplicacdo do
MPC-LMI offline através do Algoritmo 4.1. Neste algoritmo, € importante citar a escolha das

matrizes de ponderacdo Q; e R do indice de desempenho quadratico inerente a estabilidade de
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Lyapunov. Escolhido as varidveis Q; e R, aplica-se no algoritmo proposto. O Algoritmo 4.1
permite acrescentar mais 2 tipos de restri¢do: a restricao de entrada e a restricao de saida. A
restricdo no sinal de controle permite que o controlador garanta a estabilidade sem violar os
limites existentes da varidvel de entrada do sistema. A restricdo de saida permite uma aplicagdo
andloga. Contudo, esta aplicacdo € valida apenas para matriz D = 0, pois diferente disso, a
resposta torna-se bilinear violando os termos da modelagem por LMIs. Para a realidade do
conversor boost, as expressoes (5.1) e (5.2) serdo usadas para formulagdo da resposta ao impulso
considerando as condigdes iniciais, os valores nominais de operagdo (Potyax € Vo max) € as
expressoes (5.6) e (5.7) sdo as que serdo usadas para obten¢ao do ganho.

No conversor boost CCTE, o modelo no espaco de estados proposto segue 0 modo
MCC de operagdo, tornando a modelagem do conversor € similar ao boost cldssico. Para garantir
que o sinal de controle do ganho jamais ultrapasse este limite, acrescenta-se a restri¢ao U, = 1
no Algoritmo 4.1.

O algoritmo gera um conjunto de ganhos e matrizes que tendem ao valor minimo
de 4rea de operacgdo. Isto implica que a medida que o algoritmo processa os dados da resposta
ao impulso do modelo por MPC, ¢é alcangado um valor cada vez mais estavel. A escolha dos
valores € feita a critério do projetista. Wan e Kothare (2003) faz uso de uma look-up table para
armazenar os valores e usar-los conforme o sistema entra em regime permanente. Contudo,
Kothare et al. (1996) mostra que todos os valores obtidos no processo de otimizagao online sao
estaveis. Como a proposta deste trabalho deriva de uma condicdo online relaxada de Kothare et
al. (1996), a partir de Cuzzola et al. (2002), pode-se inferir entdo que a proposta offline aplicada
ao conversor ¢ satisfeita e a escolha de qualquer um dos conjuntos de ganhos do Algoritmo
4.1 é um resultado estavel robusto e garantido. Isso pode ser provado usando as elipséides de
estabilidade proposta na Subsecao 4.1.1.

Para o controle proposto, o conversor operando em malha fechada é submetido a
uma resposta ao impulso na sua opera¢ao nominal, cujos pontos da resposta sdo inseridos ao
algoritmo MPC-LMI, com base nas elipsoides de estabilidade, que € a interpretacao geométrica
matriz P de Lyapunov do procedimento MPC. No conceito relaxado, a matriz usada consiste na
matriz G, que, por sua vez garante a estabilidade em P, pois a matriz de relaxagdo € mais restrita
que a forma classica proposta por Kothare et al. (1996) como pode ser visto na Figura 7. Na
teoria do controle robusto, a resposta impulso deve ser restrita a elipséide em toda a sua trajetoria,

pois todas as condi¢des de incertezas sdo consideradas na modelagem do controle. Isso pode ser
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visto na defini¢do de que o modelo LTV pode ser tratado como um conjunto politépico convexo
de acordo com o Capitulo 4. Cita-se também que o conversor possui 2 estados armazenadores
de energia: I (k) e V., (k). No caso do controlador, o ganho possuird 3 ganhos: o ganho de
realimenta¢do de estados e o ganho da a¢do integral. Na matriz G da elipsoide, portanto, serdo
3 eixos a serem analisados: os eixos I,(k), V.o (k) e v(k). Os eixos referentes aos estados do
conversor mostram se a resposta possuird oscilacdes ou nao.

A Figura 10 consiste na interpretagdo geométrica em trés dimensdes para 0 conversor
baseado na Figura 7. Caso a resposta referente ao plano Ir (k) x V., (k) mostrar-se com muitos
’giros’, mostra que o modelo no tempo é muito oscilatério, quanto mais direta a resposta neste
plano mais rédpida e suave é a resposta no tempo. Ja no I1(k) x v(k) mostra se a a¢do integral
influencia ou ndo na sua resposta ou vice-versa. Neste caso da modelagem aplicada, a acdo
integral nao influencia muito nos efeitos da corrente no indutor, ja que a referéncia € aplicada a
tensao de saida e esta € muito associada a tensdao do capacitor. Portanto, o efeito mais presente

do ganho integral sera no estado V., (k), pois o conceito de realimentagdo de estados na lei de

controle da a¢do integral visa o rastreamento da tensdo de saida.

Figura 10 — Perspectiva de analise da elipsoide de estabilidade.
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Fonte: Autor.

Dessa forma, para que a andlise das restri¢cdes aplicadas ao conversor sejam satisfeitas
s30 necessarios os seguintes critérios:

- Escolha das matrizes de ponderacdao Q; > 0e R > 0;
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- O uso da restri¢ao do sinal de controle em u,,,5, = 1 no Algoritmo 4.1;

- Andlise das elips6ides de modo que a resposta impulso de malha fechada esteja dentro da
elipsoide em toda a sua trajetdria, considerando as condi¢des iniciais existentes nos limites
da mesma.

Esses critérios serdo usados e explicados de maneira aplicada na secdo seguinte,
abrangendo ndo apenas o algoritmo, mas também toda a andlise do conversor de malha fechada,

juntamente com as incertezas no espago LTV.

5.3 Etapas da implementacio do MPC no conversor

Para entender melhor a implementacdo do MPC-LMI no conversor boost, é desen-
volvido um fluxograma mostrando as etapas de implementacao da estratégia de controle como
pode ser visto na Figura 11. O fluxograma trata-se de um resumo da teoria apresentada até este
capitulo, sendo entdo um roteiro de aplicac@o das formulas, algoritmos e expressdes definidas e
demonstradas até o momento. Baseado nestas etapas, sao feitos os scripts em .m conforme €
mostrado no Apéndice C desta tese.

A primeira etapa consiste na declarag@o de todas as varidveis utilizadas no processo.
Isto inclui os parametros do conversor, matrizes de ponderacao, tempo de amostragem, restricdoes
do sinal de controle e parametros de implementacao do diagrama de blocos. Na segunda etapa, as
modelagens no espaco de estados discreto sao usadas em condi¢des nominais de operagcdo para
obtencdo da resposta impulso. Esta parte da etapa é baseado na teoria de Wan e Kothare (2003) e
¢ apresentada também no Algoritmo 4.1, isto porque a varicao offline deriva a modelagem online
de Cuzzola et al. (2002).

A etapa de implementacdo consiste na aplicacdo das expressdes do MPC-LMI
relaxado com base nas matrizes de ponderagdo e na restricao do sinal de controle. Além disso,
nesta etapa, sdo armazenados os conjuntos de matrizes G e ganhos F; para analise das elipsoides
de estabilidade da etapa subseqiiente.

As elipsoides de estabilidade tratam-se da anélise geométrica do desempenho robusto
do conversor em malha fechada. A medida que x2,,; tende 2 origem, conforme a resposta impulso,
a elipsdide tende a diminuir, mostrando a estabilidade do modelo em regime permanente e
restringindo ainda mais a possibilidade de oscilacdo do modelo de malha fechada. Escolhida
a elipsoide desejada, faz-se a andlise da resposta impulso de malha fechada, mostrando que o

sistema € estabilizado em toda a sua trajetdria sem ultrapassar os limites impostos pela matriz na



Figura 11 — Etapas de implementa¢do do controle MPC-LMI.

Declaracao das Variaveis
Pot = [Potyax, Potin), Vo = [Vomaxs Ve minl,
Voo L, Co, Reo, Ts, g = 1, h = 1, O1, Ry, Unax

Obtencao da resposta impulso
Condi¢des nominais de operacdo de Byqx € Vg may; Valores nominais de A, B,
C e D conforme (5.1), (5.2), (2.63) e (2.64). Além disso, traca-se 20 pontos
sugeridos por Wan e Kothare (2003) no tempo para resposta ao impulso com
condig¢des iniciais a valores nominais de opera¢do de tensdo no capacitor
e corrente no indutor. Em seguida, armazena as respostas de V,, em Xy

Implementaciao do MPC-LMI
Implementacdo do Algoritmo 4.1, usando as
expressoes (5.6), (5.7), Xaser, O1, R1 € Upmax

Elipsoides de Estabilidade
Obtém-se o conjunto F; e G; do Algoritmo 4.1. Plota-se
o conjunto de elipsoides de estabilidade decorrente da ma-
triz G 2 medida que xps; — °o, nesse caso, ao ultimo ponto.

Analise da elipsoide escolhida
Escolhe-se o ganho F; dentro do conjunto de pontos de xg;.
Em seguida aplica-se a resposta impulso no modelo de ma-
lha fechada de acordo com (3.52) sendo o sistema LTV.

Resposta degrau no tempo discreto
Escolhe-se o ganho Ky;pc = —F; dentro do conjunto de pon-
tos de x5, Em seguida aplica-se a lei de controle de realimen-
tacdo de estados de acordo com (3.52) sendo o sistema LTV.

Analise de polos e zeros LTV
Uma vez escolhido Kypc = —F;, analisa-se os polos
e zeros no plano Z no sistemas de malha fechada LTV.

Analise de estabilidade Robusta LTV
O modelo de malha fechada do conversor é submetido a con-
dicdo de estabilidade robusta LTV com critérios ndo paramé-
tricos utilizando as expressoes (5.8),(5.9),(5.12),(5.10) e (2.76).

Fonte: Autor.
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sua forma geométrica. Em seguida, o ganho escolhido € utilizado para anélise da resposta em
degrau considerando o sistema LTV. O modelo de malha fechada LTV também € utilizado para a
andlise de polos e zeros e para a andlise de estabilidade robusta LTV considerando as expressoes

apresentadas neste capitulo.

5.4 Consideracoes finais do capitulo

Este capitulo apresentou a aplicacdo do MPC-LMI no conversor boost CCTE ope-
rando no modo MCC. Além disso, foi detalhado o modelo discretizado e aumentado na condicao
LTV do conversor, o qual a modelagem variante no tempo do conversor pode ser tratado politopi-
camente conforme demonstracao feita por Kothare et al. (1996). Acrescenta-se a importancia
da anélise das incertezas politopicas na forma de incertezas estruturadas LTV de pior caso, em
que € estabelecida a condicao matemadtica necessdria para estabilidade robusta do conversor. O
capitulo analisou os parametros de restricao utilizados no processo de otimizagao, justificando o
uso da restri¢ao do sinal de controle na estratégia MPC-LMI e considerando as condi¢des de
operacdo MCC do conversor. As teorias apresentadas até o0 momento foram resumidas em um
fluxograma mostrando as etapas de implementacao da estratégia de controle proposta, abran-
gendo os conceitos sobre o boost CCTE, sobre a teoria MPC-LMI e sua aplicagdo, usando o

diagrama de blocos proposto da Figura 6.
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6 SIMULACAO DO MODELO NUMERICO NO ESPACO DE ESTADOS

Este capitulo mostrard os procedimentos numéricos de implementa¢ao do controlador
MPC-LMI do conversor boost considerando as incertezas politépicas mostradas nos capitulos
anteriores. Além disso, sdo feitas as andlises do conversor considerando as elipsdides de
estabilidade e suas projecdes diante da resposta ao impulso de malha fechada LTV. E apresentado
ainda uma tabela (lookup tabel) de ganhos MPC decorrentes do mesmo algoritmo que gera as
curvas das elipséides, o qual € escolhido um ganho para ser feito a andlise de robustez LTV.
E visto também a andlise LTV com polos e zeros do controlador MPC-LMI, comparando o
resultado com o controlador LQI e mostrando que o controlador MPC € estavel em toda variacao
LTV, ao contrdrio do LQI classico, que apresenta regides de instabilidade de malha fechada
nas mesmas condi¢cdes LTV do MPC. O capitulo termina realizando a anélise de robustez LTV
de pior caso entre o controlador proposto e o LQI, demonstrando graficamente a estabilidade

robusta do MPC-LMI nas condi¢Ges de pior caso.

6.1 Modelo numérico do conversor

O procedimento para implementacdo do modelo numérico segue 0 mesmo raciocinio
apresentado na Secdo 5.3. O primeiro passo para implementacdao € mostrado na Tabela 3, o
qual apresenta os valores numéricos de todas as varidveis utilizadas para montagem do modelo
experimental.

Conforme a Tabela 3, a anédlise numérica € feita considerando duas faixas de poténcia:
a primeira com variacdo de SOW — 500W e a segunda sendo 380W — 1000W. Logo, a partir
das equagdes (2.67), (2.68), (2.69), (2.70), (5.1) e (5.2), os pontos de operacdo do conversor

50 — 500W para Ty = 1ms, de acordo com a Figura 9, sdo dados por:

- £(36V,500W)
~0,3216 —7,9141 550,3292
Al — ,Bl - 3
0,0630 —0,1289 69,2398 (6.1)
Ci=10,0199 0,9942 |,D;=—0,3673.
- f(26V,500W)
0,0628 - 8,7924 833,0504
Ay = , By =
0,0699 00,2691 58,8556 (6.2)

G = [ 0,0144 0,9942 |, D> = 0,5071.
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Tabela 3 — Parametros do conversor

Conversor boost

Parametros Valores
Tensdo de Entrada (V) 26-36[V]
Tensdo de Saida(V,) 48 [V]
Ciclo de Trabalho (Dyc;.) 0,25-0,46
Freqiiéncia de chaveamento( f5) 20,8[kHz]
Periodo de Amostragem(7y) 1[ms]
Indutor de Filtro (L) 35[uH]
Capacitor de saida (C,) 4400[uF]
Resisténcia série intrinseca do Capacitor (R.,) 26,7[mQ]
Carga(R,) 2,3-6,2[Q]
Poténcia de saida (50-500[W1)/(380-1000[W1])
Ganho do sensor de Corrente H; 0,02
Ganho do sensor de tensdo H, 0,025
Resolucao A/D 0-1023(10 bits)
Resolu¢ao PWM Digital 0-389
Matriz Q, I
Matriz R 0,1
Ganhos ge h lel
- £(36V,50W)
-0,3413  -8,0749 521,2578
3= b3 =
0,0642 -0,1279 71,8812 (6.3)

Cy = [ 0,200 0,9994 ] D3 = -0,0370.

- £(26V,50W)
0,0478 -9,0070 803,6704
Ay = , By =
0,0716 0,2850 62,7577 (6.4)

Cy = [ 0,0144 09994 |, D4 = -0,0512.
Da mesma forma, os pontos de operacdo do conversor 380 — 1000W para Ty = 1ms

sdo dados por:

- f(36V,1000W)
—0,3004 —7,7425 B 581,3690 |
0,0616 —0,1297 66,4196 (6.5)
Ci = 0,0198 0,9886 |,D;=—0,7290.
- f(26V,1000W)

0,0790 - 8,5640 864,1013
Ay = , By =
0,0681  0,2526 54,7401 6.6)

G = [ 0,0143 0,9886 |, D> = -1,0036.
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- £(36V,380W)

-0,3268 -7,9563 B 542,6843
, D3 =
0,0633 -0,1286 69,9344 (6.7)

=
I

Csz[o,0199 0,9956 |, D3 = -0.2797.
- £(26V,380W)

0,0589 -8,8488 825,3521
Ay = , By =
0,0704  0,2733 59,8773 6.8)

Cy = [ 0,0144 0,9956 |, D4 = -0,3864.

Como foi mostrada na Secdo 5.3, os valores nominais de operagdo do boost consiste
na condi¢@o f (Vg max, Potmax) que sdo as expressdes (6.1) para a condigao de S00W e (6.5) para
1000W.

Para escolha das elipsoides € estabelecida uma resposta ao impulso com cerca de
20 pontos da saida do modelo (WAN; KOTHARE, 2003) de acordo com o que ¢ mostrado nas
etapas de implementagdo da Secdo 5.3. Considera-se o modelo com as condi¢des iniciais no
modo de condugio continua para as condi¢des nominais de carga. Portanto, xo = [I1, V.| =
[27,78 48]T para plena carga de 1000W e V, = 36V. Para 500W e V, = 36V, a resposta inicial
para xo = [I, Vo) = [13,89 48]7.

Para resposta ao impulso do conversor S00W, obteve-se um conjunto de 20 pontos de
tensdo, sendo Xy = [ Xlset X2set } ! = [ IV, ] T, tal que x4, consiste na corrente no indutor
no MCC e x,,.; consiste nos valores da tensao de saida conforme a Tabela 4. Considerando-se a
topologia do diagrama de blocos proposto neste trabalho. Observa-se que a matriz G possuira
dimensao 3 x 3 com base no modelo expandido em espacgo de estados e na projecdo da Figura
10. Portanto, a construcao gréfica do sistema serd um conjunto de elipséides 3D com base no
Algoritmo 4.1, o qual serdo analisados as elipséides para o conversor operando em S00W e

1000W na subsecOes seguintes.
6.1.1 Anadlise das elipsoides para Pot € [SOW,500W|

Uma vez feito o procedimento de otimiza¢do com base nos resultados numéricos da
Secdo 6.1, sdo extraidas a projecdo geométrica da elipsoide conforme Algoritmo 4.1 como pode
ser visto na Figura 12. Na Figura 12 existe a projecdo 3D referente a relacdo entre Iy, x V¢ x v(k)

e as projecoes 2D 2 a 2 para cada varidvel de estado envolvida no processo de otimizagao.



Tabela 4 — Conjunto x,.; para o Algoritmo 4.1.
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N Xer- 500W | Xyer - L000W
1 48,0000 | 48,0000
24,4872 | —3,6942
3 24,4159 | —23,6553
4 12,6446 11,3360
58,0962 7,8756
6 —10,3030 | —9,0638
7 —0,1353 | —0,5195
8  5,6991 4,9506
9 —2,3038 | —1,6958
10 —2,1600 | —1,9171
11 2,1629 1,6496
12 0,2805 0,3478
13 —1,3016 | —1,0017
14 0,3804 0,2161
15 0,5504 0,4384
16 —0,4429 | —0,2874
17 —0,1166 | —0,1152
18 0,2912 0,1962
19 —0,0576 | —0,0177
20 —0,1355 | —0,0957
21 0,0881 0,0473

Devido a caracteristica oscilatéria da resposta ao impulso como € vista na Figura 13, os tamanhos
das elipsoides para cada valor de N podem variar de modo também oscilatério para que o
procedimento de restricdo seja obedecido. Logo, a medida que o N — oo, implica que a elipsdide
também tende a estabilizagdo. Contudo, Wan e Kothare (2003) estabelece que o conjunto X,
deve ser assintoticamente estdvel para que o algoritmo seja satisfeito. Dessa maneira, a escolha
de N dentro do conjunto x,,; assintoticamente estdvel € uma escolha do projetista. Para os
resultados levantados na Figura 12 e Figura 13, a resposta ao impulso do conversor boost consiste
em uma condi¢ao de pior caso de modo que o processo de otimizagdo MPC-LMI garanta a
estabilizacdo.

A escolha da elips6ide que melhor se adequa as necessidades de projeto € vista na
Figura 13. Como € mostrado no Algoritmo 4.1, escolhe-se dentre o conjunto xs; 0 ganho que
melhor atende as especificacdes e necessidades de implementagdo. Recomenda-se escolher
0 n-ésimo valor, j4 que o resultado encontra-se em uma condicdo de norma estdvel do ganho
MPC (WAN; KOTHARE, 2003). Observa-se ainda que as variagdes de diferentes elipsdides
na projecdo I;, x V¢ s@o geradas em fungdo da resposta de xz; com o objetivo de garantir a

estabilidade em cada ponto do conjunto.
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Figura 12 — Elipsoides e suas perspectivas 2D do conversor para Pot € [SOW,500W].
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Fonte: Autor.

Figura 13 — Relac@o entre a resposta ao impulso xs; e as elipsoides I} x V¢ para Pot €
[S0W,500W].

Xoot™ Elipsoides para Pot=500W

400+,

I ()
o

Tempo (s)

Fonte: Autor.

De acordo com Wan e Kothare (2003), a estabilizacdo do modelo de malha fechada
¢ garantida para qualquer valor de N do conjunto x;.;. Para o caso do conversor boost CCTE, a
condi¢do de pior caso € a resposta ao impulso, cujos pontos sdo mostrados no inicio da Secao 6.1,
pois sua caracteristica oscilatéria requer mais esforco do processo de otimizagdo LMI de modo
a garantir a estabilizacdo. Wan e Kothare (2003) ndo deixa claro o critério de escolha de xy,;,

entdo, para fins de que seja garantida a estabilizacdo em condig¢des criticas o uso da resposta ao
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impulso de malha aberta € justificada sob argumento de Kothare et al. (1996) para o projeto do
conversor boost. A Figura 13 mostra a projecdo da resposta ao impulso para cada N da elipséide
e sua condicao da resposta ao impulso de malha aberta. A resposta de cada elips6ide na projecao
I1 x V¢ explica a forma de como a elipsoide 3D da Figura 12 foi desenvolvida. Dessa forma, para
mostrar a estabilizacdo em qualquer um dos pontos N do conjunto x,;, escolhe-se a elipsdide
N = 2 da Figura 13 para fazer a andlise da resposta ao impulso da Figura 14. Observa-se que a
trajetoria da resposta € estdvel em ambas as condi¢Oes de cargas e estdo dentro dos limites de
operagao impostos pelo processo de otimiza¢do, comprovando a imposicao dada pelo Teorema

4.2.1.

Figura 14 — Resposta impulso de malha fechada LTV para N = 2 e Por € [SOW,500W].
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Fonte: Autor.

Na subsecdo seguinte € estabelecida a mesma andlise das elipsdides considerando a
faixa de poténcia Pot € [380W, 1000W|. Apesar dos resultados serem similares, o comportamento

das respostas mudam um pouco devido a variacdo da poténcia a ser aplicada.
6.1.2 Andlise das elipsoides para Pot € [330W,1000W |

A andlise para o conversor considerando Pot € [380W, 1000W | segue o procedimento
analogo a Subsecdo 6.1.1, sendo que as elipsdides possuem uma regido de atragdo maior, pois se
trata de uma regido de poténcia também maior que o analisado na subse¢do anterior. A Figura 15
mostra a formacao das elipsdides de estabilidade e suas proje¢des 2D. Os detalhes da resposta

de projecdo podem ser vistas na Figura 16. Observa-se que o comportamento da Figura 12 e da
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Figura 15 sdo similares, sendo que a ultima possui regides de atracdo maiores que a primeira.
Cita-se ainda que a estabilidade MPC-LMI € garantida tanto na Figura 13 como na Figura 16,
mostrando que a estabilizacdo MPC atua independente da poténcia de projeto do conversor

CCTE.

Figura 15 — Elipsoides e suas perspectivas 2D do conversor para Pot € [380W, 1000W].

Elipsoidesll_ xVc

Elipsoides de estabilidade — MPC LMI Relaxado 1000W
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Fonte: Autor.

Figura 16 — Relac@o entre a resposta ao impulso xs; € as elipsoides Iy X V¢ para Pot €
[380W, 1000W].

X X Elipsoides para Pot=1000W

—80 002 Tempo (s)

Fonte: Autor.

Considerando a estabiliza¢do para N = 2, a Figura 17 mostra a trajetdria para resposta
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ao impulso do conversor boost operando para 1000W. A resposta da Figura 17 possui uma
estabilizacdo mais suave que a resposta vista na Figura 14, isto porque o conversor CCTE ¢é
dimensionado para condi¢do nominal de 1000W. Quando o controlador MPC-LMI € projetado
para 500W, a corrente no indutor /7, € menor, reduzindo a condi¢do de operagdo no MCC. Apesar
destas diferencas, observa-se que o MPC-LMI garante a estabilidade, cuja resposta ao impulso

tende a a origem conforme proposto no Algoritmo 4.1 e nas teorias de Cuzzola et al. (2002) e

Wan e Kothare (2003).

Figura 17 — Resposta impulso de malha fechada LTV para N = 2 e Por € [380W, 1000W .
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Fonte: Autor.

As elipsoides mostradas nas Figuras 12 e 15 sdo as bases para o conjunto de ganhos
de controladores que podem ser utilizados para o conversor boost. Sendo as elipséides uma
interpretacdo geométrica de G, o conjunto de ganhos de Ky;pc = —F; sdo vistos na secao

subseqiiente, em que € gerado uma tabela com os valores de ganhos para cada elipséide gerada.

6.2 Ganhos dos controladores MPC

O procedimento LMI do Algoritmo 4.1 permite que tanto os valores de G; como 0s
ganhos F; sejam armazenados em lookup table similar ao que € proposto por Wan e Kothare
(2003). Os ganhos F; tanto para o conversor operando em SOW —500W como em 380W — 1000W
obtidos do algoritmo sdo vistos na Tabela 5. Para o caso do projeto considerando a estabilidade
robusta LTV e andlise do circuito de simulagdo e experimental, serdo usados os ganhos para

N = 20 tanto para 50W — 500W quanto para a poténcia de 380W — 1000W .



Tabela 5 — Ganhos MPC-LMI a partir do Algoritmo 4.1.

F - 500 W F - 1000 W
N F; — 500W F; — 1000W
1 —0,3803x 10> 0,0065 0,0012 [ —0,3563 x 10> 0,0067 0,0012
2 —0,5989x 1073 0,0057 0,0014 | —0,3338 x 1073 0,0067 0,0013
3 —0,4171x 1073 0,0064 0,0013 | —0,4547 x 1073 0,0064 0,0013
4 —0,3505x 1073 0,0066 0,0012 | —0,2893 x 10~3 0,0069 0,0012
5 —0,3308x 1073 0,0067 0,0012 | —0,2623 x 107> 0,0069 0,0012
6 —0,4555x 1073 0,0063 0,0013 | —0,5887 x 10~> 0,0058 0,0015
7 —0,1510x 103 0,0067 0,0011 | —0,1350x 10~3 0,0068 0,0011
8 —0,3108x 1073 0,0067 0,0012 | —0,2257 % 10~3 0,0070 0,0012
9 —0,5218x 1073 0,0055 0,0014 | —0,1727x 1073 0,0071 0,0010
10 —0,4836x 1073 0,0057 0,0014 | —0,1938 x 103 0,0071 0,0011
11 —0,2406 x 1073 0,0069 0,0011 | —0,1600 % 10~2 0,0070 0,0011
12 —0,1598 x 103 0,0068 0,0011 | —0,1356 x 103 0,0069 0,0011
13 —0,2610x 103 0,0073 0,0011 | —0,1452x 103 0,0068 0,0011
14 —0,1639x 1073 0,0068 0,0011 | —0,1340x 103 0,0069 0,0011
15 —0,1701x1073 0,0069 0,0011 | —0,1368 x 10~> 0,0069 0,0011
16 —0,1610x 1073 0,0066 0,0011 | —0,1324x 1073 0,0068 0,0011
17 —0,1510x 1073 0,0067 0,0011 | —0,1320x 1073 0,0069 0,0011
18 —0,1603 x 1073 0,0068 0,0011 | —0,1338 x 103 0,0069 0,0011
19 —0,1512x 1073 0,0067 0,0011 | —0,1323 x 1073 0,0069 0,0011
20 —0,1510x 1073 0,0067 0,0011 | —0,1320 x 103 0,0069 0,0011
21 —0,1536x 1073 0,0068 0,0011 | —0,1326 x 103 0,0069 0,0011

Portanto, para o conversor operando em S00W, os ganhos sao

Kypcsoo = —Fo =] 0,1510 x 1073 —0,0067 ] ;
Kivpcsoo = 0,0011;

99

(6.9)

Considerando as matrizes de ponderacao da Tabela 3 para a condicao de operagdo nominal, os

ganhos para o controlador LQI em 500W sao:

Krors00 =

—1,1993 x 107 —0,0096 |;
Kiro1500 = 0,0013

(6.10)

J4 os ganhos de realimentacdo para o conversor operando para 1000W sao dados por

Kypcio00 = —F20 = [ 0,1320 x 103 —0,0069 } ;
Kimpciooo = 0,0011;

€

Kronooo = [ —1,6225x 1074 —0,0094 ];
Kirorooo = 0,0013

(6.11)

(6.12)
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onde de (6.9) a (6.12) representam os ganhos dos controladores MPC-LMI e LQI tradicional
respectivamente. Na implementacdo numérica, considera-se a variagdo de carga e tensao de
entrada de acordo com as Figuras 18 € 19 para SO0W e 1000W respectivamente. Nesta simulacdo,
o tempo de amostragem € de 1ms com 300 pontos de tempo discreto. O modelo no espago de
estados utilizado para andlise € o modelo LTV proposto na Se¢do 2.2, sendo lei de controle dada

por (3.44).
Figura 18 — Variac@o da poténcia de carga e da tensdo de entrada para Pot = [50,500]|W.

Variagédo da Poténcia na Carga (W)

500
__400t
= 300t
= 200t

100t

0 005 01 015 02 025 03
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0 005 01 015 02 025 0.3
Tempo (S)

Fonte: Autor.

Utilizando-se dos ganhos escolhidos em (6.9), (6.10), (6.11) e (6.12) para andlise de
malha fechada tanto para o MPC-LMI como para o controlador LQI, sdo feitos as anédlises do
indice do erro quadrético (Index Square Error-ISE) e do indice de desempenho J., definido em
(3.36). O ISE discreto utilizado na anélise € definido por:

Ni

ISE=Y (refi—i)*, (6.13)
i=1

de Ny € o n-ésimo valor de pontos na simulagdo, ref; é o segmento de referéncia desejado e y; €
o valor de saida, neste caso, € a tensdao de saida no conversor.

A Tabela 6 mostra um comparativo em valores absolutos do ISE e do J... Observa-se
que os valores MPC-LMI apresentam valores absolutos inferiores ao LQI tanto para o ISE como

para indice de desempenho quadratico nas faixas de poténcia projetadas. Portanto, o controlador
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Figura 19 — Variac@o da poténcia de carga e da tensdo de entrada para Por = [380, 1000]W .
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Fonte: Autor.

MPC-LMI apresenta um melhor desempenho comparado ao LQI nas mesmas condicdes de

operacdo. As Figuras 20 e 21 mostram o comparativo da 6 no formato gréifico de barras.

Tabela 6 — Tabela dos indices de desempenho
LQI MPC-LMI Relativo ao LQI %

500w 1,55x10* 6,58 x 10° —136,26%
ISE 000w 7,78 x 10> 6,81 x 103 —14,22%
500W 1,05x10° 8,50 x 10° —23,57%
Joo 1000W 1,49 x 10° 1,44 x 10° —3,30%

Figura 20 — Comparacdo gréfica ISE entre as estratégias de controle.

Comparativo ISE

MPC-LMI = LQI

6,81E+03
7,78E+03

ISE 1000W

ISE 500W 6,58E+03

+04

Fonte: Autor.

Observando os valores relativos da Tabela 6 e Figuras 20, 21, vé-se que para o projeto

de 500W, o MPC-LMI apresenta uma taxa de valores absolutos ao menos 23,57% menores que
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Figura 21 — Comparacdo gréfica J.. entre as estratégias de controle.

Comparativo indice J
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Fonte: Autor.

o LQI operando na mesma condi¢ao de operacdo. Para o projeto de 1000W as diferencas sao
menores sendo 0 ISE% = —14,22% e J% = —3,30%. Isso € justificado pela concepgao de
projeto utilizado, pois a amplitude de carga para 380W — 1000W € percentualmente menor que o
projeto de SOW — 500W. Analisando as concepg¢des de projeto para variacdo de carga, o projeto
de 1000W varia de 38% para 100% poténcia, uma diferenca de 62% entre o valor méximo e
minimo de carga. Ja para o projeto de 500W, a variacdo é de 90% entre o valor maximo e
minimo de carga. Portanto, MPC-LMI € mais eficiente para projetos com grandes amplitudes de
carga, o qual o controle do conversor boost mostra-se garantido para a condi¢des de operacao

proximo ao vazio.

6.3 Analise dos polos e zeros

Na Secdo 6.2, foram escolhidos os ganhos dos controladores MPC que serdo aplica-
dos ao conversor boost operando em LTV. Em seguida, sdo realizados anélises de polos e zeros
de malha fechada em LTV rampa ascendente, o qual o intervalo de tempo € feito considerando
um tempo de simulagio de 300ms, ou seja, 300 pontos de simulagdo com V, variando de 26V a
36V. Dentro deste intervalo de pontos, a poténcia varia de SOW a S00W ou de 380W a 1000W,
conforme a faixa de poténcia escolhida de projeto. Dessa maneira, sio acompanhados a evolugdo
da alocacdo de polos e zeros LTV, como podem ser vistos nas Figuras 22 e 23. Ambas as figuras
levam em consideracdo a andlise para N = 2,8,14 e 20. Observa-se que os polos de malha
fechada tendem a se organizar o mais préximo possivel do centro do circulo unitdrio, isso mostra
a estabilizagdo robusta em todos os pontos, principalmente para os pontos finais do conjunto x;,;.

Comparando os resultados do controlador MPC-LMI ao LQI classico das Figuras 22
e 23, observa-se que o controlador LQI ndo garante a estabilizagdao em todos os pontos na mesma

condicao LTV, pois existem polos fora do circulo unitdrio. A Figura 22, por exemplo, mostra
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Figura 22 — Anélise dos polos e zeros LTV para o conversor operando Pot € [SOW,500W].

Mapa de Polos/Zeros — N=8

Mapa de Polos/Zeros — N=2

1 1 .
LQI B LT 0.60PELT
x MPCL,\/1| Relax : : ;
0.5f /0.8WT 0.21T :
® 0.9mT AT ,9 :
3 1T 3 '
g Ofiwr @ x g
E Mo T E X T
-0.5 0.21T 0.270T
0.71YT -0.3wT . -0.30T
0.6HEAATT 0 6HEAATT
-1 ‘ . ‘ ‘ . ‘
-1 -0.5 0 0.5 1 0.5 1
Re(z) axis Re(z) axis
Mapa de Polos/Zeros — N=14 Mapa de Polos/Zeros — N=20
1 ‘ ‘ \ 1 ‘ . ‘
0.6/ PE T 0.6 PE T
& oI
0.21/T
£ 2 flnﬂ
x x
© c 5
E E 1T
-0.5} . . 0.21T 0.21T
- 0:3mWT . -0.30T
0.618'%19.-|4T|1T O.61@’T5197|4TVT
-1 L bt L L et L
-1 -0.5 0 0.5 1 0.5 1
Re(z) axis Re(z) axis

Fonte: Autor.

que o controlador LQI cldssico ndo se mantém dentro do circulo unitario em todo o espago
de tempo especificado, existindo uma regido de instabilidade. J4 o MPC relaxado mantém-se
estdvel em todo processo, pois seus pélos estdo dentro do circulo unitdrio independente do ponto
Xser mostrado. Além disso, os pdélos de malha fechada do controle MPC tendem a se manter no
semi-circulo direito a medida que N aumenta, o que € desejavel do projeto de controle, porque
reduz o efeito oscilatério da resposta em regime permanente. Cita-se ainda que a posi¢ao dos
polos garante um baixo sobressinal em regime permanente com base na regido { > 0,7. O LQI,
no entanto, mantém uma regiéo voldtil de oscilagdo cujos pélos variam na regido { < 0,8. Logo
os polos do LQI denotam um comportamento oscilatério em regime permanente em alguns
pontos de operacao LTV.

Na Figura 23, o comportamento € andlogo ao mostrado na Figura 22. Observa-se

que o controlador LQI clédssico ndo se mantém dentro do circulo unitério, existindo uma regidao
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Figura 23 — Anélise dos polos e zeros LTV para o conversor operando Pot € [380W, 1000W].
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Fonte: Autor.

de instabilidade. Existem poucas variacdes, pois a Unica variacdo de projeto estd relacionada a

poténcia de carga.

Portanto, vé-se que o controlador MPC-LMI relaxado mantém-se sempre estavel

independente da condi¢do LTV, dentro das condi¢des de projeto. A secao seguinte usa-se da

mesma andlise LTV para polos e zeros e faz a andlise de estabilidade robusta LTV conforme

proposto na Subsecao 5.1.2.

6.4 Analise de robustez LTV

Com base Subsecdo 5.1.2, as expressoes politopicas LTV para N = 20 s@o convertidas

em um conjunto de fung¢des incertas na frequéncia discreta. Utilizando o critério do pior caso,
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sdo feitas as andlises de estabilidade robusta LTV de acordo com as Figuras 24 e 25. Na Figura
24, vé-se que o controle LQI na frequéncia discreta ndo se mantém robusta pois cruza nao apenas
com a margem de seguranca garantida de 30%, especificada na figura, como também a curva de
incertezas. Portanto o controlador LQI estabelecido nao € robusto. Ja o MPC-LMI é robusto e
mantém uma distancia considerdvel em relacdo a margem de seguranca, podendo até ser ajustado
de modo a obter um controle mais rapido caso seja necessario. A curva apresentada na Figura
24 mostra que a condi¢@o de pior caso do modelo de malha fechada do controlador MPC-LMI
relaxado mantém-se distante da condicao mas acentuada das incertezas também avaliando o
pior caso, de acordo com a teoria da estabilidade robusta LTV apresentada na Subsecdo 2.3 e na

Subsec¢do 5.1.2.

Figura 24 — Curva de estabilidade robusta LTV de pior caso para SO0W.
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Fonte: Autor.

Contudo, na Figura 25, vé-se que o controle LQI na frequéncia discreta ndo € robusto
e que o nivel de ndo-robustez é maior que o projeto para SOOW. O controle MPC mantém
comportamento semelhante ao da Figura 24. Portanto, o controlador MPC-LMI mantém-se
robusto independente da poténcia demandada de projeto. Isso se deve ao fato de que o aumento
da carga implica no aumento das margens de incertezas LTV inerentes ao modelo. Como o
controlador MPC € projetado para todas as faixas de incertezas no dominio LTV, o método de

andlise robusta LTV nao paramétrica reforca as condicdes de robustez para o controle proposto.
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O LQI cléssico € projetado apenas em condi¢des nominais de operacdo, sendo que os demais
pontos de operacdo sao tratados como pertubacgdes externas ao modelo, ndo sendo garantida
a robustez do LQI caso o conversor opere em regides fora da condi¢cdo nominal ao que foi

projetado.

Figura 25 — Curva de estabilidade robusta LTV de pior caso para 1000W.
Analise de Estabilidade Robusta de pior caso
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Fonte: Autor.

Portanto, a andlise grafica vista nas Figuras 24 e 25 comprovam a robustez do
controlador MPC-LMI relaxado independente modelo incerto adotado para o projeto, pois
o ganho obtido por incertezas politopicas € também submetido a variacdo de incertezas ndo
paramétricas LTV, como € proposto na Subse¢do 5.1.2. Essas condi¢des mostram que o controle
¢ estavel, eficaz e capaz de rejeitar os efeitos das incertezas, mesmo operando em uma condi¢do

extrema de pior caso.

6.5 Consideracoes finais sobre o capitulo

Este capitulo mostrou os procedimentos de implementa¢do do MPC-LMI relaxado
considerando o modelo politdpico e as respostas LTV. Com base nos dados de implementacao,
sao feitas andlises através das elipsoides de estabilidades da resposta ao impulso na condi¢ao
nominal e suas proje¢des 2D das varidveis de estado do modelo aumentado. Além disso, é

gerada uma tabela de ganhos MPC tanto para a faixa de poténcia 50W — 500W como para
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a faixa 380W — 1000W, o qual € escolhido o ganho de realimentacdo para N = 20. Cita-se
ainda a andlise dos polos e zeros acompanhando a evolucdo da alocaciao de acordo com N e
€ mostrado que o modelo de malha fechada para o n-esimo valor do conjunto das elipsoides
tendem a se manter no semi-circulo direito, garantindo a estabilidade desejada de projeto. Com a
escolha de N = 20 para o ganho de realimentacao, € feita a anélise de estabilidade robusta LTV,

comprovando a robustez do controlador MPC nas condig¢do de pior caso LTV.
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7 RESULTADOS DE SIMULACAO E EXPERIMENTAL

Este capitulo mostra os resultados de simulacdo e experimental do controle MPC-
LMI e LQI aplicado ao boost CCTE na sua forma de circuito chaveado. Os resultados de
simulacdo sdo executados no Matlab/Simulink, o qual é feita uma compara¢do com o LQI
cldssico existente em literatura. Em seguida, os mesmos testes feitos em simulagdo sao realizados
em bancada experimental. Os resultados alcangados experimentalmente validam a teoria proposta

mostrando a viabilidade da estratégia de controle no conversor boost CCTE.

7.1 Resultados de simulaciao

A Figura 26 mostra o diagrama do conversor. Considerou-se o tempo de execu¢do do
processo de T's = 1us, diferente do tempo de amostragem de Ty = 1ms. Além disso, durante o
processo de simulacdo, sdo feitos ensaios de variacdo de carga e de tensdao com base na poténcia
submetida ao modelo. No caso da simulagdo para S00W, € considerada a variagao da tensao de
entrada e da carga em situagdes compativeis com a experimentacdo. Na simulacdo considerando

a poténcia de 1000W, sdo feitas apenas variacdes de cargas.

Figura 26 — Esquemdtico de Simulagdo
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Fonte: Autor.

Observando a Figura 26, vé-se o circuito proposto de modo que a Célula de comuta-
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cdo em 3 estados € reduzida a um bloco. Além disso, o bloco simbolizado pelo MSP430 contém
o diagrama de blocos do circuito digital proposto de acordo com a Figura 8. Portanto, o modelo

no simulink representa a formulagdo computacional do modelo proposto no comeco do capitulo.

7.1.1 Simulagdo para 500W

A Figura 27 mostra o sinal de acionamento do degrau de carga para o conversor
boost operando na faixa de poténcia de S0W — 500W — 50W respectivamente. Com base nessa
perturbacdo de carga, sdo analisados os resultados da tens@o de saida, corrente na carga e sinal
de controle do circuito.

Figura 27 — Variacao de carga proposta
Variagdo do degrau de carga (V)
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Fonte: Autor.

Na Figura 28 sdo mostrados os resultados da simula¢ao para V, = 36V. Observa-se
que ambos os controladores garantem a referéncia da tensdo de saida. Comprova-se ainda a
variagdo de carga como pode ser vista na curva referente a corrente de saida. Cita-se ainda que o
sinal de controle segue um comportamento similar a tensdo de saida, ndo ocorrendo saturagdes
no sinal de controle. Entretanto, observa-se um comportamento mais suave e mais rapido
do controle MPC-LMI em relacdo ao LQI cldssico considerando as matrizes de ponderacdo
utilizadas para a Se¢do 6.2. Logo, no ponto de operacdo nominal de projeto, os resultados do
MPC-LMI se mostram com menos oscilacdes que o LQI classico.

Ja na Figura 29, sdo mostrados os resultados para V, = 26V. Observa-se que a a¢do

de controle MPC-LMI garante a referéncia de saida em relacdo ao LQI clédssico. Além disso,
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Figura 28 — Resposta considerando a varia¢@o de carga proposta para V, = 36V.
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o LQI classico apresenta comportamento oscilatério que compromete o sistema. Portanto, no
ponto de operacéo para V, = 26V, os resultados do MPC-LMI se mostram mais estdveis que o
LQI classico. Considera-se ainda que esse ponto de operagao € proximo ao modo de condugao
critica. Com base na simulacdo da Figura 28, o controlador MPC garante a estabilidade no modo

de operacdo critico conforme projetado.

Figura 29 — Resposta considerando a variac¢do de carga proposta para V, = 26V.
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A Figura 30 mostra os resultados considerando a variagao de V, = 26V — 36V — 26V
para 10% de carga. Observa-se que a acao de controle MPC-LMI garante a referéncia de saida
em relacdo ao LQI classico. Entretanto, durante o degrau de subida de tensdo, existe um varia¢ao
grande de V,, para ambos os controladores. Vé-se que o MPC recupera-se mais rapidamente que
o LQI cléssico. Cita-se também que a resposta da tensdo de saida do LQI mantém-se mais lento e
oscilatério que o MPC. Além disso, 0 MPC mantém-se com sinal de controle mais estavel que o
LQI no estado de overlap, ou seja, na tensdao V, = 26V, o MPC garante uma melhor estabilidade

mesmo operando com superposicao de sinal como pode ser visto na concepgao de projeto.

Figura 30 — Resposta considerando a variagdo de tensdo proposta para 10% de carga.
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Ja na Figura 31, sdo mostrados os resultados considerando a variacdo de V, = 26V —
36V — 26V com 100% de carga. Observa-se que ambos os controladores atingem a referéncia
de tensdo com ligeira vantagem do MPC. Observa-se ainda que o MPC recupera-se mais
rapidamente que o LQI classico nos instantes de variagio de V,. Portanto, ambos os controladores
atuam sem muitos problemas, mas com a resposta do controlador MPC visivelmente melhor que

o LQI cléassico.
7.1.2  Simulacdo para 1000W

Na Figura 32, sdo mostrados os resultados para V, = 36V. Observa-se que ambos

os controladores garantem a referéncia da tensao de saida com poucas oscilacdes. Comprova-
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Figura 31 — Resposta considerando a varia¢do de tensao proposta para 100% de carga.
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se ainda a variacdo de carga como pode ser vista na curva referente a corrente de saida. Os
resultados sdo similares aos resultados da Secdo 7.1, contudo, as oscilagdes do controlador LQI

sa0 maiores por conta da poténcia demandada.

Figura 32 — Resposta considerando a variacdo de carga proposta para V, = 36V.
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De acordo com Figura 33, a acdo de controle MPC-LMI garante a referéncia de saida

em relagcdo ao LQI classico. Observa-se que o LQI apresenta comportamento oscilatério que
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compromete o sistema mas com intensidade menor ao que é mostrado na Figura 29. Logo, no
ponto de operagdo para V, = 26V, os resultados do MPC-LMI se mostram mais estdveis que o
LQI classico. Considera-se ainda que esse ponto de operagdo € proximo ao modo de condugdo
critica e a corrente demandada encontra-se na condi¢do nominal, pois o conversor proposto foi
projetado para 1000W. Portanto, controlador MPC garante a estabilidade no modo de operacao

critico conforme projetado.

Figura 33 — Resposta considerando a variacdo de carga proposta para V, = 26V
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7.2 Resultados Experimentais

Os resultados experimentais foram realizados em uma bancada usando o osciloscépio
DPO 3014. A aquisi¢ao de dados foram feitas pelo Software TekVisa Open Choice Desktop
e a implementacdo das curvas foram feitas em Matlab. A Figura 34 apresenta a bancada
experimental do conversor em que as estratégias de controle sdo aplicadas. Para implementagao
experimental de S00W, foi utilizada uma fonte Magna Power TS 10kW. As cargas de 500W
foram organizadas na configuracdo de 46,8€Q a 4,6 comutadas via disjuntor para execucao do
degrau de carga. Portanto, a variacdo do degrau é de SOW — 500W — 50W utilizando as func¢des
trigger do osciloscopio e realizando a aquisi¢dao dos dados com o software da Tektronix. Além
disso, os ensaios de degrau de carga foram realizados para tensdo de 36,6V e 26,8V e vice-versa

com base na leitura do osciloscépio.
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Ja para implementacdo experimental para 1000W, foram utilizadas duas fontes
Magna Power TS 10kW conectados em paralelo. As cargas foram organizadas na configuracao de
6,2Q a 2,3Q comutadas via disjuntor para execucio do degrau de carga de modo que a variacio
do degrau fosse de 380W — 1000W — 380W utilizando as fun¢des trigger do osciloscopio e
realizando a aquisi¢do dos dados com o software da Tektronix. Os ensaios consideraram a tensao

de 36,6V e 26,8V de acordo com as formas de onda mostradas no osciloscopio.

Figura 34 — Bancada experimental.
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Fonte: Autor.

7.3 Resultado Experimental para S00W

Para realizacdo do experimento, foram utilizadas cargas reguladas cuja resisténcia
varia de 47Q (Aproximadamente SOW) a 4,6Q (Aproximadamente S00W) e a fonte de tensao
€ capaz de variar em degrau de 26,8V a 36,6V. A fonte de tensdo utilizada no experimento
permite ensaios degrau de tensdo ou corrente de acordo com a necessidade do experimento. Para
o caso do ensaio experimental do conversor de 500W, fez-se uma programagao que permitisse
a varia¢do em degrau tanto ascendente como descendente do valor de tensdo de entrada V, do
conversor CCTE.

A Figura 35 mostra os resultados experimentais para V, = 36V considerando a varia-
cao dos degraus de carga. Observa-se que o resultado experimental ja tem algumas diferencas
em relacdo a simulagcdo. Na Figura 28, a estabilizacdo da tensdo V, do capacitor é mais lenta,
porém mais suave que a do resultado experimental. Logo, mostra-se que o controlador LQI

cldssico ndo garante estabilizacdo da tensdo de saida para carga minima de 10%. O MPC-LMI
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garante a referéncia tanto para plena carga como para 10%. Cita-se ainda que a dificuldade de
estabiliza¢ao do controlador LQI deve-se ao fato do sinal de controle "tocar’ o zero de duty, nao

sendo capaz de garantir a referéncia para cargas proximo a condic¢ao de vazio.

Figura 35 — Resultado experimental para V, = 36V com degraus de carga.
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A Figura 36 mostra os resultados experimentais para V, = 26V considerando a
variagdo dos degraus de carga. O controlador LQI mantém-se oscilatério, levando-se ao fato
de que a menor tensdo de entrada para garantia da estabilidade foi de V, = 28,8V. Cita-se
ainda que o controlador MPC-LMI garantiu o controle para V, = 26,8V, acrescentando que
o controlador preditivo manteve a referéncia de saida média em V,, = 48,6V como pode ser
visto na subfigura da linha 1, coluna 2 da Figura 36, mesmo com sinal de controle operando
em overlap de chaveamento. Ja o controlador LQI ndo se estabiliza em nenhum dos degraus de
carga, apesar de operar com a tensdo V, acima ao de projeto.

A Figura 37 mostra os resultados experimentais para 10% de carga considerando a
variagdo dos degraus V,. O controle LQI mantém-se oscilatdrio em todo o processo, mesmo que
0 degrau de tensdo submetido seja de V, = 30V —36V. O controle MPC-LMI teve dificuldades
de manter-se estdvel para V, = 26,8V para estabelecer o degrau de tensdo, mantendo-se em
condigdes para o experimento em V, = 27,6V. Nesse ponto de operagdo, o controlador manteve
a referéncia de V,, = 48,6V operando no estado de carga quase a vazio e o sinal de controle

operando em overlap. Mesmo diante das dificuldades de implementagdo experimental, o MPC-
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Figura 36 — Resultado experimental para V, = 26V com degraus de carga.
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LMI garantiu a referéncia. Comparando com a Figura 30, observa-se comportamento semelhante
em relacdo a oscilagdo do controlador LQI para V, = 26V e 10% de carga. O controle MPC
possui um comportamento estavel na simulagcdo, no experimento, contudo, a estabilizacado é
mais demorada e mais oscilatéria. Isto é explicado pelo fato da fonte de tensdo ser uma fonte
chaveada, logo existem imperfeicdes na qualidade de energia enviada para o conversor, ja que 0
conversor visto pela fonte trata-se de uma carga ndo linear. Portanto, oscilagdes e perturbacdes
do sistema real devem ser considerados e o controlador deve garantir o controle do sistema real.
No caso da Figura 37, o MPC garantiu a referéncia desejada com mais oscilacdo que o modelo
simulado.

Na Figura 38, mostra os resultados experimentais para 100% de carga considerando
a variac@o dos degraus V,. O controle LQI mantém-se oscilatério quando operando para V, =
30,8V, o controlador MPC mantém referéncia com certa oscilagdo para V, = 27,6V. Tais
respostas contrariam um pouco a simulagdo mostrada na Figura 38, pois para V, = 26V no
modelo simulado quase ndo h4 oscilag@o para o controlador MPC e ocorre uma oscilagdo para o
controlador LQI digital. A oscilag¢do para V, = 27,6V deve-se principalmente ao fato da fonte
usada tratar-se de uma fonte chaveada, e por conta disso, a fonte real observar o conversor como

uma carga nao linear.
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Figura 37 — Resultado experimental para 10% de carga com degraus de tensao.
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Figura 38 — Resultado experimental para 100% de carga com degraus de tensao.
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7.4 Resultado Experimental para 1000W
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A Figura 39 apresenta as curvas experimentais extraidas do osciloscopio para V, =

36,6V. Observa-se que ambos os controles se estabilizaram na tensdao média de Vo = 48,6V com

afundamento em 40V e pico de sobretensdo de 62V aproximadamente. Contudo, o controlador
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MPC obteve uma recuperagdo mais rapida e suave que o LQI. Além disso, considera-se o sinal
de controle do PWM convertido pelo D/A. A referéncia de tensdo de controle experimentado
via MSP430 foi de 2V. Convertendo os valores experimentais de tensdo para ciclo de trabalho
de simulagdo, o valor de 0,54V € equivalente a 0,27, bem préximo a referéncia de simulacdo
como vé-se na Figura 32. As repostas referentes a corrente de saida visto na Figura 39 validam a

variacao de carga feita em simulink da Figura 32.

Figura 39 — Resultado experimental para V, = 36V com degraus de carga.
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Na Figura 40 foi considerada a tensdo V, = 26,6V para o ensaio do controlador
MPC e apenas foi possivel fazer a condi¢@o de analise satisfatéria para o LQIl em Vg = 28,8V,
pois para tensdo de entrada inferior, o controlador cldssico ndo garantia estabilidade. Contudo, o
controlador MPC obteve uma recuperacio mais rapida e suave que o LQI. Logo, o LQI apresenta
limitagdes de operacao também para 1000W considerando as matrizes de ponderagdo impostas
na Tabela 3. J4 o MPC para Vg = 26,6V garantiu a estabilizacdo mesmo sob forte oscilacdo
com picos de 63V no instante do degrau de carga. O LQI para Vg = 28,8 atingiu pico de
tensdo de aproximadamente 70V . Portanto, o MPC-LMI relaxado mantém-se mais estavel em
condi¢des severas de operacdo conforme projetado. O sinal de controle visto experimentalmente
do controlador MPC variade 1V a 1,1V e se aproxima ao equivalente de 0,5 e 0,55 de ciclo de
trabalho conforme Figura 33 da simulacdo, validando a estabilizacdo dos sinais de controle em

condicdes mais severas de operacdo. O valor da variacdo da corrente de saida da figura € similar
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ao que ¢ visto na simulagdo, validando a variacdo de carga conforme projeto.

Figura 40 — Resultado experimental para V, = 26V com degraus de carga.
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7.5 Consideracoes finais sobre o capitulo

Este capitulo mostrou a viabilidade do controlador MPC-LMI proposto tanto usando
o circuito de simulagcdo como utilizando a bancada experimental. Os resultados provaram que o
MPC-LMI Relaxado experimentalmente validou os resultados de simulagcdao, mostrando que a
veracidade da teoria proposta. Os ensaios considerando as poténcias de S00W mostraram que
o controle MPC ¢€ eficiente no regime transitorio mesmo operando em condi¢des proximas ao
vazio e € capaz de suportar os efeitos do overlap e o modo de condugio critica mesmo sendo
projetado para a operacdo MCC. O experimento para 1000W mostra que o controlador proposto
nesta tese € capaz de operar em condi¢cdes nominais de operagdo e em condic¢des criticas. O
capitulo termina validando o experimento do conversor operando em 1000W com a simulagdo

nas mesmas condi¢des operacgao.
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8 CONCLUSOES E TRABALHOS FUTUROS

Com base nas andlises dos resultados de simulagdo e experimental, o controlador
MPC-LMI relaxado proposto neste trabalho atendeu de modo satisfatdrio as especificacdes
de projeto, garantindo o seguimento de referencia durante as variagdes de carga e na tensao
nominal de V, = 36V ¢ na tensdo critica de V, = 26V tanto para o modelo com a faixa de
carga de SOW — 500W como para carga variando de 380W — 1000W. Pode-se concluir que o
controlador MPC-LMI proposto mostrou-se mais estavel que o LQI digital em todas as condi¢des
de operag@o impostas tanto por simulacdo como experimentalmente. Deste modo, o controlador
preditivo com restricdes LMIs constitui-se uma solucdo vidvel para implementacgdo digital de
baixo custo, pois garante estabilidade nas condi¢des de operacdo de projeto podendo ser inserido
em um microcontrolador comercial de amplo acesso.

Observa-se que o controlador LQI cldssico ndo garante robustez em todos os pontos
de operagdo. Isso pode ser comprovado pelo mapa de zeros e polos em que uma parte dos polos
sdo alocados fora do ciclo unitdrio no contexto LTV. Acrescenta-se ainda a andlise do modelo
com incertezas ndo paramétricas, a curva LQI cruza com as curvas de incertezas na condicdo de
pior caso. Portanto, a teoria do controle 6timo apresenta limitacdes quando submetido a variacao
de parametros na analise LTV. O MPC-LMI, no entanto, contorna este problema considerando as
variagcdes como incertezas politopicas, garantindo o desempenho do controlador em toda a faixa
de operacdo.

Esta tese mostrou que a andlise das elipsoides de estabilidade constituem uma
condi¢ao de auxilio para que o modelo offline possa funcionar de modo similar a um controle
MPC-LMI relaxado online, considerando horizonte infinito de predicao. Portanto, dado o
conjunto de elipsoides gerados pelo Algoritmo 4.1, quanto maior o valor de N, melhor sdo as
condig¢des de estabilizacdo em regime permanente.

O uso do diagrama de blocos permite um ajuste fino na resposta do conversor,
podendo suavizar a resposta sem precisar do redimensionamento das matrizes de ponderagao.
Para esta tese foi utilizada a configuracdo padrao g =1 e 2 = 1 tanto para o MPC como para o
LQI. Logo, esta ferramenta pode ser mais explorada em trabalhos futuros e também ser usada
em outras estratégias de controle com topologia similar de diagramas de blocos.

Acrescenta-se ainda que os controles propostos foram aplicados ao conversor boost
CCTE, obtendo a estabilidade na malha direta de tensdo sem a necessidade do emprego do

controle em cascata, tornando a implementagdo experimental mais simples e confidvel, ja que
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ndo hd o problema da sincronizacdo entre as malhas interna e externa.
Mesmo com os resultados experimentais apresentados, observa-se que o MPC-LMI
proposto apresenta limitacoes de operacdo. Entre estas limitacdes estdo:

- problemas de funcionamento préximo as condi¢des criticas de operagdo - experimental-
mente, o conversor apresentou algumas dificuldades de operagcdo na condicao critica. Isto
porque, na condi¢ao critica o sinal de controle aumenta ao ponto de cruzar a regido de
overlap. A propria teoria de conversores CCTE mostra isso como uma limitacio, pois com
duty cycle acima de 0,5, o modelo no modo de conducdo continua ndo € mais garantido. Na
simulagdo via simulink, o controlador € capaz de trabalhar em regides além da zona critica
de opera¢do. Experimentalmente, tal aplicacdo ndo € possivel. No entanto, é necessirio
ampliar os estudos relacionados as técnicas de controle MPC-LMI em conversores no
modo critico de operacdo. Logo tal limitacdo é um problema a ser analisado em situagdes
futuras de pesquisa.

- distirbios decorrente de tensdes de entrada de origem chaveada - esse estudo ndo levou em
consideracdo os efeitos de distirbios decorrentes de fontes de origem chaveada. Contudo,
isso foi observado nos resultados experimentais. Nao se sabe ao certo as influéncias de
circuitos chaveados CC em cargas chaveadas e ndo lineares de 2t Ordem ou de ordem
superior € como os controladores podem atuar com o objetivo de suprimir tais efeitos em
suas plantas.

- limitag¢des na melhoria de desempenho das matrizes de ponderacao - em diversos trabalhos
que fazem uso do MPC-LMI em suas plantas usam-se apenas as diagonais principais
das matrizes de ponderacdo para formulacdo do ganho de realimentacdo. Durante o
estudo do MPC-LMI aplicado no conversor boost, o ajuste dos parametros das matrizes de
ponderacdo se mostrou limitado para detectar ajustes precisos de sobressinal e tempo de
estabilizacdo. Esse problema € conhecido as técnicas de controle que usam o indice de
desempenho do LQI cléssico.

Com base nas limitagdes encontradas nesse estudo, pode-se estabelecer algumas
sugestdes de propostas para estudos e pesquisas futuras:

- O uso de técnicas de controle preditivo capazes de contornar os efeitos do modo de
conducao critica em conversores. Cita-se a proposta de utilizar o MPC-LMI online com
MCU répidos como DSPs da Texas Instruments. Apesar de encarecer o custo final, consiste

numa proposta de controle mais eficiente. Pode-se propor ainda o uso do GPC nao linear
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como NEPSAC ou o uso de GPC linear com restri¢des e realizar comparagdes com o
MPC-LMI de modo a analisar o nivel de eficiéncia na resolugao de tais problemas. Cita-se
ainda a proposta de controladores Fuzzy com compensac¢ao paralela distribuida via LMIs
para ponderar diferentes pontos de operacdo via escalonamento de ganhos;

- Pesquisas usando controladores visando rejei¢des de distirbio e andlise de desempenho.
Um tipo de estratégia de controle que pode ser estudada é o uso do H,/H. com D-
Estabilidade. Desta maneira, analisar os efeitos dos distirbios e projetar o controlador de
modo a garantir a robustez plena, pois o controle proposto neste trabalho aplicou controle
via estabilidade robusta. Parametros de desempenho robustos é um assunto que pode ser
melhor explorado visando suprimir os distirbios decorrentes de fontes chaveadas;

- Técnicas de inteligéncia computacional para obtencao de matrizes de ponderagdo capazes
de melhorar as respostas de regime dos controladores MPC-LMI. Cita-se ainda o uso
destas técnicas para os parametros g, do diagrama de blocos com o objetivo de melhorar
ndo apenas lidando com o indice de desempenho, mas também com ajuste fino relacionado
ao posicionamento dos polo de acdo integral, proporcionando resultados o qual as matrizes
de ponderacao ndo seriam capazes de ajustar.

Este estudo mostrou a viabilidade da aplica¢do do controlador MPC-LMI em conver-
sores boost de alto rendimento. Observa-se que a contribui¢do deste trabalho estd relacionado
ndo apenas na aplicacdo da técnica de controle em um conversor relativamente complexo, mas
também pela caracteristica da célula de comutagdo envolvida na planta, cujas caracteristicas lhe
aumentam o rendimento em poténcia proporcionalmente a sua complexidade, pois o fendmeno
do overlap é presente em modos de operacao critica deste conversor. Cita-se o fato de que a
técnica de controle proposta neste trabalho conseguiu atenuar os efeitos da fase ndo-minima
apenas usando uma lei de controle simples e direta implementados em um microcontrolador de
baixo custo e de alcance acessivel no mercado. Portanto, este trabalho deixa como legado o uso
de controles preditivos modelados via espaco de estados otimizado via desigualdades matriciais
lineares em conversores boost com CCTE, tornando-se uma base para pesquisas posteriores e

implementagdes similares no campo do controle aplicado em conversores estaticos.
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APENDICE A - COMPONENTES UTILIZADOS

Este apéndice mostra os componentes eletronicos utilizados para implementacao do
controle digital. O primeiro destes € 0 MSP430G2553, um microcontrolador de 16 bits de baixo
custo da texas instruments e o segundo consiste no kit D/A de 8 bits. O método apresenta o

artificio usado para mostrar as formas de onda do sinal de controle considerando o intervalo de 0

a 389 do PWM.

A.1 Microcontrolador Utilizado

O microcontrolador(MCU) usado no experimento € o kit Launchpad da Texas
Instruments-TI MSP430G2553. Este MCU é um modelo de baixo custo com clock 16MHz,
ADC 10 bits e baixo consumo de energia. O kit possui bootloader e gravacao integrados. A
Figura 41 mostra o modelo do kit da TI que mostra as principais funcdes utilizadas. Este kit
possui a vantagem de ter um processamento de 16 bits, cujas fun¢des sdo compativeis com as
necessidades de implementacao do boost CCTE. Portanto, o kit Launchpad € compativel para
conversores CC-CC e com baixo custo de aquisi¢do, o que torna este MCU atrativo tanto para

pesquisas de baixo custo como para implementacao em escala industrial.

Figura 41 — Kit Launchpad da TI.
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Fonte: Google Imagens

O softwares de gravacdo mais usados para o uso do MSP430 Launchpad sdo o

IAR430 Workbench e o Software Livre Energia. Para o projeto do controle digital do conversor,
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foi utilizado o IAR430 na sua versdo gratuita limitado a gravacao 8kB.

Para observar o valor analdgico do sinal de controle digital via PWM, é necessario
fazer a conversao digital do PWM para analdgica. Para isso foi usado o PCF8591T e um artificio
para leitura do 9 bit conforme a seqiiencia da Figura 8. A Figura 42 mostra o conversor D/A
usado na versdo experimental. Para captacao do valor no D/A, é necessario configurar o 12C
do MSP430 e enviar o sinal de PWM ao PCF8591T. Em seguida, o sinal equivalente analogico
€ lido juntamente com o sinal do 9 bit vindo do MSP430 num divisor de tensdo. A soma dos
valores de tensao resultam no valor equivalente do PWM enviado ao conversor boost.

Cita-se ainda que o MSP430 € programado de modo que os 2 PWMs sejam enviados
ao MC33152 com defasagem de 180deg entre si. Isto porque o conversor CCTE trabalham
com duas chaves defasadas entre si de 180deg. Portanto para o funcionamento adequado do
conversor, € necessario que o MCU utilizado tenha configuragdes de PWM com defasagem
fasorial. Logo, além do baixo custo, 0 MSP430 tem condi¢do adequada para trabalhar com
conversores ¢ drives que exigem defasagens de PWM, tornando-se um MCU vidvel do ponto de

vista econdmico e pratico.

Figura 42 — Conversor D/A usado para leitura do sinal de controle.
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A.2 Configuracao do Launchpad com o conversor D/A

O conversor D/A Figura 42 consiste em um conversor D/A de 8 bits cujas configura-
¢oes sdo compativeis ao MSP430 Launchpad trabalhando com PWM de 8 bits. Para o caso do
PWM usado no controle do conversor, o PWM varia de 0 a 389. Portanto, superior aos 8 bits que
a D/A € capaz de processar. Visando resolver este problema, configura-se o MSP430 no modo

12C padrao além de configurar uma saida digital quando o valor do sinal de controle ultrapassar
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a resolucdo dos 8 bits. Para que o valor de saida do D/A + Saida 9 bit seja precisamente o valor

do sinal de controle analégico , € montado um circuito elétrico de modo que

Voo —=Vp/a  Vioc —Vpsa
Vpa =R A.l
D/A < R + R ) ( )
logo
Vp/a =Yoo+ Vspr, (A.2)

onde Vp 4 € o0 valor da conversdo D/A para a andlise da forma de onda do sinal de PWM, Vo, € 0
sinal digital do 9° bit (0 ou 2,5 V) e Vjy¢ € o sinal analégico do conversor D/A obtido pelo modo

12C do MSP 430.
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Fonte: Adaptado pelo Autor.
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APENDICE B - SCRIPT EM C-MSP430

B.1 Codigo fonte em C++ utilizado

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

Cédigo-fonte 1 — Codigo C430

[/ e //
// Doutorado em Engenharia Elétrica - UFC //
// Cdédigo C - MPS430G2553 - Launchpad //
// Desenvolvedores: Marcus V. S. Costa //
// F. Everton U. Reis //
// //
// Data: 29/11/2016 //
[/ mmmm //

#include <msp430.h>
#define ref 48
#define periodo 390
#define Hv 9.6e-2

//Definigdo do registrador para o DA

#define mostre_o_duty UCBOTXBUF = ((TA1CCR1&255)); if (
TA1CCR1 & BIT8) P20UT [=BITO; else P20UT &="BITO; //if (
debi2c & 1) UCBOTXBUF =170; else UCBOTXBUF =250; //

/// LQI Ts ~= 1ms - 29/11/2016

#define kt -0.0062 // ganho associado a Vc
#define ki 3.2214e-004// ganho associado a IL
#define kv 8.5061e-004 // ganho do integrador
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//// MPC LMI RELAXADO Ts ~= 1ms - 29/11/2016
//#define kt -0.0071 // ganho associado a Vc
//#define ki 1.2174e-004 // ganho associado a IL
//#define kv 0.0010 // ganho do integrador

//PI Astrom Hagglund - 29/11/2016
#define numl 1.9874e-004 // ganho kp
#define num2 0.0027// ganho ki-kp

#define numl_ numlx*periodo// compensacgdo

#define num2_ num2*periodo

#define kii ki*0.122//ganho associado a IL, considerando o
ganho do sensor Hall

#define kik kix*25//ndo utilizado

#define kt_ kt*periodo// compensacgédo
#define kii_ kii*periodo

#define kv_ kv*periodo

//calcule (kt_*33.6)/kv_ (o IAR erra!)

#define v_inicial 200

#define reseta_WDT WDTCTL = WDTPW + WDTCNTCL// ZERA WDT
WDTHOLD ;

#define tic P10UT |= BIT6;

#define toc P10UT &= "BIT6;
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unsigned int *tensao = (unsigned int *)0x0208; // tenséo
P1.0
unsigned int *corrente = (unsigned int *)0x0206; //

corrente P1.1

int main(void)

// Configura Clock interno para 8 Mhz
BCSCTL1 = CALBC1_16MHZ; DCOCTL = CALDCO_16MHZ;
WDTCTL = WDTPW;//WDTHOLD; // Stop WDT
PIDIR |= BIT6 + BIT5 + BIT4;

P10UT &= "BITbH;

if (IFG1l & BITO)//reset pelo watch-dog?
{
IFG1 &= "BITO; //LIMPA WDTIFG
P2SEL &= ~(BIT1 + BIT4);//DE PWM PARA I/0
P20UT &= ~(BIT1 + BIT4); //saida em ZERO JA!!!!
P10UT |= BIT5;//indica resetou
__delay_cycles (96000) ;//aguarda 6ms

// Configura A/D com o uso do DTC
ADC10CTLO &= “ENC;//alguns bits devem ser conf.

ENC em zero

com
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83 ADC10CTL1 = INCH_1 + CONSEQ_1; // Al ao AO, sequencia

unica

84 ADC10CTLO = ADC10SHT_2 + MSC + ADC100N + ADC10IE +
REF2_5V + REFON + SREF_1;

85 ADC10DTC1 = 0x02; //2 conversdes

86 ADC10AEO0 |= 0x03; // AO e Al P1.0 e P1.1- P1.0-
Tensdo / P1.1- Corrente

87 [/=-=--==-==---- Fim da Configuragdo de A/D

88

89

90 // Configura as portas

91 P20UT &= ~(BIT2); //Coloca as demais saidas néo
utilizadas em nivel baixo

92 P2DIR |= BITO + BIT1 + BIT2 + BIT4; // Configura saida,

p2.0 nono bit

93 P2SEL |= BIT1 + BIT4; //e para saida pwm tal.l-> p2.1
pwm

94 PIDIR |= BIT5 + BIT4;// BIT7 dado, bit 3 clock

95 P10UT &= ~“BIT5; P10UT = BIT4 + BIT3; P1REN = BIT3;//

resistores de pull-up dasabilitados, EXCETO P1.3 QUE
E DO BOTAO

96 P1SEL |= BIT6 + BIT7; // Assign I2C
pins to USCI_BO

97 P1SEL2|= BIT6 + BIT7; // Assign I2C
pins to USCI_BO

98
99 //--=---=- Fim da Configuragdo de Portas
100
101

102 // Configura I2C para o UCBO
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UCBOCTL1 |= UCSWRST; // Enable SW
reset
UCBOCTLO = UCMST + UCMODE_3 + UCSYNC; // I2C

Master , synchronous mode

UCBOCTL1 UCSSEL_2 + UCSWRST; // Use SMCLK
, keep SW reset

UCBOBRO = 160; // £SCL =
SMCLK/12 = ~100kHz

UCBOBR1 = 0;

UCBOI2CSA = 0x48; // Set slave
address
UCBOCTL1 &= ~UCSWRST; // Clear SW

reset, resume operation
//UCBOCTL1 |= UCTXSTP; // I2C TX, start

condition

do{UCBOCTL1 |= UCTR + UCTXSTT;}while (UCBOSTAT &
UCNACKIFG);// tenta restabelecer comunicagido com o D/
A, caso haja falha
__delay_cycles (16000) ;
UCBOTXBUF = 0x040; // Write DAC control byte
__delay_cycles (16000) ;

// Configura o TimerA numero 1

TA1CCRO = periodo; // Period Register
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TAICTL = TASSEL_2 + MC_3; // SMCLK, contagem up/

down
TA1CCTL1 = OUTMOD_2; // CCR1 reset/set
TA1CCTL2 = 0UTMOD_6; // CCR1 PWM duty
cycle
TAI1CCR1 = 1;
TA1CCR2 = 389;
[/ -===----=-=- Fim da Configuragdo do Timer A

// Declara varidveis e inicializa com zero "v" e "u"
float Vm, v, uk;//corrente e tensio medidas e sinal de

controle //CALCULAR O SINAL DE CONTROLE

float Vm, v, uk, erro, erro_1;//corrente e tensio medidas

e sinal de controle //CALCULAR 0 SINAL DE CONTROLE

v = v_inicial;// v_ inicial

unsigned int contl,cont2; contl= 8; cont2 = 1000;

for (;;){

unsigned char var; unsigned char cont = 18;

//ETAPAS DO ALGORITMO

//1) Inicializa o A/D e o DTC
ADC10CTLO &= ~ENC;
while (ADC10CTL1 & BUSY); // Wait if

ADC10 core is active
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ADC10DTC1 = 0x02;
ADC10SA = 0x206; // Data
buffer start

reseta_WDT;

//softstarter no inicio, por conta da limitagdo da fonte
while (contl1){//contl -> segundos
mostre_o_duty
dof{
__delay_cycles (16000) ;//delay de 1ms
cont2--; reseta_WDT;
} while (cont2);// cont2 ->quantos ms
cont2 = 1000; contl--;
TA1CCR1 += 20; TA1CCR2 -= 20;
}

//2) Espera periodo de amostragem
while (cont){
if ((TA1CCTLO & CCIFG))
{TAL1CCTLO &= ~“CCIFG; cont--;}
if (!(P1IN & BIT3)) // botao foi

pressionado

while (1) {reseta_WDT;
unsigned int ultimo_ukl, ultimo_uk2,
ultimo_Vm, ultimo_IL ;
P2SEL &= ~(BIT1 + BIT4);//DE PWM PARA
I1/0
P20UT &= ~(BIT1 + BIT4); //saida em
ZERO JA!'! 1!
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//
//
//

//
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ultimo_ukl = TAI1CCR1;//coloque Marcus

, breakpoint aqui

ultimo_uk2 = TA1CCR2;

ultimo_Vm (*tensao) xHv;

ultimo_IL = (xcorrente) *0.122;

//3) Dispara e espera completar as conversdes
tic
ADC10CTLO |= ENC + ADC10SC;// Sampling and start
conversion start
__bis_SR_register (CPUOFF + GIE);
//while (! (ADC10CTLO & ADC10IFG));//espera converter

tudo

//4) Calculo da agdo de controle e carga dos TACS

Vm = (*tensao)*9.6E-2; //sio medida da saida mesmo
uk = kv_*v - kt_*xVm + kii_x*x(xcorrente);
4 .64,

// Controle PI
erro = ref - Vm; //Integrador, prox v
uk=uk+numl_xerro+num2_x*erro_1;//PI

erro_1l=erro;

uk=101;

if (uk > 274)

{ TA1CCR1 = 274; TA1CCR2 = periodo - TA1CCR1;3}
else if ((uk < 274) && (uk > 0))

/7~
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{
TAI1CCR1 = uk;// evitar atrasos entre os tacs
TA1CCR2 = periodo - TA1CCR1;

}

else

{ TA1CCR1 = 2; TAI1CCR2 = 388; }

toc ////// medir o tempo de calculo do u(k) ~= 200us
v =v + ref - Vm; //Integrador, prox v
mostre_o_duty
}
}
#pragma vector=ADC10_VECTOR

__interrupt void ADC10_ISR(void)

{
__bic_SR_register_on_exit (CPUOFF) ; // Clear CPUQOFF
bit from O(SR)

//verificar se nao tem resistor em // com 7,5k

//TA1CCR1 = uk*periodo; // Atualiza os PWMs
//implementar saturagdes

//if (uk < 0) //2161
// if ((*pont & BIT7))// se negativo uk
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// uk=0.05; //v=-u/ki + maozinha;

// char #*pont = (char *)533;

//#pragma location=522
// __no_init float Vm;
//#pragma location=526
// __no_init float v;
//#pragma location=530
// __no_init float uk;
//#pragma location=534

// __no_init float xt;
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APENDICE C - SCRIPTS DOS CODIGOS EM MCODE

Codigo fonte em .m utilizado

Cdédigo-fonte 2 — Fungdo MPC-LMI no Lmilab
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10

11

12

13

15

16

17

18

19

20

21

22

23

24

25

function [gammas,Fs,Gs,Ysl=mpc_robust_lmilab(A,B,Qc,Rc,

umax , xk)

% Coédigo do MPC-LMI Relaxado na forma de fung¢do usando o

LMIlab

% Desevolvedor: Marcus Vinicius Silverio Costa

% Suporte: José Claudio Geromel

n = size(A{1},1);
m = size(B{1},2);
L = size(A,2);

% descreve as LMIs

setlmis ([])

%» declaragdo de variaveis

gamma = lmivar(1,[1 0]);

G lmivar (2,[n nl);

Y

lmivar (2,[m nl);
for j = 1:L
Q{j} = lmivar(i,[n 1]);

end

% descrigdo das LMIs
ct = 0;
for j = 1:L

ct = ct+1;

UNICAMP
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27

28

29
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39

40

41

42
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44

45

46

47
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50

51

52

53

54

55

56

57

Imiterm([-ct,1,1,G],1,1,'s"');
Imiterm([-ct,1,1,Q{j}],-1,1);
Imiterm([-ct,2,1,G],A{j},1);
Imiterm([-ct,2,1,Y],B{j},1);
Imiterm([-ct,2,2,Q{j}],1,1);
Imiterm([-ct,3,1,G],Qc~(1/2),1);
Imiterm([-ct,3,3,gammal ,1,1);
lmiterm([-ct,4,1,Y],Rc~(1/2),1);

lmiterm([-ct,4,4,gammal,1,1);

ct = ct+1;
lmiterm([-ct,1,1,0],1);
lmiterm([-ct,2,1,0],xk);

lmiterm([-ct,2,2,Q{j}]1,1,1);

ct = ct+1;
Imiterm([-ct,1,1,0],umax"~2);
lmiterm([-ct,2,1,-Y],1,1);
lmiterm([-¢t,2,2,G],1,1, 's');
lmiterm([-ct,2,2,Q{j}],-1,1);

ct = ct+1;
lmiterm([-c¢ct,1,1,G],1,1);
lmiterm([-ct,1,1,Q{j}],-1,1);
end

Imisys = getlmis;

% Declaragdo fungdo objetivo

options = [1e-4,500,0,100,1];

% Fungio objetivo
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59
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64

65
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67

68

69

70

71

72

73

74

75

76

77

78

np = decnbr (lmisys);
¢ = zeros (np,1);

for i = 1:np

gammai = defcx(lmisys,i,gamma) ;

c(i) = gammai;

end

% Solugéo

[copt ,xopt] = mincx(lmisys,c,options);

% Recupera solugédo

if (isempty(copt))

gammas = NalN;

Fs = NalN;

Qs = NalN;

else

gammas = copt;

Gs = dec2mat (lmisys,xopt,G);
Ys = dec2mat(lmisys,xopt,Y);
Fs = Ys*inv(Gs) ;

end
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Cdédigo-fonte 3 — Fungdo MPC-LMI no Yalmip

function [gammas ,Fs,Gs]=MCP_Robust_yalmip(A,B,Qc,Rc,umax,

xk)

% Codigo do MPC-LMI Relaxado na forma de funcao usando o

Yalmip

% Desevolvedor: Marcus Vinicius Silverio Costa

%» 0Obs: requer instalagdo dos pacotes Yalmip/Sdumi
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[m,n]=size(B{1}) ;

L=size (A,2);

% inicializacgdo das LMIS

gamma=sdpvar (1) ;

G=sdpvar(m,m) ;

Y=sdpvar (n,m) ;

x_k=sdpvar(m,1);

LMIs=[1;

Q_=01;

for i=1:L

Q{i}=sdpvar(m,m, 'symmetric');

M11=(G+G'-Q{i});

M21=(A{i}*G+B{i}*Y); M22=Q{i};

M31=(sqrt (Qc) *G); M32=zeros(m); M33=gammax*eye (m);

M41=(sqrt (Rc)*Y); M42=zeros(n,m);M43=zeros(n,m); M44=
gammax*eye (n) ;

M{i}=[M11 M21' M31' M41';M21 M22 M32' M42';M31 M32 M33
M43'; M41 M42 M43 M44];

LMIs=[LMIs, M{i}>=0];

LMIs=[LMIs, [1 x_k';x_k Q{i}1>0]1;

LMIs=[LMIs, [umax*umax*eye(n) Y;Y' (G+G'-Q{i})]1>0, G-Q{i
}>01;

Q_=[Q_ Q{i}];

end

ops=sdpsettings ('solver','sedumi', 'sedumi.eps',le-6);




36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

10

145

model = optimizer (LMIs, gamma,ops,x_k,{Y,G,gamma,Q_1});

out=model{xk};
Ys=out{1};
Gs=out{2};
gammas=out{3};

Fs=Ysx*xinv (Gs) ;

b

% solvesdp ([LMIs, x_k==xk],gamma,ops)
% checkset (LMIs)

b

% Ys=double(Y);

% Gs=double (G);

% gammas=double (gamma) ;
b

b

% Fs=Ysxinv (Gs) ;

b

Coédigo-fonte 4 — Fungdo elipse

function [xx,yyl=elipse_matrix(C,num)

[U,L] = eig(C);

M = [0 0]"';

% For N standard deviations spread of data,
the eliipsoid will

% be given by N*SQRT (eigenvalues) .

N = 1; % choose your own N

radii = N*xsqrt(diag(L));

theta linspace (0,2*pi,num) ;

p(l,:) = (radii(1l))*cos(theta);

the radii of
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p(2,:) = (radii(2))*sin(theta);

p = Ux*p;
% plot(p(1,:),p(2,:),'g--",'LineWidth"',2)
% plot(0,0,'r+")

XX

p(l,:);
p(2,:);

yy
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Cdédigo-fonte 5 — Fungdo elipsoide

function [x,y,z]l=elipsoid_matrx(C)

[U,L] = eig(C);
M = [0 0 0]"';

% For N standard deviations spread of data, the radii of

the eliipsoid will

% be given by N*SQRT(eigenvalues).

N =1; % choose your own N

radii = Nxsqrt(diag(L));

% generate data for "unrotated" ellipsoid

[xc,yc,zc] = ellipso0id(0,0,0,radii(1),radii(2),radii(3));

% rotate data with orientation matrix U and center M

a = kron(U(:,1),xc); b = kron(U(:,2),yc); ¢ = kron(U(:,3)

,ZC) 5

data = a+b+c; n = size(data,2);

x = data(l:n,:)+M(1); y = data(n+1:2%n,:)+M(2);
(2xn+1:end, :)+M(3);

z = data




10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

Cédigo-fonte 6 — Fungdo boost discreto
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function [Ah,Bh,A,B,C,D]l=boost_discreto(Pot,Vg,Vo,L,Co,
Rco,Ts,g,h)

% Doutorado em Engenharia Elétrica - UFC

% Fungdo matematica do conversor boost discreto

% Aluno:Marcus Vinicius Silvério Costa

Ro=Vox*Vo/Pot ;

Dcycle=1-(Vg/Vo);

Dcycle_=1-Dcycle;

RcoRo=Rco*Ro/(Rco+Ro) ;

R_=Dcycle_*Dcycle_*Ro+DcyclexDcycle_xRcoRo;

At=[-Dcycle_*xRcoRo/L -Dcycle_xRo/(L*(Rco+Ro));
Dcycle_*Ro/(Cox(Rco+Ro)) -1/(Cox(Rco+Ro)) 1;

Bt1=(Ro/L)*(Dcycle_*Ro+Rco)/(Rco+Ro) ;

Bt2=-(Ro)/(Cox*x(Rco+Ro));

Bt=(Vg/R_)*[Btl Bt2]';

Ct=[Dcycle_*xRcoRo (Ro)/(Rco+Ro)];

Dt=-Vg*RcoRo/R_;

% [m,nl=size (At) ;

% [m,nbl=size(Bt) ;

% s = expm([[At Bt]l*Ts; zeros(nb,n+nb)]);
% A = s(1:n,1:n);
% B = s(1:n,n+1:n+nb) ;

h A=eye (2)+Ts*At;
% B=Ts*Bt;

[A,B]l=c2d (At ,Bt,Ts);




31

32

33

34

35

10

11

12

13

14

15

16

17

18

19

20

21

22

148

Ah=[A zeros(2,1);-h*C gl;
Bh=[B;-h*D];

Cédigo-fonte 7 — Fungdo Boost ndo linear

function [A, B, Cl=boost_n_linear (Pot,Dcycle,Vo,L,Co,Rco)

% Modelo do conversor boost ndo linear continuo no tempo

% Usar func¢des de resolugdo por equagdo diferencial - RK4
por exemplo

% Formulagdo do no modelo no espago de estados

% [A, B, Cl=boost_n_linear (Pot,Dcycle,Vo,L,Co,Rco)

h

% x_dot = A.x+B.Vg;

h'y = C.x;

b

%» Usando resolugdo por RK4

h

b % Modelo RK4

% k1=Axx(:,1)+B*xVg(i);

yA k2=A*%(x(:,1)+0.5*%Ts*xkl1)+BxVg(i);

% k3=A*(x(:,1)+0.5*xTs*k2)+Bp*Vg(i);

% k4=A*(x(:,1i)+Ts*k3)+BxVg(i);

% x(:,i+1)=x(:,1)+(Ts/6) *(k1+2%x(k2+k3) +k4) ;

b % Equacgdo da saida

% y(i)=Cxx(:,1);

h

b % sendo i o passo de iteracgdo do loop e Ts o tempo

de amostragem
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Ro=Vox*Vo/Pot;

Dcyclel=1-Dcycle;

RcoRo=Rco*Ro/(Rco+Ro) ;

R1=Dcyclel*Dcyclel*Ro+DcyclexDcyclel*RcoRo;

hComportamento do sistema quando;
»A) a chave estiver ligada

A1=[0 0;0 -1/(Co*(Rco+Ro))];
B1i=[1/L 0]"';

C1=[0 Ro/(Ro+Rco)];

%#B) a chave estiver desligada

A2=[-(RcoRo)/L -Ro/(L*x(Ro+Rco)); Ro/(Co*(Ro+Rco))
Co*(Ro+Rco))];

B2=B1; C2=[(RcoRo) Ro/((Rco+Ro))1;

smatrizes linearizadas
A=A1xDcycle+A2*xDcyclel;
B=Bl1*Dcycle+B2*Dcyclel;

C=C1*Dcycle+C2*Dcyclel;
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Cédigo-fonte 8 — Compilacao boost CCTE para 1000W

% Implementacgdo artigo Sobraep para vias de validascgéo

% 30/10/2016 - Marcus Vinicius - Versao final 3

close all, clear all, clc
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Vo=48; Vg=[36 26]; L=36e-6; Co=4400e-6; Rco=26.7e-3;

Pot=[1000 380];

Ts=1e-3; Ta=Ts;

g=1;h=1;

Ql=diag([1 1 1]1,0); R1=0.1;

umax=1;

%» Formulagdo da resposta impulso para poté&ncia nominal

t_=0:Ts:20e-3; Ygera uma curva de 20ms

[Ahn ,Bhn,An,Bn,Cn,Dn]l=boost_discreto (Pot (1) ,Vg(1l),Vo,L,Co
,Rco,Ts,g,h);

u=0;

xset=[(Pot (1) /Vg(1)) Vol';

for k=1:1length(t_)

xset (:,k+1)=Anx*xset (:,k)+Bn*u;
end

%» Armazena-se 20 pontos

xlset=xset (2,1:end-1);

% Formulacgdo do Algoritmo MPC Relaxado

% Robustificando o processo - aplicando os politopos

for i=1:1length(Pot)

for j=1:1length(Vg)

[Ah{2*(i-1)+j},Bh{2%(i-1)+j},A{2*%(i-1)+j},B{2*(i-1)+j},C
{2%(i-1)+3j},D{2*(i-1)+j}]=boost_discreto (Pot (i) ,Vg(j),
Vo,L,Co,Rco,Ts,g,h);

end

end

for k=1:length(t_)
xhset (:,k)=[(Pot (1) /Vg(1)) xi1set(k) 0]';
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» [gamma(k) ,F(:,:,k),G(:,:,k)]=mpc_robust_lmilab (Ah,Bh,Q1l

,R1,umax,xhset (:,k));

[gamma (k) ,F(:,:,k),G(:,:,k)]=MCP_Robust_yalmip (Ah,Bh,Q1,

R1,umax ,xhset (:,k));
FF(k,:)=F(:,:,k);

end

% Ganho do controlador LQI

Klqi=dlqr (Ahn ,Bhn,Q1,R1);

Phi_xy=[1 0 0;0 1 0]';
Phi_xz=[1 0 0;0 0 1]1"';
Phi_yz=[0 1 0;0 0 1]1';

% Geragdo das Elipsoides de estabilidade

for k=1:length(xlset)

n_str = int2str (k) ;

[x,y,z]l=elipsoid_matrx(G(:,:,k));

figure (1)

subplot (2,2,1)

sc = plot3(x,y,z,'b'); hold on

set(gca, 'fontsize',20, 'fontname','Times New Roman')

title('Elipsoides de estabilidade - MPC LMI Relaxado
1000W ")

% axis equal

xlabel ('I_L (A)'), ylabel('V_c (V)'), zlabel('Ganho
Integral'),

grid

h

%h figure (2)

subplot (2,2,2)

[x_xy(k,:),y_xy(k,:)]=elipse_matrix(Phi_xy '*(G(:,:,k))*
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Phi_xy,length(xset));
plot(x_xy(k,:),y_xy(k,:)), hold on
h text(x_xy(k,1),y_xy(k,1),n_str);
set(gca, 'fontsize',20, 'fontname','Times New Roman')
xlabel ('I_L (A)'), ylabel('V_c (V)'),
title('Elipsoides I_L \times Vc')

grid

% figure (3)

subplot (2,2,3)

[x_xz(k,:),y_xz(k,:)]=elipse_matrix(Phi_xz '*(G(:,:,k))*
Phi_xz ,length(xset));

plot(x_xz(k,:),y_xz(k,:)), hold on

h text(x_xz(k,1),y_xz(k,1),n_str);

set(gca, 'fontsize' ,20, 'fontname','Times New Roman')

xlabel ('I_L (A)'), ylabel('Ganho Integral'),

title('Elipsoides I_L \times v(k)')

grid

% figure (4)

subplot (2,2,4)

[x_yz(k,:),y_yz(k,:)]=elipse_matrix(Phi_yz '*(G(:,:,k))*
Phi_yz,length(xset));

plot(x_yz(k,:),y_yz(k,:)), hold on

h text(x_yz(k,1),y_yz(k,1),n_str);

set(gca, 'fontsize',20, 'fontname','Times New Roman')

xlabel ('V_c (V)'), ylabel('Ganho Integral'),

title('Elipsoides Vc \times v(k)')

grid

end
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figure (10)

for k=1:1length(t_)

plot3(y_xy(k,:),t_(k)*ones(length(t_)+1) ,x_xy(k,:),'b-.")
, hold on

plot3(xhset(2,:),t_,xhset(1,:),'r','linewidth',2)

n_str = int2str (k) ;

text (y_xy(k,1)*1.1,t_(k),x_xy(k,1)*1.1,n_str)

end

set(gca, 'fontsize',20, 'fontname','Times New Roman')

xlabel ('V_c (V)'), ylabel('Tempo (s)'), zlabel('I_L (A)"')

title('x_{set} \times Elipsoides para Pot=1000W ')

grid

%» Analise da resposta via Elipsoides

%» Resposta MPC Relaxado

t=0:Ts:300e-3;

Tpot=(Pot (1) -Pot (2))/length(t) ;Ppot=Pot (2) : Tpot:Pot (1) ;
Tvi=(Vg (1) -Vg(2))/length(t);Vvg=Vg(2):Tvi:Vg(1);

N=2;

Kmpc_=-F(:,:,N);

xh=[(Pot (1) /Vg(1)) =xlset(N) 0]';

for i=1:1length(t)

% Modelo da planta LTV

[Ah_,Bh_,A_,B_,C_,D_]=boost_discreto (Ppot(i),Vvg(i),Vo,L,
Co,Rco,Ts,g,h);

xh(:,i+1)=(Ah_-Bh_*Kmpc_)*xh(:,i);

end
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[x,y,z]=elipsoid_matrx(G(:,:,N));

% figure (5)

figure (2)

subplot(2,2,1)

plot3(xh(1,:),xh(2,:),xh(3,:),'r', 'linewidth',2), hold on

plot3(x,y,z,'b-.", 'linewidth"',1),

legend ('Resposta Impulso','Limite da Elipsoide')

set(gca,'fontsize',20, 'fontname','Times New Roman')

title('Elispoide - MPC LMI Relaxado 1000W')

xlabel ('I_L (A) '), ylabel('Vc (V)'), zlabel('Ganho
Integral')

grid

% figure (6)

subplot (2,2,2)

[x_xy,y_xyl=elipse_matrix (Phi_xy '*(G(:,:,N))*Phi_xy,
length(xh));

plot(xh(1,:),xh(2,:),'r', 'linewidth"',2), hold on

plot(x_xy,y_xy, 'b-."', " 'linewidth' 1),

set(gca, 'fontsize',20, 'fontname','Times New Roman')

xlabel ('I_L (A)'), ylabel('V_c (V)'),

title('Elipsoides I_L \times Vc')

% legend ('Resposta Impulso','Limite da Elipsoide')

grid

% figure (7)

subplot (2,2,3)

[x_xz,y_xz]=elipse_matrix (Phi_xz '*(G(:,:,N))*Phi_xz,
length(xh));

plot(xh(1,:),xh(3,:),'r', 'linewidth',2), hold on

plot(x_xz,y_xz,'b-."','linewidth' 1),
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set(gca, 'fontsize' ,20, 'fontname','Times New Roman')
xlabel ('I_L (A)'), ylabel('v(k)'),
title('Elipsoides I_L \times v(k)"')

% legend ('Resposta Impulso','Limite da Elipsoide')

grid

% figure (8)

subplot (2,2,4)

[x_yz,y_yzl=elipse_matrix (Phi_yz '*(G(:,:,N))*Phi_yz,
length(xh));

plot(xh(2,:),xh(3,:),'r','linewidth"',2), hold on

plot(x_yz,y_yz,'b-."','linewidth', 1),

set(gca, 'fontsize' ,20, 'fontname','Times New Roman')

xlabel ('V_c (V)'), ylabel('v(k)'),

title('Elipsoides Vc \times v(k)')

% legend('Resposta Impulso','Limite da Elipsoide')

grid

%» Implementagdo da curva de resposta no tempo

%» Condigdes iniciais

t=0:Ts:300e-3;

R=[48*ones(1,ceil(length(t)*0.5)) 48*ones(l,ceil(length(t
)*x0.5))1;

Ppot=[Pot (1) Pot (1) *ones(1l,ceil ((length(t)-1)%*0.25)) Pot
(2) *ones (1,ceil ((length(t)-1)*0.25)) Pot (1)=*ones (1,
ceil ((length(t)-1)*0.25)) Pot(2)*ones(1l,ceil((length(t
)-1)x0.25))1;

Tvi=(Vg(1)-Vg(2))/length(t) ;Vvg=Vg(2) :Tvi:Vg(1);

h Vvg=[Vg(2) Vg(2)+*ones(1l,ceil((length(t)-1)%*0.25)) Vg(1l)
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*ones (1,ceil ((length(t)-1)*0.25)) Vg(2)*ones(1l,ceil ((
length(t)-1)%0.25)) Vg(1l)+*ones(1l,ceil ((length(t) -1)
x0.25))1;

% Modelo Por MPC-LMI RELAXADO - Resposta no sistema
Linearizado de acordo

% com o artigo Sobraep

Kmpc=-F(:,:,20);

x=[Pot (1) /Vg(2); Vg(2)]; y=0; u=0; v=0; Vo=48;

for i=1:1length(t)

%» Sinal de controle LMI
u(i)=-Kmpc(l:end-1)*x(:,1i)-Kmpc(end) *v;
if u(i)<0, u(i)=0;end

if u(i)>1, u(i)=1;end

% Modelo da planta

[Ah,Bh,Ap,Bp,Cp,Dpl=boost_discreto (Ppot (i) ,Vvg(i),Vo,L,Co
,Rco,Ts,g,h);

sys_mpc=ss (Ah-Bh*Kmpc, [zeros(size(Bp));1],[Cp zeros(size(
Dp))1,0,Ts);

[p_mpc(:,i),z_mpc(:,i)]=pzmap(sys_mpc);

%» Saturagdo da corrente no indutor
if x(1,1)<0, x(1,1)=0;end
if x(1,1)>100, x(1,i)=100; end

% Saturagdo da tensdo no Capacitor
if x(2,1)<0, x(2,i)=0;end
if x(2,1)>63, x(2,i)=63;end
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x(:,i+1)=Ap*x(:,1i)+Bp*u(i);
y(i)=Cp*x(:,i)+Dp*u(i);%+Nn(i);

if y(i)<0, y(i)=0;end

% Integrador

v=g*v+h*(R(i)-y(i));

end

ympc=y; uUmMpCc=u; XMPC=X;

% Modelo Por LQI - Resposta no sistema Linearizado de
acordo

% com o artigo Sobraep

x=[Pot (1) /Vg(2); Vg(2)]; y=0; u=0; v=0; Vo=48;

for i=1:1length(t)

%» Sinal de controle LMI
u(i)=-Klqi(l:end-1)*x(:,1i)-Klqi(end)*v;
if u(i)<0, u(i)=0;end

if u(i)>1, u(i)=1;end

% Modelo da planta

[Ah,Bh,Ap,Bp,Cp,Dpl=boost_discreto (Ppot (i) ,Vvg(i),Vo,L,Co
,Rco,Ts,g,h);

sys_lqi=ss(Ah-Bh*Klqi, [zeros(size(Bp));1],[Cp zeros(size(
Dp))1,0,Ts);

[p_1qi(:,i),z_1qi(:,i)]=pzmap(sys_1qi);
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% Saturagdo da corrente no indutor
if x(1,1)<0, x(1,1)=0;end
if x(1,1)>100, x(1,1i)=100;end

%» Saturagdo da tensdo no Capacitor
if x(2,1)<0, x(2,1)=0;end
if x(2,1)>63, x(2,i)=63;end

x(:,i+1)=Ap*x(:,1i)+Bp*u(i);
y(i)=Cp*x(:,i)+Dp*u(i);%+Nn(i);

if y(i) <0, y(i)=0;end

% Integrador
v=g*v+h*x(R(i)-y(i));
end

ylqi=y; ulqi=u; xlqi=x;

figure (3)

subplot(2,1,1)

plot(t,Ppot,'b', 'linewidth',2), axis ([0 300e-3 250 1100])
, grid

set(gca, 'fontsize',16, 'fontname','Times New Roman')

title('Variacdo da Poténcia na Carga (W)'),ylabel('(W)"');

subplot (2,1,2)

plot(t,Vvg(l:end-1),'b', " 'linewidth',2), axis ([0 300e-3 24
40]1), grid

set(gca,'fontsize',16, 'fontname', 'Times New Roman')

title('Variacgdo da V_g (V)'), xlabel('Tempo (s)'),ylabel(
(V) ')
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figure (4)
plot(t,ympc,'b',t,ylqi,'g',t,R(l:end-1),'k-."', ' linewidth'
,2), legend('MPC_{LMI Relax}','LQI_{Trad}','Ref'),

grid
set(gca, 'fontsize',16, 'fontname','Times New Roman')
title('Tensdo de saida (V)'), xlabel('Tempo (s)'),ylabel(
'V_{co} (V)');

figure (5)

plot (t,umpc, 'b',t,ulqi,'g', " 'linewidth"',2), legend('MPC_{
LMI Relax}','LQI_{Trad}'), grid

set(gca, 'fontsize',16, 'fontname','Times New Roman')

title('Sinal de controle'), xlabel('Tempo (s)'),ylabel('
D_{cyclel}");

figure (6)

plot(t,Ppot./ympc,'b',t,Ppot./ylqi,'g'," 'linewidth',2),
legend ('MPC_{LMI Relax}',6 'LQI_{Trad}','Ref'), grid

set(gca, 'fontsize',16, 'fontname','Times New Roman')

title('Corrente na Saida (A)'), xlabel('Tempo (s)'),

ylabel ('I_o (A)');

figure (50),

%» Andlise dos polos e zeros
Nmpc=[2 8 14 20];

textol='Mapa de Polos/Zeros - N=';
for n=1:1length (Nmpc)
Kmpc=-F(:,:,Nmpc(n));

texto2 = int2str (Nmpc(n));
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texto_final = strcat(textol,texto?2);

subplot (2,2,n)

set(gca, 'fontsize',12, 'fontname','Times New Roman')

for i=1:1length(t)

% Modelo da planta

[Ah,Bh,Ap,Bp,Cp,Dpl=boost_discreto (Ppot (i) ,Vvg(i),Vo,L,Co
,Rco,Ts,g,h);

sys_mpc=ss (Ah-Bh*Kmpc, [zeros(size(Bp));1],[Cp zeros(size(
Dp))1,0,Ts);

[p_mpc(:,i),z_mpc(:,i)]=pzmap(sys_mpc);

plot (real(p_1qi(:,1i)),imag(p_1qi(:,1i)),'gx', real(p_mpc
(:,1)),imag(p_mpc(:,i)),'bx'), hold on

plot(real(z_1qi(:,1)) ,imag(z_1qi(:,1)),'go',real(z_mpc(:,
i)) ,imag(z_mpc(:,i)), 'bo'),hold on;

end

% xc=cos(theta); yc=sin(theta);

% plot(xc,yc,'k'), hold on

axis([-1 1 -1 11)

title(texto_final)

xlabel ('Re(z) axis')

ylabel ('Im(z) axis')

legend ('LQI"', 'MPC_{LMI} Relax')
zgrid

end

% Analise de robustez na frequencia LTV

for i=1:1length(Pot)

for j=1:length(Vg)
[S1,S2,A_n{2%(i-1)+j},B_n{2x(i-1)+j},C_n{2%(i-1)+j},D_n
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{2x(i-1)+j}]=boost_discreto(Pot(i),Vg(j),Vo,L,Co,Rco,
Ts,g,h);
G_n{2*(i-1)+jr=ss(A_n{2%(i-1)+j},B_n{2*x(i-1)+j},C_n{2x (i
-1)+j},D_n{2*x(i-1)+j});
end

end

x1=10g10(0.01*pi/Ts) ;
x2=10gl0(pi/Ts);

w=logspace (x1,x2,400);

for i=1:1length(t)

[Ah,Bh,Ap,Bp,Cp,Dpl=boost_discreto (Ppot (i) ,Vvg(i),Vo,L,Co
,Rco,Ts,g,h);

G_delta=(ss (Ap,Bp,Cp,Dp));

Tmf_1gi=ss(Ah-Bh*Klqi,[zeros(size(Bp));1]1,[Cp zeros(size(
Dp))1,0,Ts);

Tmf_mpc=ss (Ah-Bh*Kmpc,[zeros (size(Bp));1],[Cp zeros(size(
Dp))1,0,Ts);

h Tmf_lqi=ss(sys_lqi.a,sys_1qi.b,sys_1lqi.c,sys_1lqi.d);

yA Tmf_mpc=ss(sys_mpc.a,sys_mpc.b,sys_mpc.c,sys_mpc.d);

[ng_mpc ,dg_mpcl=tfdata(1/Tmf_mpc,'v');
[ng_1qi,dg_lqil=tfdata(1/Tmf_1qi, 'v');

[mT_mpc(:,i),phT_mpc(:,i)]=dbode (ng_mpc,dg_mpc,Ts,w);
[mT_1qi(:,1i),phT_1qi(:,i)]=dbode(ng_1lqi,dg_1lqi,Ts,w);

delta_ml1=(G_delta/G_n<{1}) -1; [ndeltal,ddeltall=tfdata(
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[m_deltal(:,i),ph_deltal(:,i)]=dbode(ndeltal, ddeltal ,Ts,w

)

delta_m2=(G_delta/G_n{2}) -1;

delta_m2,'v');

[ndelta2 ,ddelta2]=tfdata(

[m_delta2(:,1i) ,ph_delta2(:,i)]=dbode(ndelta2,ddelta2,Ts,w

)

delta_m3=(G_delta/G_n{3}) -1;

delta_m3, 'v');

[ndelta3 ,ddelta3]=tfdata(

[m_delta3(:,i),ph_delta3(:,i)]=dbode(ndeltal3,ddelta3,Ts,w

)

delta_m4=(G_delta/G_n<{4}) -1;

delta_m4,'v');

[ndeltad4 ,ddeltad]=tfdata(

[m_delta4 (:,1i) ,ph_deltad4(:,i)]=dbode(ndeltad , ddeltad ,Ts,w

)

end

m_min_lqi=min(mT_1qi')"';

m_min_mpc=min(mT_mpc ') ';

m_maxl
m_max2
m_max3

m_max4

m_max=max ([m_max1"';

max(m_deltal ') ';

max(m_delta2 ') ';

max (m_delta3 ')

max (m_deltad ')

m_max2=1.3*m_max;

b

b

m_max2';

m_max3'; m_max4'])"';
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figure (57)

% loglog(w,m_max,'k-.',w,mT,'k"'), x1im([(0.01*pi/Ts) (pi/
Ts)]), legend('Incerteza','Margem garantida','T')

% loglog(w,m_max,'k-.',w,m_max2,'k--',w,mT_mpc,'b',w,
mT_1qi,'g'), x1im([(0.01*pi/Ts) (pi/Ts)1),

loglog(w,m_max, 'k-.',w,m_max2, 'k--',w,m_min_mpc,'b',w,
m_min_1lqi,'g','linewidth',2), x1im([(0.01*pi/Ts) (pi/
Ts)1),

legend (' Incerteza', 'Margem garantida','T_{MPC-LMI Relax}'
,'T_{LQI}")

set(gca, 'fontsize',12,'fontname','Times New Roman')

xlabel ('\omega_d (Hz)'), ylabel('M(j\omega_d) (dB)")

title('Andlise de Estabilidade Robusta de pior caso')

disp('Simulagdo do Controlador');

disp('1 - LQI');

disp('2 - MPC LMI Relax');

Mod = input('Qual modelo deseja Simular no Simulink?\n');
IAE_mpc=(R(2:end) -ympc) *(R(2:end) -ympc) '
IAE_1qi=(R(2:end)-ylqi)*(R(2:end)-ylqi)"'

Jmpc=trace (xmpc*xmpc ') +trace (umpc *umpc ')

Jlqi=trace(xlqix*xlqi')+trace(ulqix*ulqi')

Cdédigo-fonte 9 — Compilacao boost CCTE para 500W

» Implementacgdo artigo Sobraep para vias de validasgéo

% 30/10/2016 - Marcus Vinicius - Versao final 3
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close all, clear all, clc

Vo=48; Vg=[36 26]; L=36e-6; C0=4400e-6; Rco=26.7e-3;

Pot=[500 50];

Ts=1e-3;

g=1;h=1;

Ql=diag([1 1 1]1,0); R1=0.1;

umax=1;

% Formulagdo da resposta impulso para poténcia nominal

t_=0:Ts:20e-3; Jgera uma curva de 20ms

[Ahn ,Bhn,An,Bn,Cn,Dn]l=boost_discreto (Pot (1) ,Vg(1),Vo,L,Co
,Rco,Ts,g,h);

u=0;

xset=[(Pot (1) /Vg(1)) Vol';

for k=1:1length(t_)

xset (:,k+1)=Anx*xset (:,k)+Bn*u;
end

% Armazena-se 20 pontos

xlset=xset(2,1:end-1) ;

% Formulacgdo do Algoritmo MPC Relaxado

%» Robustificando o processo - aplicando os politopos

for i=1:1length(Pot)

for j=1:length(Vg)

[Ah{2x(i-1)+j},Bh{2x(i-1)+j},A{2x(i-1)+j},B{2*(i-1)+j},C
{2x(i-1)+j},D{2*%(i-1)+j}]=boost_discreto (Pot (i) ,Vg(j),
Vo,L,Co,Rco,Ts,g,h);

end

end
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for k=1:1length(t_)

xhset (:,k)=[(Pot (1) /Vg (1)) xlset(k) 0]"';

[gamma (k) ,F(:,:,k),G(:,:,k)]=mpc_robust_lmilab (Ah,Bh,Q1,
R1,umax ,xhset (:,k));

» [gamma(k) ,F(:,:,k),G(:,:,k)]=MCP_Robust_yalmip (Ah,Bh,Q1
,R1,umax,xhset (:,k));

FF(k,:)=F(:,:,k);

end

% Ganho do controlador LQI

Klqi=dlqr (Ahn,Bhn,Q1,R1);

Phi_xy=[1 0 0;0 1 0]';
Phi_xz=[1 0 0;0 0 11"';
Phi_yz=[0 1 0;0 0 1]1';

% Geragdo das Elipsoides de estabilidade

for k=1:length(xlset)

n_str = int2str(k);

[x,y,z]=elipsoid_matrx(G(:,:,k));

figure (1)

subplot(2,2,1)

sc = plot3(x,y,z,'b'); hold on

set(gca, 'fontsize' ,20, 'fontname','Times New Roman')

title('Elipsoides de estabilidade - MPC LMI Relaxado 500
W')

% axis equal

xlabel ('I_L (A)"'), ylabel('V_c (V)'), zlabel('Ganho
Integral'),

grid

b

% figure (2)
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subplot (2,2,2)

[x_xy(k,:),y_xy(k,:)]=elipse_matrix (Phi_xy '*(G(:,:,k))=*
Phi_xy,length(xset));

plot(x_xy(k,:),y_xy(k,:)), hold on

h text(x_xy(k,1),y_xy(k,1),n_str);

set(gca, 'fontsize' ,20, 'fontname','Times New Roman')

xlabel ('I_L (A) '), ylabel('V_c (V)'),

title('Elipsoides I_L \times Vc')

grid

% figure (3)

subplot (2,2,3)

[x_xz(k,:),y_xz(k,:)]=elipse_matrix(Phi_xz '*(G(:,:,k))*
Phi_xz ,length(xset));

plot(x_xz(k,:),y_xz(k,:)), hold on

% text(x_xz(k,1),y_xz(k,1),n_str);

set(gca,'fontsize' ,20, 'fontname','Times New Roman')

xlabel ('I_L (A)'), ylabel('Ganho Integral'),

title('Elipsoides I_L \times v(k)"')

grid

% figure (4)

subplot (2,2,4)

[x_yz(k,:),y_yz(k,:)]=elipse_matrix(Phi_yz '*(G(:,:,k))*
Phi_yz,length(xset));

plot(x_yz(k,:),y_yz(k,:)), hold on

h text(x_yz(k,1),y_yz(k,1) ,n_str);

set(gca,'fontsize' ,20, 'fontname','Times New Roman')

xlabel('V_c (V)'), ylabel('Ganho Integral'),

title('Elipsoides Vc \times v(k)')
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grid

end

figure (10)

for k=1:1length(t_)

plot3(y_xy(k,:),t_(k)*ones(length(t_)+1) ,x_xy(k,:),'b-.")
, hold on

plot3(xhset(2,:),t_,xhset(1,:),'r',"'linewidth',2)

n_str = int2str(k);

text (y_xy(k,1) ,t_(k),x_xy(k,1) ,n_str)

end

set(gca,'fontsize' ,20, 'fontname','Times New Roman')

xlabel ('V_c (V)'), ylabel('Tempo (s)'), zlabel('I_L (A)"')

title('x_{set} \times Elipsoides para Pot=500W ')

grid

%» Analise da resposta via Elipsoides

% Resposta MPC Relaxado

t=0:Ts:300e-3;

Tpot=(Pot (1) -Pot (2))/length(t) ;Ppot=Pot (2) : Tpot:Pot (1) ;
Tvi=(Vg(1)-Vg(2))/length(t);Vvg=Vg(2) : Tvi:Vg(1);

N=2;

Kmpc_=-F(:,:,N);

xh=[(Pot (1) /Vg(1)) xlset(N) 0]';

for i=1:1length(t)

%» Modelo da planta LTV

(Ah_,Bh_,A_,B_,C_,D_]l=boost_discreto (Ppot(i),Vvg(i),Vo,L,
Co,Rco,Ts,g,h);

xh(:,i+1)=(Ah_-Bh_#*Kmpc_)*xh(:,1i);
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end

[x,y,z]=elipsoid_matrx(G(:,:,N));

% figure (5)

figure (2)

subplot (2,2,1)

plot3(xh(1,:),xh(2,:),xh(3,:),'r', 'linewidth',2), hold on

plot3(x,y,z,'b-.",'linewidth"',1),

legend ('Resposta Impulso','Limite da Elipsoide')

set(gca, 'fontsize',20, 'fontname','Times New Roman')

title('Elispoide - MPC LMI Relaxado 500W')

xlabel ('I_L (A)'), ylabel('Vc (V)'), zlabel('Ganho
Integral')

grid

% figure (6)

subplot (2,2,2)

[x_xy,y_xyl=elipse_matrix (Phi_xy '*(G(:,:,N))*Phi_xy,
length(xh));

plot(xh(1,:),xh(2,:),'r', 'linewidth',2), hold on

plot(x_xy,y_xy, 'b-."',"'linewidth', 1),

set(gca,'fontsize',20, 'fontname','Times New Roman')

xlabel ('I_L (A)'), ylabel('V_c (V)'),

title('Elipsoides I_L \times Vc')

% legend('Resposta Impulso','Limite da Elipsoide')

grid

%h figure (7)
subplot (2,2,3)
[x_xz,y_xz]=elipse_matrix (Phi_xz '*(G(:,:,N))*Phi_xz,

length(xh));
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plot(xh(1,:),xh(3,:),'r', 'linewidth"',2), hold on
plot(x_xz,y_xz,'b-."',"'linewidth', 1),

set(gca, 'fontsize',20, 'fontname','Times New Roman')
xlabel ('I_L (A)'), ylabel('v(k)'),
title('Elipsoides I_L \times v(k)"')

% legend('Resposta Impulso','Limite da Elipsoide')

grid

% figure (8)

subplot (2,2,4)

[x_yz,y_yzl=elipse_matrix (Phi_yz '*(G(:,:,N))*Phi_yz,
length(xh));

plot(xh(2,:),xh(3,:),'r', 'linewidth',2), hold on

plot(x_yz,y_yz,'b-."','linewidth' 1),

set(gca,'fontsize',20, 'fontname','Times New Roman')

xlabel ('V_c (V)'), ylabel('v(k) '),

title('Elipsoides Vc \times v(k)')

% legend ('Resposta Impulso','Limite da Elipsoide')

grid

%» Implementagdo da curva de resposta no tempo

%» Condigdes iniciais

t=0:Ts:300e-3;

R=[48*ones(1,ceil(length(t)*0.5)) 48*ones(l,ceil(length(t
)*0.5))1;

Ppot=[Pot (1) Pot(1)*ones(l,ceil((length(t)-1)*0.25)) Pot
(2) *ones (1,ceil ((length(t)-1)*0.25)) Pot (1l)=*ones (1,
ceil((length(t)-1)*0.25)) Pot(2)*ones(l,ceil((length(t
)-1)%0.25))1;

Tvi=(Vg (1) -Vg(2))/length(t) ;Vvg=Vg(2) :Tvi:Vg(1);
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% Vvg=[Vg(2) Vg(2)*ones(1l,ceil((length(t)-1)*0.25)) Vg(1)
*ones (1,ceil ((length(t)-1)*0.25)) Vg(2)*ones(1l,ceil ((
length(t) -1)%0.25)) Vg(1)+*ones(1,ceil ((length(t)-1)
¥0.26))171;

% Modelo Por MPC-LMI RELAXADO - Resposta no sistema
Linearizado de acordo

% com o artigo Sobraep

Kmpc=-F(:,:,20);

x=[Pot (1) /Vg(2); Vg(2)]; y=0; u=0; v=0; Vo=48;

for i=1:length(t)

% Sinal de controle LMI
u(i)=-Kmpc(l:end-1)*x(:,1i)-Kmpc(end)*v;
if u(i)<0, u(i)=0;end

if u(i)>1, u(i)=1;end

% Modelo da planta

[Ah,Bh,Ap,Bp,Cp,Dpl=boost_discreto (Ppot (i) ,Vvg(i),Vo,L,Co
,Rco,Ts,g,h);

sys_mpc=ss (Ah-Bh*Kmpc , [zeros (size(Bp));1]1,[Cp zeros(size(
Dp))1,0,Ts);

[p_mpc(:,i),z_mpc(:,i)]=pzmap(sys_mpc);
% Saturagdo da corrente no indutor
if x(1,1)<0, x(1,1)=0;end

if x(1,1)>100, x(1,i)=100;end

% Saturagdo da tensdo no Capacitor
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if x(2,1)<0, x(2,1)=0;end
if x(2,1)>63, x(2,1i)=63;end

x(:,i+1)=Ap*x(:,i)+Bp*u(i);
y(i)=Cp*x(:,i)+Dp*u(i);%+Nn(i);

if y(i)<0, y(i)=0;end

% Integrador

v=gxv+h*(R(1i)-y(i));

end

ympc=y; umpc=u; XMPC=X;

% Modelo Por LQI - Resposta no sistema Linearizado de
acordo

% com o artigo Sobraep

x=[Pot (1) /Vg(2); Vg(2)]; y=0; u=0; v=0; Vo=48;

for i=1:length(t)

% Sinal de controle LMI
u(i)=-Klqi(1l:end-1)*x(:,1i)-K1lqi(end)*v;
if u(i)<0, u(i)=0;end

if u(i)>1, u(i)=1;end

% Modelo da planta

[Ah,Bh,Ap,Bp,Cp,Dpl=boost_discreto (Ppot (i) ,Vvg(i),Vo,L,Co
,Rco,Ts,g,h);

sys_lqi=ss (Ah-Bh*Klqi, [zeros(size(Bp));1],[Cp zeros(size(
Dp))1,0,Ts);
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[p_1qi(:,i),z_1qi(:,i)]=pzmap(sys_1qi);

%» Saturagdo da corrente no indutor
if x(1,1)<0, x(1,1)=0;end
if x(1,1)>100, x(1,i)=100; end

% Saturagdo da tensdo no Capacitor
if x(2,1)<0, x(2,1i)=0;end
if x(2,1)>63, x(2,i)=63;end

x(:,i+1)=Ap*x(:,i)+Bp*u(i);
y(1i)=Cp*x(:,i)+Dp*u(i);%+Nn(i);

if y(i)<0, y(i)=0;end

%» Integrador
v=g*v+h*(R(i)-y(i));
end

ylqi=y; ulqi=u; xlqi=x;

figure (3)

subplot (2,1,1)

plot (t,Ppot,'b', 'linewidth',2), axis ([0 300e-3 25 550]),
grid

set(gca, 'fontsize',16, 'fontname','Times New Roman')

title('Variacdo da Poténcia na Carga (W)'),ylabel('(W)');

subplot (2,1,2)

plot(t,Vvg(l:end-1),'b', " 'linewidth',2), axis ([0 300e-3 24
40]), grid




260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

173

set(gca,'fontsize',16, 'fontname','Times New Roman')
title('Variacdo da V_g (V)'), xlabel('Tempo (s)'),ylabel(
(V) )

figure (4)
plot(t,ympc,'b',t,ylqgi,'g',t,R(1:end-1),'k-."', " linewidth'
,2), legend('MPC_{LMI Relax}','LQI_{Trad}','Ref'),

grid
set(gca, 'fontsize',16, 'fontname','Times New Roman')
title('Tensdo de saida (V)'), xlabel('Tempo (s)'),ylabel(
'V_{co} (V)');

figure (5)

plot (t,umpc,'b',t,ulqi,'g', " 'linewidth',2), legend('MPC_{
LMI Relax}','LQI_{Trad}'), grid

set(gca, 'fontsize',16, 'fontname','Times New Roman')

title('Sinal de controle'), xlabel('Tempo (s)'),ylabel('
D_{cyclel}");

figure (6)

plot(t,Ppot./ympc,'b',t,Ppot./ylqi,'g'," 'linewidth',2),
legend ('MPC_{LMI Relax}',6 'LQI_{Trad}','Ref'), grid

set(gca, 'fontsize',16, 'fontname','Times New Roman')

title('Corrente na Saida (A)'), xlabel('Tempo (s)'),

ylabel ('I_o (A)');

figure (50),
% Andlise dos polos e zeros
Nmpc=[2 8 14 20];

textol='Mapa de Polos/Zeros - N=';
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for n=1:1length (Nmpc)

Kmpc=-F(:,:,Nmpc(n));

texto2 = int2str (Nmpc(n));

texto_final = strcat(textol,texto2);

subplot (2,2,n)

set(gca, 'fontsize',12, 'fontname', 'Times New Roman')

for i=1:1length(t)

% Modelo da planta

[Ah,Bh,Ap,Bp,Cp,Dpl=boost_discreto (Ppot (i) ,Vvg(i),Vo,L,Co
,Rco,Ts,g,h);

sys_mpc=ss (Ah-Bh*Kmpc, [zeros(size(Bp));1]1,[Cp zeros(size(
Dp))1,0,Ts);

[p_mpc(:,i),z_mpc(:,i)]=pzmap(sys_mpc);

plot (real(p_1qi(:,1i)),imag(p_1qi(:,1i)),'gx', real(p_mpc
(:,1)),imag(p_mpc(:,i)),'bx'), hold on

plot(real(z_1qi(:,1i)),imag(z_1qi(:,1i)),'go',real(z_mpc(:,
i)) ,imag(z_mpc(:,i)),'bo') ,hold on;

end

% xc=cos(theta); yc=sin(theta);

% plot(xc,yc,'k'), hold on

axis([-1 1 -1 11)

title(texto_final)

xlabel ('Re(z) axis')

ylabel ('Im(z) axis')

legend ('LQI"', 'MPC_{LMI} Relax')

zgrid

end

%» Analise de robustez na frequencia LTV

for i=1:1length(Pot)




312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

175

for j=1:1length(Vg)

[S1,82,A_n{2*x(i-1)+j},B_n{2*%(i-1)+j},C_n{2%x(i-1)+j},D_n
{2%(i-1)+j}]=boost_discreto(Pot (i) ,Vg(j),Vo,L,Co,Rco,
Ts,g,h);

G_n{2%(i-1)+j}=ss(A_n{2%(i-1)+j},B_n{2%(i-1)+j},C_n{2* (i
-1)+3j},D_n{2*x(i-1)+j});

end

end

x1=10g10 (0.01%pi/Ts) ;
x2=10g10 (pi/Ts) ;

w=logspace(x1,x2,400) ;

for i=1:1length(t)

[Ah,Bh,Ap,Bp,Cp,Dpl=boost_discreto (Ppot (i) ,Vvg(i),Vo,L,Co
,Rco,Ts,g,h);

G_delta=(ss (Ap,Bp,Cp,Dp));

Tmf_lqi=ss (Ah-Bh*K1lqi,[zeros(size(Bp));1],[Cp zeros(size(
Dp))]1,0,Ts);

Tmf_mpc=ss (Ah-Bh*Kmpc,[zeros(size(Bp));1]1,[Cp zeros(size(
Dp))]1,0,Ts);

yA Tmf_lqi=ss(sys_lqi.a,sys_1qi.b,sys_1lqi.c,sys_1qi.d);

yA Tmf_mpc=ss(sys_mpc.a,sys_mpc.b,sys_mpc.c,sys_mpc.d);

[ng_mpc ,dg_mpcl=tfdata (1/Tmf_mpc, 'v');
[ng_1qi,dg_lqil=tfdata(1l/Tmf_1qi, 'v');

[mT_mpc(:,i),phT_mpc(:,i)]=dbode (ng_mpc,dg_mpc,Ts,w);
[mT_1qi(:,1i),phT_1qi(:,i)]=dbode(ng_lqi,dg_lqi,Ts,w);
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delta_ml1=(G_delta/G_n<{1})-1; [ndeltal,ddeltal]=tfdata(
delta_mil, 'v');

[m_deltal(:,i),ph_deltal(:,i)]=dbode(ndeltal,ddeltal,Ts
)

delta_m2=(G_delta/G_n{2}) -1; [ndelta2,ddelta2]=tfdata(
delta_m2,'v');

[m_delta2(:,i),ph_delta2(:,i)]=dbode(ndelta2,ddelta2,Ts
)

delta_m3=(G_delta/G_n<{3})-1; [ndelta3,ddelta3]=tfdata(
delta_m3,'v');

[m_delta3(:,i),ph_delta3(:,i)]=dbode(ndelta3,ddeltal3,Ts
)

delta_m4=(G_delta/G_n<{4}) -1; [ndelta4,ddeltad]=tfdatal(
delta_m4, 'v');

[m_deltad4 (:,i),ph_deltad4(:,i)]=dbode(ndeltad , ddeltad,Ts
)

end
m_min_lqi=min(mT_1qi')"';

m_min_mpc=min(mT_mpc ') ';

m_maxl = max(m_deltal')';
m_max2 = max(m_delta2')';
m_max3 = max(m_delta3')';
m_max4 = max(m_deltad')';

m_max=max ([m_maxl'; m_max2'; m_max3'; m_max4'])"';
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m_max2=1.3*m_max;

figure (57)

% loglog(w,m_max,'k-.',w,mT,'k'), x1im([(0.01*pi/Ts) (pi/
Ts)]), legend('Incerteza','Margem garantida','T')

% loglog(w,m_max,'k-.',w,m_max2,'k--',w,mT_mpc,'b',w,
mT_1qi,'g'), x1im([(0.01*xpi/Ts) (pi/Ts)]),

loglog(w,m_max, 'k-.',w,m_max2, 'k--',w,m_min_mpc,'b',w,
m_min_1qi,'g','linewidth',2), x1lim([(0.01*xpi/Ts) (pi/
Ts)1),

legend (' Incerteza', 'Margem garantida','T_{MPC-LMI Relaxl}'
, ' T_{LQI}")

set(gca, 'fontsize',12, 'fontname', 'Times New Roman')

xlabel ('\omega_d (Hz) '), ylabel('M(j\omega_d) (dB)")

title('Andlise de Estabilidade Robusta de pior caso')

%» disp('Simulagio do Controlador ');

% disp('1 - LQI");

% disp(’2 - MPC LMI Relax');

% Mod = input ('Qual modelo deseja Simular no Simulink?\n
r);

IAE_mpc=(R(2:end)-ympc) *(R(2:end) -ympc) '

IAE_1qi=(R(2:end)-ylqi)*(R(2:end)-ylqi)"

Jmpc=trace (xmpc*xmpc ') +trace (umpc *umpc ')

Jlqi=trace(xlqi*xlqi')+trace(ulqix*ulqi')

A Figura 44 mostra o circuito interno do bloco da célula CCTE da Figura 26.




Ind-

Figura 44 — Bloco no Simulink da Célula de Comutacao de Trés Estados.
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